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Abstract. In Dilithium, the rejection sampling step is crucial for the
proof of security and correctness of the scheme. However, to our knowl-
edge, there is no attack in the literature that takes advantage of an
attacker knowing rejected signatures. The aim of this paper is to create
a practical black-box attack against Dilithium with a weakened rejection
sampling. We succeed in showing that an adversary with enough rejected
signatures can recover Dilithium’s secret key in less than half an hour on
a desktop computer. There is one possible application for this result: by
physically preventing one of the rejection sampling tests from happening,
we obtain two fault attacks against Dilithium.

1 Introduction

In July 2022, the National Institute of Standards and Technology (NIST) selected
CRYSTALS-Dilithium, also known as Dilithium, as a new post-quantum digital
signature scheme. It is being standardized under the name ML-DSA [NIS23], and
the National Security Agency (NSA) has included it in the Commercial National
Security Algorithm (CNSA 2.0) suite for national security systems [NSA22].
Moreover, due to its relative efficiency compared to other post-quantum schemes,
Dilithium is recommended for computing quantum-secure signatures in most use
cases.

From a theoretical point of view, Dilithium benefits from security proofs
supporting its Strong existential Unforgeability under Chosen Message Attack
(SUF-CMA) in the classical and quantum random oracle models [BDK+21].
To complement this cryptanalytic approach, it is necessary to investigate the
security of embedded implementations. The security of Dilithium against Side-
Channel Attacks (SCA) and Fault Attacks (FA) thus needs to be carefully as-
sessed.
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Following this direction, many papers have already been published about
physical attacks [BBK16],[BVC+23] [BP18] [CKA+21] [KLH+20] [MUTS22]
[RJH+18] [EAB+23] [BAE+24] [WNGD23] [KPLG24] against Dilithium, see also
this survey [RCDB22].

In the present paper, we use Linear Programming (LP) [NW88] in several
attack scenarios. This kind of technique has already been used in [MUTS22]
[UMB+23] to mount a fault attack and recover the s1 value of Dilithium from
noisy values, and hence the whole secret key. Note that, in the (very) rare pa-
pers using linear programming, this technique has, up to now, been seen as a
complement to a computationally heavy profiling phase.

Our LP-based technique is first applied to fault attacks against Dilithium. Up
to now, all the developed strategies have consisted of faulting either the NTT-
based computations, the nonce y used to sign, or additions/multiplications with
secret polynomials. However, none of the previous attacks have targeted the tests
used in the rejection sampling mechanism. This is the core of the fault attack
we elaborate in the present paper.

For each attack described here, we consider two versions of the Dilithium
signature algorithm. The first is the official specification published in the FIPS
(draft) standard [NIS23]. The second one corresponds to the alternative way
(described in Section 5.1 of [BDK+21]) to perform the validity checks on r0 and
to compute h, which corresponds to the reference implementation [DKL+].

It is essential to analyze the impact of the attacks on these two versions of
Dilithium. Indeed, even if they are functionally equivalent, this is no longer true
when we consider perturbations of the tests involved in the rejection sampling
mechanism or when we have access to internal values in the context of multi-
party computation.

In all the attacks we describe in the present paper, the parameter t0 of
Dilithium plays a particular role that has been debated in the literature. In the
draft of the FIPS ML-DSA standard [NIS23], t0 is officially considered as part
of the secret key. However, as indicated in the same document: “The vector t is
compressed in the actual public key by dropping the d least significant bits from
each coefficient, thus producing the polynomial vector t1. This compression is
an optimization for performance, not security. The low order bits of t can be
reconstructed from a small number of signatures and, therefore, need not be
regarded as secret.” Note that the EUF-CMA security proof provided by the
authors of Dilithium [BDK+21] makes the same assumption and considers that t
is public. In the same spirit, Schwabe writes [Sch19]: “t0 is not part of the secret
key, but actually a public value (taken into account in the security analysis).
The reason not to make it part of the public key is that it’s not needed for
verification so we can have smaller public keys.” Furthermore, a recent eprint
paper [AOCVCG24], would seem to show that t0 can be reconstructed with
4 000 000 Dilithium signatures signed under the same secret key. Therefore, in
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the rest of the paper, we will assume –as in most of the literature about the
security of Dilithium– that t0 is a public parameter.

Our Contributions. In this paper, we describe several kinds of attacks that take
advantage of potential weaknesses in the implementations of the tests involved
in the rejection sampling mechanism. Our attacks require from 1 million to 4
millions signatures, depending on the security level of Dilithium that is targeted.

The first kind of attack depends on fault injections that allow the attacker
to skip the second test (on r0) involved in the rejection sampling mechanism.
Two scenarios are considered:

– If the target is the official specification of Dilithium [LDK+22], knowing that
the faulty signatures are not valid (they are not accepted by the verification
algorithm) allows to recover the secret value s2. It is well known that s1 can
then be deduced, assuming the attacker knows the t0 parameter.

– If the target is the official reference implementation of Dilithium [DKL+22],
based on an alternative way of performing the validity checks on r0 and com-
puting h, this time the obtained (faulty) signatures do pass the verification
phase, as well as normal (non-faulty) signatures. However, the knowledge of
t0 enables to detect the faulty signatures, leading to a recovery of s2, then
s1.

In both cases, the attack uses Linear Programming (LP) tools, and experiments
show that it is very efficient on usual Dilithium parameters (typically less than
30 minutes).

The second kind of attack is also based on fault injections that are used
to skip the first test (on z) in the rejection sampling mechanism. We describe
a method that is similar to the previous attacks and also makes use of (LP)
tools. This attack (which remains the same for all versions of Dilithium) allows
to recover s1 (and thus enables to forge arbitrary many signatures). It is very
efficient and does not even require the knowledge of the t0 parameter.

All these attacks illustrate the power of LP-based methods to recover secret
information from faulty/rejected signatures. This can be applied in several at-
tack models (fault attacks, side-channels, white-box, multi-party computation)
and bring new arguments supporting the need for protecting not only the val-
ues manipulated during the Dilithium signature computation but also the very
execution of the tests during the rejection sampling phase.

Outline. This paper is organized as follows. In Section 2, we review the neces-
sary knowledge on Dilithium and linear programming. In Section 3, we define
an attack scenario and an associated problem, then show how this problem can
be reformulated in terms of integer optimization. In Section 4, we discuss the
difference between the algorithm specification, proposed as a standard imple-
mentation, and the reference implementation, which does not follow this speci-
fication. We explain how to adapt the attack on the reference implementation.
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In Section 5, we propose a method for solving the problem defined in Section 3.
In Section 6, we present our practical results obtained by attacking Dilithium-2,
Dilithium-3, and Dilithium-5. Finally, in Section 7 we discuss the results ob-
tained, their limitations and their implications in our opinion.

2 Background and notations

This section recalls the definitions and results already known, which will be useful
throughout the rest of the paper. To pose the problem, we recall the notations
used in Dilithium and briefly explain how the algorithm works. To reformulate
the problem, we give the basic definitions of polytope theory, and finally, to solve
the problem, we provide the main linear programming results.

2.1 Lattices

Definition 1 (Modular reductions)
Let α an even integer (resp. odd), we define r′ := r mod±(α) the unique

-α2 < r′ ≤ α
2 (resp. − α−1

2 ≤ r′ ≤ α−1
2 ) such that r′ = r mod (α). We will

speak of centered reduction modulo α. We define r′′ := r mod+(α) the unique
0 ≤ r′′ < α such that r′′ = r mod (α).

Definition 2 (Cyclotomic ring)
We define ϕn = xn + 1 with n a power of 2. This is a cyclotomic polynomial

(One can show that ϕn is the 2n-th cyclotomic polynomial.) In particular, it is
irreducible over Q.

For q a prime, we define:

Q := Q[x]/(ϕn) , R := Z[x]/(ϕn) and Rq := Zq[x]/(ϕn).

Definition 3 For w ∈ Zq :

||w||∞ := |w mod± (q)|.

For w =
∑

wix
i ∈ R :

||w||∞ := max ||wi mod±(q)||∞ and ||w|| :=
(∑

||wi||2∞
)1/2

and for w = (w[1], ...,w[k]) ∈ Rk,

||w||∞ := max ||w[i]||∞ and ||w|| :=
(∑

||w[i]||2
)1/2

.

Finally, we define two sets Sη, S̃η ⊂ R :

Sη := {w ∈ R | ||w||∞ ≤ η} and S̃η := {w mod± (2η) | w ∈ R}.

Notation 1 For an element w1 ∈ Rl we will note w1 =(w
[1]
1 , ...,w

[l]
1 ) ∈ Rl

and w
[j]
1,i will be the i− th coefficient of the polynomial w[j]

1 .

Notation 2 We will note [[ statement ]] the boolean operator wich evaluates to
1 if statement is true, and to 0 otherwise.
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2.2 Dilithium, hints and inequalities

Dilithium uses Rk×l
q with k, l varying according to the level of security required

and with n and q chosen as:

n = 256, q = 223 − 213 + 1 = 8 380 417

Dilithium uses algorithms that split elements in Zq. Informally speaking, for an
even α divisor of q− 1, r ∈ Zq one can define r = r1α+ r0 with r0 = r mod±(α)
and r1 = (r − r0)/α. We will call r1 the most significant bits of r and r0 the
least significant bits of r. As shown in Figure 1, for z ∈ Zq such that |z| ≤ α/2,
adding z to r can increase or decrease the most significant bits of r by ±1. The
aim is to be able to calculate the most significant bits of an addition between
r ∈ Zq and a small element z ∈ Zq, without having to store z. To do this, an
algorithm which generates a one bit hint h is used. In Algorithm 1 we give the
description of the algorithms and recall in Lemma 1 the main property used.

Fig. 1. carry caused by x

Algorithm 1 Supporting algorithms for Dilithium

Decomposeq(r, α) :

1: r = r mod+q
2: r0 = r mod±α
3: if r−r0 = q−1 then r1 = 0 r0 = r0−1
4: else r1 = (r − r0)/α

5: return (r1, r0)

HighBitsq(r, α) :
1: (r1, r0) = Decomposeq(r, α)
2: return r1

LowBitsq(r, α) :
1: (r1, r0) = Decomposeq(r, α)
2: return r0

MakeHintq(z, r, α) :
1: r1 = HighBitsq(r, α)
2: v1 = HighBitsq(r + z, α)
3: return [[r1 ̸= v1]]

UseHintq(h, r, α) :
1: m = (q − 1)/α
2: (r1, r0) = Decomposeq(r, α)
3: if h = 1 and r0 > 0 then return

(r1 + 1) mod+m

4: if h = 1 and r0 ≤ 0 then return
(r1 − 1) mod+m

5: return r1
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Lemma 1 [LDK+22] Let q and α be two positive integers such that q > 2α, q ≡
1 mod (α) and α even. Let r and z be two vectors of Rq such that ||z||∞ ≤ α/2
and let h,h′ be bit vectors. So the algorithms HighBitsq , MakeHintq, UseHintq
satisfy the properties:

UseHintq(MakeHintq(z, r, α), r, α) = HighBitsq(r+ z, α).

Remark 1 Dilithium uses these algorithms to reduce the size of the public key: it
splits a part of the public key t into two using an algorithm named Power2Round
defined in the specification of Dilithium [BDK+21] and makes public only t1,
the most significant bits of t. In return, the signer adds a few hint bits to the
signature to enable the signature to be verified without knowledge of the least
significant bits of t.

2.3 Algorithm description

The remainder of this section gives a quick overview of Dilithium, for an exhaus-
tive description of the functions used see [BDK+21].

Key Generation: The key generation consists of sampling two short vectors of
polynomials s1 and s2 with a public matrix A. We then calculate t = As1 + s2,
which will also become public. To reduce the size of the public key, only the most
significant bits of t, t1, are part of the public key. For the same reason, we keep
only the seed ρ used to generate A. The vectors of small polynomials s1 and s2
remain secret. The key generation algorithm is described in Algorithm 2.

Algorithm 2 KeyGen
Ensure: (pk, sk)
1: ζ ← {0, 1}256

2: (ρ, ρ′,K) ∈ {0, 1}256 × {0, 1}512 × {0, 1}256 := H(ζ)

3: A ∈ Rk×l
q := ExpandA(ρ) ▷ A is generated and stored in NTT as Â

4: (s1, s2) ∈ Sl
η × Sk

η := ExpandS(ρ′)

5: t := As1 + s2 ▷ Compute As1 as NTT−1(Â · NTT(s1))
6: (t1, t0) := Power2Roundq(t, d)
7: tr ∈ {0, 1}256 := H(ρ || t1)
8: return pk = (ρ, t1), sk = (ρ,K, tr, s1, s2, t0)

Signature: Dilithium is based on the "Fiat-Shamir with aborts" framework:
a signature is generated and accepted if it meets certain conditions; if it does
not, the process is repeated until a valid signature is obtained. The signer draws
a random polynomial vector y ∈ S̃l

γ1
. Then from HighBitsq(Ay, 2 γ2) using a
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hash function, it creates a challenge c. Then, it calculates z := y + c s1 the
definition of z and t gives:

HighBitsq(Az − ct, 2 γ2) = HighBitsq(Ay − cs2, 2 γ2).

Furthermore, y is chosen such that:

HighBitsq(Ay − cs2, 2 γ2) = HighBitsq(Ay, 2 γ2)

As t0 is not public, the signer adds a vector of hint h = MakeHintq(−ct0,Ay −
cs2 + ct0, 2γ2) to enable the verifier to calculate HighBitsq(Az − ct, 2 γ2) and
then recalculate c without knowledge of t0. The signature algorithm is described
in Algorithm 3.

Algorithm 3 Sig
Require: sk,M
Ensure: σ = (c̃, z,h)
1: A ∈ Rk×l

q := ExpandA(ρ) ▷ A is generated and stored in NTT as Â
2: µ ∈ {0, 1}512 := H(tr ||M)

3: κ := 0, (z,h) :=⊥
4: ρ′ ∈ {0, 1}512 := H(K ||µ)
5: while (z,h) =⊥ do ▷ Pre-compute ŝ1 := NTT(s1), ŝ2 := NTT(s2) and t̂0 := NTT(t0)
6: y ∈ S̃l

γ1
:= ExpandMask(ρ′, κ)

7: w := Ay ▷ w := NTT−1(Â · NTT(y))
8: w1 = HighBitsq(w, 2 γ2)

9: c̃ ∈ {0, 1}256 := H(µ ||w1)

10: c ∈ Bτ := SampleInBall(c̃) ▷ Store c in NTT representation as ĉ = NTT(c)

11: z := y + c s1 ▷ Compute cs1 as NTT−1(ĉ · ŝ1)
12: r0 := LowBitsq(w− cs2, 2 γ2) ▷ Compute cs2 as NTT−1(ĉ · ŝ2)
13: if ∥z∥∞ ≥ γ1 − β or ∥r0∥∞ ≥ γ2 − β then
14: (z,h) :=⊥
15: else
16: h := MakeHintq(−ct0,w− cs2 + ct0, 2γ2) ▷ Compute c t0 as NTT−1(ĉ · t̂0)
17: if ||c t0||∞ ≥ γ2 or |h|hj=1 > ω then
18: (z,h) :=⊥
19: κ := κ+ l

20: return σ = (c̃, z,h)

Verification: From the signature, c is recalculated. The verifier then uses the
hints to recalculate w′

1 the value to which the signer has committed. If the

7



commitment is correct and z meets other conditions, the signature is accepted.
Otherwise it is rejected. The verification algorithm is described in Algorithm 4.

Algorithm 4 Ver
Require: pk, σ
1: A ∈ Rk×l

q := ExpandA(ρ)

2: µ ∈ {0, 1}512 := H(H(ρ || t1) ||M)

3: c := SampleInBall(c̃)

4: w′
1 := UseHintq(h,Az− ct1 · 2d, 2γ2)

5: return [[||z||∞ < γ1 − β]] and [[c̃ = H(µ ||w′
1)]] and [[|h|hj=1 ≤ ω]]

2.4 The basis of Polyhedral Theory

In the rest of the paper, we will show that some rejected signatures of Dilithium
provide inequalities on the coefficients of s2. Therefore s2 is one of the solutions
to a set of inequalities. We are going to show that this type of set has certain
properties, and we will need to define a natural notion of dimension. As this
dimension is linked to the number of points in the set, we will need a practical
way of estimating it. We would like to point out that the general definitions and
unproven propositions come from [NW88].

Definition 4 A set of points x1, ..., xk ∈ Rn is affinely independent if the unique
solution of

∑k
i=1 αixi = 0,

∑k
i=1 αi = 0 is αi = 0 for i = 1, ..., k.

Remark 2 When dealing with linear inequalities it is often more appropriate
to use the concept of affine independence, linear independence implies affine
independence, but the converse is not true.

Definition 5 A polyhedron P ⊂ Rn is the set of points that satisfy a finite
number of linear inequalities, P = {x ∈ Rn : Ax ≤ b} where (A, b) is a m×(n+1)
matrix.

Definition 6 A polyhedron P ⊂ Rn is bounded if there exists an w ∈ R+ such
that P ⊂ {x ∈ Rn : −w ≤ xj ≤ w for j = 1, ..., n}. A bounded polyhedron is
called a polytope.

Definition 7 A polyhedron P is of dimension k, denoted by dim(P ) = k, if the
maximum number of affinely independent points in P is k + 1.

Remark 3 It is essential to calculate the dimension of a polytope formed by a
set of inequalities efficiently, as the dimension of the polytope gives us a upper-
bound on the number of its elements. More importantly, if we collect enough
inequalities so that the dimension of the associated polytope becomes 0, we know
that s2 will be the only solution to this set of inequalities.
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Definition 8 We note ai the i−th row of A. Let M = {1, 2, ...,m}, M= = {i ∈
M : aix = bi for all x ∈ P} and let M≤ = M\M=. Let (A=, b=) and (A≤, b≤)
be the corresponding rows of (A, b). We refer to the equality and inequality sets
of representation (A, b) of P, that is:

P = {x ∈ Rn : A= = b=, A≤x ≤ b≤}.

Proposition 1 If P ⊂ Rn, then dim(P ) + rank(A=, b=) = n.

Remark 4 Unfortunately, finding the matrix (A=, b=) corresponding to a poly-
hedron P can be computationally expensive. Instead, we will use the following
proposition, which is more appropriate in our case.

Proposition 2 Let P ⊂ Rn be a polyhedron, let I = {i ∈ M : ∃wi ∈ R,∀x ∈
P, xi = wi} then:

dim(P ) ≤ n− card(I).

Proof. There exist real numbers (wi)i∈I such that P ⊂ P̃ = {x ∈ Rn : ∀i ∈
I, xi = wi} and according to the previous proposition: dim(P̃ ) = n− card(I).

2.5 The basis of Integer Programming

In the previous section we looked at the properties of polytopes, which represent
sets of solutions to inequalities. Even if we collect enough inequalities for s2 to be
the only solution, we still need to find s2 efficiently. The aim of this section is to
study the basics of integer linear programming, this will enable us to efficiently
find a solution to a set of inequalities, in other words: To find a point on the
polytope containing s2. The general linear programming problem is to find:

zLP = max{cx : Ax ≤ b, x ∈ R+}

where A is a m × n matrix and c, b are m × 1 matrices. This problem is well
defined is the sense that if it is feasible and does not have unbounded optimal
values, then it has an optimal solution. In the rest of this paper, we will note
(LP ) and write it in the following form:

maximize cx
subject to Ax ≤ b

x ∈ R

One can also define the integer programming problem, noted (IP ):

maximize cx
subject to Ax ≤ b

x ∈ Z

Integer programming is a harder problem than linear programming, linear pro-
gramming algorithms are very often used as a subroutine in integer programming
algorithms to obtain upper bounds on the value of the integer program. Exact
resolution algorithms exist and we believe it is important from a theoretical point
of view to recall the following theorems:
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Theorem 1 [NW88] For a fixed n there is a polynomial algorithm for the integer
programming problem (IP ).

Theorem 2 [NW88] For a fixed m there is a polynomial algorithm for the in-
teger programming problem (IP ).

For a fixed m, the degree of the polynomial by which the running time of the
algorithm in [NW88] is bounded as an exponential function of n. Therefore it
does not achieve the performance required to solve certain problems. Instead,
a wide range of approximate solvers have been developed which provide much
more efficient results. In this paper, we use a free solver called lpsolve [MB04],
which uses heuristic methods that are very efficient in practice.

Remark 5 In our case, we are trying to find s2 from a number of inequalities on
its coefficients. If we collect enough inequalities on the coefficients of s2, solving
an (IP ) or (LP ) problem will give the same result because s2 will be the only
solution (integer or not). Since solving a (LP ) problem is much more efficient,
in the rest of the document we will focus on (LP ) problems related to s2.

3 Problem definition and reformulation

We study the case of an attacker who retrieves rejected signatures. More pre-
cisely, we want to mount a practical attack against Dilithium without the first
or second condition from the line 13. The attack methodology we used is in-
dependent of the condition. However, attacking Dilithium without the second
condition in line 13 of Algorithm 3 is less straightforward because we first need
to retrieve w1 to exploit such signatures. In this paper, we have chosen to focus
on this attack. Nonetheless, sub-section 6.4 briefly explains how to transpose the
attack on Dilithium without the first condition and gives the obtained experi-
mental results. Formally, we define another signature algorithm called F-Sig in
Algorithm 5, and we demonstrate the existence of a practical attack against it.

Remark 6 As Dilithium’s proof of security does not use the knowledge of t0,
most of the literature considers it public data. Recently, a paper published on
eprint [AOCVCG24] appears to prove that t0 can indeed be reconstructed from a
reasonable amount of Dilithium signatures. From now on and in the rest of the
paper, we will assume that t0 is public.

Remark 7 The verification algorithm will not always accept the signature gen-
erated by F-Sig. Moreover, we know in advance that the Dilithium security proof
does not apply here, as we have deliberately removed a security check. In the event
of a physical attack that would skip this condition, the security of Dilithium would
fall back to F-Sig.
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Algorithm 5 F-Sig
Require: sk,M
Ensure: σ = (c̃, z,h)
1: A ∈ Rk×l

q := ExpandA(ρ) ▷ A is generated and stored in NTT as Â
2: µ ∈ {0, 1}512 := H(tr ||M)

3: κ := 0, (z,h) :=⊥
4: ρ′ ∈ {0, 1}512 := H(K ||µ)
5: while (z,h) =⊥ do ▷ Pre-compute ŝ1 := NTT(s1), ŝ2 := NTT(s2) and t̂0 := NTT(t0)
6: y ∈ S̃l

γ1
:= ExpandMask(ρ′, κ)

7: w := Ay ▷ w := NTT−1(Â · NTT(y))
8: w1 = HighBitsq(w, 2 γ2)

9: c̃ ∈ {0, 1}256 := H(µ ||w1)

10: c ∈ Bτ := SampleInBall(c̃) ▷ Store c in NTT representation as ĉ = NTT(c)

11: z := y + c s1 ▷ Compute cs1 as NTT−1(ĉ · ŝ1)
12: r0 := LowBitsq(w− cs2, 2 γ2) ▷ Compute cs2 as NTT−1(ĉ · ŝ2)
13: if ∥z∥∞ ≥ γ1 − β then
14: (z,h) :=⊥
15: else
16: h := MakeHintq(−ct0,w− cs2 + ct0, 2γ2) ▷ Compute c t0 as NTT−1(ĉ · t̂0)
17: if ||c t0||∞ ≥ γ2 or |h|hj=1 > ω then
18: (z,h) :=⊥
19: κ := κ+ l

20: return σ = (c̃, z,h)

3.1 Turning it into a linear programming problem

The aim of this part is to prove (under hypotheses verified in practice) that
a non-negligible proportion of signatures of F-Sig provide inequalities on the
coefficients of s2. Thus, finding s2 from a set of signatures of F-Sig is equivalent
to finding s2 among the points of a polytope defined by a set of inequalities. If
we collect enough inequations so that the dimension of the polytope containing
s2 is 0, we can find it using linear programming. The first step is to show the
following: from a signature σ = (c̃, z,h) of F-Sig we can find the polynomial
vector w1 used in the signature. To do this, we need a hypothesis that will be
verified in practice, through simulations.

Assumption 1 With overwhelming probability, for a signature of F-Sig the
polynomial vector w1 −w′

1 has at most one non-zero coefficient, which will be 1
or −1.

Proposition 3 Under Assumption 1, if σ is a signature of F-Sig, with over-
whelming probability we can find w1 by knowing w′

1.
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Proof. If the signature is accepted by the verification, we get directly w1 = w′
1.

If the signature is rejected, we carry out an exhaustive search on the coefficients
of w1 (because we know that c = H(µ ||w1)). According to Assumption 1, we
will have at most 2× k × 256 values to test.

Proposition 4 For any σ = (c̃, z,h) signature of F-Sig that is not accepted
by the verification algorithm, there exists a unique j ∈ {1, ..., k} and a unique
i ∈ {0, ..., 255} such that:

– if (w1 − w′
1)

[j]
i = 1:

(cs2)
[j]
i ≥ γ2 − r[j]0,i ≥ 0,

– if (w1 − w′
1)

[j]
i = −1:

(cs2)
[j]
i ≤ −γ2 − r[j]0,i ≤ 0.

Proof. Let σ = (c̃, z,h) be a rejected signature. We have w1 ̸= w′
1. If we assume

that the non-zero coefficient of w1 − w′
1 is 1, according to Assumption 1, there

exists a unique j ∈ {1, ..., k} and a unique i ∈ {0, ..., 255} such that:

HighBitsq((w)
[j]
i , 2 γ2) = HighBitsq((w

′)
[j]
i , 2 γ2) + 1.

Thus, one has

HighBitsq(Ay, 2 γ2)
[j]
i = HighBitsq(Ay − cs2, 2 γ2)

[j]
i + 1,

since r0 = LowBitsq(Ay − cs2, 2 γ2)
[j]
i , we have:

(cs2)
[j]
i ≥ γ2 − r[j]0,i ≥ 0.

Fig. 2. In red, impossible values for (cs2)[j]i

The same arguments can be used to show the second inequality when the
non-zero coefficient of w1 − w′

1 is −1.

Remark 8 Since σ = (c̃, z,h), A and t0 are known, r0 can be calculated, using
the relation Az − ct = Ay − cs2. Therefore, each signature not accepted by the
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verification algorithm Ver will provide an inequality verified by certain coeffi-
cients of the polynomial vector s2. We are going to use the linear programming
theory, firstly to estimate how many inequalities it would take for s2 to be the only
solution, and secondly to find this solution efficiently. As [BP18,RJH+18] shows,
recovering t0 and s2 allows to forge arbitrary signatures, and to an equivalent
key recovery.

Building the (LP ) system After collecting enough signatures, we will have
multiple inequalities on the k polynomials of s2 independently, so we can split
the problem into k smaller ones, one for each polynomial of the vector s2. For
the sake of clarity, let us explain the methodology for a single polynomial of the
vector s2 = (s

[1]
2 , ..., s

[k]
2 ). We select a signature that gives an inequation on s[1]2 .

Let σ = (c̃, z,h) be such a signature, we have:
If (w1 − w′

1)
[1]
i = 1:

(cs2)
[1]
i ≥ γ2 − r[1]0,i (1)

n−1∑
j=0

s
[1]
2,j(cx

j)i ≥ γ2 − r[1]0,i (2)

Since the polynomial c is known, σ gives us an inequality on the coefficients
of s[1]2 . The case of (w1 −w′

1)
[1]
i = −1 is treated in the same way. Thus, with its

rejected signatures, we can construct two matrices A+ and A− and two vectors
b+ and b− such that s[1]2 ∈ {x ∈ [−η, η]n | A+x ≥ b+ and A−x ≤ b−}. Each row
of one of these matrices representing an inequality collected on s[1]2 . In particular,
if we collect enough inequalities for s[1]2 to be the only solution, we can find s[1]2

by solving the following (LP ) problem of dimension n = 256:

maximize 0
subject to A+x ≥ b+

A−x ≤ b−
x ∈ [−η, η]n

Fig. 3. The (LP ) problem related to s[1]2 .

4 Differences between specification algorithm and
reference implementation

For Dilithium, the reference implementation noted SigRef uses an alternative way
of decomposing and calculating hints, to avoid calling the Decomposeq function
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three times. This method, which we will note MakeHint_refq, is detailed in the
Dilithium specification [DKL+22], in Section 5.1. Remark that this alternative
method to compute the hints is no longer equivalent if we remove the condition
on r̃0. Rather than re-describing an attack by detailing the entire procedure, we
explain only the main ideas for transforming our attack into an attack against
SigRef. Algorithm 6 gives the pseudo code of SigRef.

Remark 9 To avoid copying the SigRef and F-SigRef algorithms, which are
similar, we only write SigRef . F-SigRef is obtained by removing the condition
∥r̃0∥∞ ≥ γ2 − β on line 13. Even if SigRef and Sig work in the same way, our
attack on F-SigRef will be more difficult to detect, as all the signatures produced
will be accepted by the verification algorithm.

Algorithm 6 SigRef

Require: sk,M
Ensure: σ = (c̃, z,h)
1: A ∈ Rk×l

q := ExpandA(ρ) ▷ A is generated and stored in NTT as Â
2: µ ∈ {0, 1}512 := H(tr ||M)

3: κ := 0, (z,h) :=⊥
4: ρ′ ∈ {0, 1}512 := H(K ||µ)
5: while (z,h) =⊥ do ▷ Pre-compute ŝ1 := NTT(s1), ŝ2 := NTT(s2) and t̂0 := NTT(t0)
6: y ∈ S̃l

γ1
:= ExpandMask(ρ′, κ)

7: w := Ay ▷ w := NTT−1(Â · NTT(y))
8: (w1,w0) = Decomposeq(w, 2 γ2)

9: c̃ ∈ {0, 1}256 := H(µ ||w1)

10: c ∈ Bτ := SampleInBall(c̃) ▷ Store c in NTT representation as ĉ = NTT(c)

11: z := y + c s1 ▷ Compute cs1 as NTT−1(ĉ · ŝ1)
12: r̃0 := w0 − cs2 ▷ Compute cs2 as NTT−1(ĉ · ŝ2)
13: if ∥z∥∞ ≥ γ1 − β or ∥r̃0∥∞ ≥ γ2 − β then
14: (z,h) :=⊥
15: else
16: h := MakeHint_refq(w1,w0 − cs2 + ct0, 2γ2)
17: if ||c t0||∞ ≥ γ2 or |h|hj=1 > ω then
18: (z,h) :=⊥
19: κ := κ+ l

20: return σ = (c̃, z,h)

Assumption 2 The signature made by F-SigRef will always be accepted by the
Dilithium verification algorithm Ver.
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Proposition 5 Under Assumption 2, let σ = (c̃, z,h) be a signature of F-SigRef,
then either w1 = HighBitsq(Az − ct, 2γ2) or there exists at least one j ∈
{1, ..., k} and at least one i ∈ {0, ..., 255} such that:

– if (w′
1 − HighBitsq(Az − ct, 2γ2))

[j]
i is positive:

(cs2)
[j]
i ≥ γ2 − r[j]0,i ≥ 0,

– if (w′
1 − HighBitsq(Az − ct, 2γ2))

[j]
i is negative:

(cs2)
[j]
i ≤ −γ2 − r[j]0,i ≤ 0.

Proof. Let σ = (c̃, z,h) be a signature of F-SigRefwhich verifies Assumption 2.
Since the signature is validated by the verification algorithm, w1 = w′

1. Lets
assume that for this σ, w1 ̸= HighBitsq(Az − ct, 2γ2). We have Az − ct =
Ay− cs2 so w1 ̸= HighBitsq(Ay− cs2, 2γ2). There exists a j ∈ {1, ..., k} and a
i ∈ {0, ..., 255} such that:

HighBitsq((Ay)[j]i , 2 γ2) ̸= HighBitsq((Ay − cs2)
[j]
i , 2 γ2).

If (w′
1 − HighBitsq(Az − ct, 2γ2))

[j]
i is positive, then because ∥cs2∥∞ ≤ β:

HighBitsq((Ay)[j]i , 2 γ2) = HighBitsq((Ay − cs2)
[j]
i , 2 γ2) + 1,

and:
(cs2)

[j]
i ≥ γ2 − LowBitsq((Ay − cs2)

[j]
i , 2 γ2) ≥ 0.

But by definition, r0 := LowBitsq(Ay − cs2, 2 γ2), finally:

(cs2)
[j]
i ≥ γ2 − r[j]0,i ≥ 0.

The same arguments can be used to show the second inequality when (w′
1 −

HighBitsq(Az − ct, 2γ2))
[j]
i is negative.

5 Finding a polytope

The aim is to find the k × 256 coefficients of the polynomial vector s2. But
as explained in Section 3, we can find the coefficients of each polynomial of s2
separately. In the following, we will only study how to find the first polynomial
of s2. By signing messages, we will obtain inequalities verified by s[1]2 . Once we
have obtained enough inequalities, s[1]2 is the only solution, and we can find it
by solving a (LP ) problem with a arbitrary objective function, such as the null
function. In other words, we want enough inequalities so that the dimension
of the associated polytope P ⊂ [−η, . . . , η]256 is 0. By the same procedure, we
will find all the polynomials in s2, in practice in Section 6. To estimate the
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dimension of the polytope P , we will use proposition 2 proved in Section 2. For
i ∈ {1, . . . , n}, by solving the following two (LP ) problems:

minimize xi

subject to A+x ≥ b+
A−x ≤ b−
x ∈ [−η, η]n

maximize xi

subject to A+x ≥ b+
A−x ≤ b−
x ∈ [−η, η]n

Fig. 4. The 2× 256 (LP ) problems related to s[1]2 .

We can calculate card({i ∈ {1, . . . , n} : ∃wi ∈ R,∀x ∈ P, xi = wi}) and
therefore upper-bound the dimension of the polytope containing s[1]2 .

Remark 10 To estimate dim(P ) we need to solve 2 × 256 (LP ) problems (2
for each coordinate function). Some of these problems were costly because the
solution time depends on the function chosen and can soar when the number of
inequations is insufficient. Despite efforts, we were unable to produce statistics
using exactly this method. In the following section, we described a slightly modi-
fied method to estimate the number of inequalities required for the dimension of
the polytope containing s[1]2 to become 0.

5.1 Evolution of polytopes dimensions

Our goal is to provide an empirical justification for the number of inequalities
required to find s[1]2 . We will do what an attacker might do: we choose random
keys and simulate not having access to the j first coefficients of s[1]2 . By collecting
rejected signatures, we will obtain inequalities on the "missing" s[1]2 coefficients.
By doing this, we reduce ourselves to a polytope of lower maximum dimension
(of maximum dimension j). The corresponding 2× j (LP ) problems will be less
costly to solve. By solving these problems for increasing values of j, we can try
to guess the number of inequalities required when no coefficients are known. In
this subsection only, we assume that some coefficients of s[1]2 are known. We sign
messages with F-Sig to obtain inequalities on the missing coefficients of s[1]2 .
Table 1 summarizes the obtained results, for Dilithium-2 4

4 For each time and probability of success, this is an average over 100 randoms keys.
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Unknown coefficients 32 64 128 256
Nb tests 100 100 100 -

Inequalities 323 1306 3917 10 445 (predicted)
Polytopes dimensions 0 0 0 -

Attack time 1.36 s 17.4s 227.3s -
Table 1. Evolution of the dimension as a function of the unknowns

The number of inequations appears to be linear on the number of unknowns.
Based on the results, we conjecture that on average 10 000 inequalities will be
sufficient to guarantee that s[1]2 is the unique solution to the associated (LP )

problem. Hence an opponent who does not know any coefficient of s[1]2 will need
10 000 inequalities on average to find it.

Remark 11 Note that even if the theory remains unchanged, these practical
results are highly dependent on the size of the secret coefficients s2, and therefore
on the security level of Dilithium. So, the expected number of inequalities needed
to recover the 256 coefficients is likely to change with the security level.

6 Experimental results

The purpose of this section is to evaluate the usability of Proposition 4 and
5 in practice. We tested the key recovery methodology for both versions of
Dilithium, Sig and SigRef, as well as the three different security levels, Dilithium-
2, Dilithium-3, and Dilithium-5.

Experimental Setup We use the C reference implementation of Dilithium from
[DKL+22] as well as a modified version that follows the specification [LDK+22].
We adapt both of them to get implementations of F-Sig and F-SigRef, as stated
in Algorithm 5 and Algorithm 6. We use the resulting signatures in a Sage script
that allows us to formulate the (LP ) problems for a given secret key. The (LP )
solving is done using the lpsolve library from Python. The tests were done on a
laptop equipped with an Intel(R) Core(TM) i7-10850H 2.70GHz CPU. All the
materials used to collect the signatures and perform the attack are available at
https://github.com/anders1901/Polytope_attack. For our study, we focus
on finding all polynomials of s2. In our evaluations attack time means the time
taken to find s2 once the inequations have been extracted from the signatures
generated.

Remark 12 In a fault attack scenario, various fault injection techniques, such
as clock and voltage glitches, laser, and electromagnetic pulse injection can lead
to the skipping of an instruction [DRPR19,MDP+20,CPHR21]. In the context
of our attack, we are interested in skipping the call to the polyveck_checknorm
function, which allows us to output signatures without checking the norm of
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z or r0. Our attack applies to both the deterministic and randomized versions
of Dilithium. However, targeting the randomized version may require a more
powerful attacker model. Indeed, injecting faults into the randomized version
generally involves taking into account the rejection sampling step of the signature
algorithm without prior analysis of the signature execution trace.

Remark 13 For both the specification and implementation of Dilithium we focus
on retrieving the 100 keys produced by the KAT from [DKL+22].

6.1 Attack on Dilithium’s specification

In the previous section, we conjectured that approximately 10 445 inequalities
per polynomial of s2 are needed to determine its k× 256 coefficients. Therefore,
the primary goal is to determine the number of signatures of F-Sig required to
collect the given number of inequalities.

Assumption 1 in practice To measure the frequency with which Assumption 1
was verified, we collected 1 250 000 signatures for an equal number of random
messages for each of the 100 keys obtained from the KAT files. Of the total
1 250 000 signatures for each key, more than half have at least one coefficient
among the k × n exceeding the bound γ2 − β. On average within this subset of
717 448 signatures, 46 459 do not pass signature verification, indicating potential
exploitability under Assumption 1. This assumption states that the vast majority
of these 46 459 signatures are likely to have no more than one coefficient where
w1 and w′

1 differ by a magnitude of 1 or −1. We tested for this on the set of
46 459 signatures and the experimental results are summarized in Table 2.

signatures 1 coefficient changed 2 or more coefficients changed inequalities/polynomial
1 250 000 45 584 874 11 085

Table 2. Average Inequalities collected for 46 459 signatures over 100 keys

From these results we conclude that around 3.6% of the 1 250 000 signatures
can be exploited. The vast majority of rejected signatures will provide an in-
equation on one of the coefficients of a polynomial of s2, and can be used in
the formulation of the (LP ) problem. In the worst case, if the hypothesis is not
verified, in other words if w1 − w′

1 ̸= ±1, the attacker will be unable to exploit
the signature produced by F-Sig, as he cannot find the inequation verified by
s2. He simply discards this signature and proceeds with the next one.

Attack results After collecting enough inequalities for each of the k polyno-
mials, we expect to recover the entirety of the s2 vector based on the analysis
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in Section 5. For this, we formulated the k (LP ) problem for s2, as depicted in
Fig. 3. In order to be able to produce statistics in a reasonable amount of time,
we set the solver resolution time to 30 minutes maximum. Table 3 summarizes
the results obtained.

Signatures Average inequalities Success probability Average time Median Time
1 250 000 11 085 0.99 277.53s 180.00s

Table 3. Average results of the attack on F-Sig

We conclude that our attack is very efficient. Moreover, when the key is not
found, it is systematically because the solver was unable to solve the system of
inequalities in the given time. By increasing the limit we have set to more than
30 minutes, in about 2 and a half hours of calculation we were able to find the
missing key.

6.2 Attack on Dilithium’s implementation

As stated in Section 4, the attack can easily be mounted for signatures produced
by the reference implementation, by using Proposition 5. For completeness, we
detail the results obtained for the reference implementation of Dilithium-2.

Assumption 2 in practice Just like in the previous sub-section, we collected
1 250 000 signatures for random messages for each of the 100 keys obtained from
the KAT files. Among the 1 250 000 signatures collected for each key, in average
717 448 have at least one coefficient among the k×n exceeding the bound γ2−β.
But, this time, all the signatures of the algorithm F-SigRef are accepted by the
verification algorithm Ver, as stated in Assumption 2.

signatures 1 coefficient changed 2 or more coefficients changed inequalities/polynomial
1 250 000 45 578 875 11 083

Table 4. Average Inequalities collected over 100 keys

Attack results Here also we formulate the (LP ) problem as in Fig. 3 but with
the inequalities from Proposition 5. Using the same methodology as for sub-
section 6.1, we tried to recover the 100 keys from the KAT files. The results are
summarized in Table 5.
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Signatures Average inequalities Sucess probability Average time Median time
1 250 000 11 083 0.98 261.79s 148.79s

Table 5. Average results of the attack on F-SigRef

Once again, we can see that the attack is very effective and works as the
attack described for Dilithium’s specification. Note also that when the keys are
not recovered, it is always due to solver timeouts. Therefore, we can assume that
increasing the solver’s limit to more than 30 minutes would allow us to recover
the missed keys.

6.3 Attack on Dilithium-3 and Dilithium-5

Since the theory presented above does not change according to the security level
of Dilithium, we give the results obtained for the same attack against Dilithium-
3 and Dilithium-5. The relevant parameters are summarized in Table 6. Note
that the Dilithium specification and its reference implementation are also func-
tionally equivalent. The only change in the attack is the condition to collect the
inequality, not the inequality itself. Therefore, as a proof of concept, we decided
to focus on evaluating the sensitivity of Dilithium’s reference implementation.
For this subsection, the evaluation is done only on the first 10 of KAT files.
Finally, to confirm that we could eventually have a success rate of 100%, we
decided not to set a timeout for the solver.

Security level 2 3 5
(k, l) (4, 4) (6, 5) (8, 7)

γ1 217 219 219

γ2 (q − 1)/88 (q − 1)/32 (q − 1)/32

η 2 4 2
τ 39 49 60

Table 6. Settings for different security levels of Dilithium

The primary difference between the different security levels is the dimension
of the module, parameterized by k and l. Specifically, for s2, the relevant dimen-
sion is k = 6 for Dilithium-3 and k = 8 for Dilithium-5. Consequently, due to the
increased size of the vector, a larger number of signatures is required to ensure
the minimum number of inequalities needed to initiate the attack. Additionally,
another difference is the size of η, which is larger for Dilithium-3 compared to
both Dilithium-2 and Dilithium-5. This change requires either a greater number
of inequalities or an extended solver runtime to recover the coefficients of s2 for
Dilithium-3.
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For Dilithium-3: Based on the statistics we ran on the dimension of the poly-
tope for the parameters in Table 6, we estimated that we could run our attack
with 3 000 000 signatures collected (i.e., about 18 000 inequalities). In practice,
since no timeout was set, and to keep the solver’s runtime to no more than twice
that of Dilithium-2, we set the number of signatures to 3 500 000 (i.e., about
22 000 of inequalities). It provided a balanced trade-off between the number of
signatures to collect and the solver’s runtime. Table 7 summarizes the results
obtained.

Signatures Average inequalities Success probability Average time Median time
3 500 000 22 020 1 1 239.36s 767.69s

Table 7. Average results of the attack for Dilithium-3

For Dilithium-5: Once again, using the statistics made on the dimension of the
polytope, we estimate that the same number of inequalities as for Dilithium-2
will need to be collected. However, because there is twice as much polynomials in
the vector s2, we will need to acquire at least twice more signatures. To be con-
servative, we collected 4 000 000 signatures. The results obtained are summarized
in Table 8.

Signatures Average inequalities Success probability Average time Median time
4 000 000 15 348 1 186.78s 177.59s

Table 8. Average results of the attack for Dilithium-5

6.4 Impact on the norm check of z

If we remove the condition on z line 13 of the algorithm Sig, we can obtain
vectors of polynomials z which satisfy ∥z∥∞ ≥ γ1. According to the definition of
y, such a z provides an inequality on one of the coefficients of s1. We can exploit
these inequalities in the same way as in Section 3 to find s1. We believe that it
is easy for an attentive reader to use these inequalities to find s1 using the same
method as described in this paper. Nevertheless, we explicit the proposition that
allows us to obtain the inequalities:

Proposition 6 Let σ = (c̃, z,h) be a rejected signature of Sig such that ∥z∥∞ ≥
γ1, then there exists j ∈ {1, ..., l} and i ∈ {0, ..., 255} such that:

– if z[j]i ≥ γ1:
(cs1)

[j]
i ≥ z[j]i − γ1 ≥ 0,
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– if z[j]i ≤ −γ1:
(cs1)

[j]
i ≤ z[j]i + γ1 ≤ 0.

Proof. If ∥z∥∞ ≥ γ1, then there exists j ∈ {1, ..., l} and i ∈ {0, ..., 255} such
that |z[j]i | ≥ γ1. Lets assume that z[j]i ≥ γ1. We have z[j]i = y[j]

i + (cs1)
[j]
i and by

definition of y, |y[j]
i | ≤ γ1. Thus,

(cs1)
[j]
i ≥ z[j]i − γ1 ≥ 0.

The same arguments can be used to show the second inequality when z[j]i ≤ −γ1.

As a proof of concept, we ran this attack on s1 for the first 10 keys in the
KAT files, for Dilithium-2. Table 9 summarizes the results obtained.

Signatures Average inequalities Success probability Average time Median time
2 000 000 13 584 1 51.94s 49.76s

Table 9. Average results of the attack for Dilithium-2

Remark 14 In the Dilithium implementation, the way the signature is packed
does not allow us to apply the attack directly, as we have to invert the polyz_pack
function in order to find the coefficient of z which provides an inequality on the
coefficients of s1. For our proof of concept, we simply attacked the Dilithium
specification, without trying to invert this function.

7 Conclusion and discussion

In this paper, we created an attack on Dilithium with weakened rejection sam-
pling, using linear programming tools. Since Dilithium’s rejection sampling en-
sures that the scheme is zero knowledge, the existence of such an attack is not
surprising. On the other hand, we think it is surprising that this attack is so ef-
fective, requiring just a few million signatures and a few minutes of computation
on a modern computer. The main use of this result is that it reformulates as a
fault-based attack against Dilithium. We have tested this attack against the offi-
cial Dilithium implementation with simulated faults, as well as another modified
version that strictly follows the main specification, for the three security levels
of each implementation.

With regard to the feasibility of the attack, it requires between 1 and 4 million
signatures, this amount is considered significant but realistic in the side-channel
literature. Regarding the solving method, any lp solver can solve the systems
provided by the obtained signatures. In this work we have chosen to use lpsolve,
a MILP solver, even though in reality it is only used to solve (LP ) problems.
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The main reason being the solver’s performance, we tested the same key recovery
with a more generic (and less optimised) lp solver (the one provided by scipy
in python) and the solution times were up to 16 times slower. However, as the
installation of lp solve can be rather complex, in the artifact we propose a solving
with scipy and with lp solve. Finally, to be conservative we have reformulated
the problems in the (IP ) form for the Dilithium-2 reference implementation,
and unsurprisingly we kept the same results with roughly identical computation
times.

There are two main consequences of our results. Firstly, we show that rejec-
tion sampling is essential for the practical safety of Dilithium: the tests must be
protected and not just the values manipulated during the test. Secondly, and per-
haps more importantly, the reference implementation behaves differently. Faulty
signatures will be accepted by the verification algorithm, which makes fault
detection more delicate in restricted environments (for example, verifying signa-
tures before outputting them will not be sufficient).
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