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\textbf{Abstract.} Threshold signatures enable any subgroup of predefined cardinality $t$ out of a committee of $n$ participants to generate a valid, aggregated signature. Although several $(t, n)$-threshold signature schemes exist, most of them assume that the threshold $t$ and the set of participants do not change over time. Practical applications of threshold signatures might benefit from the possibility of updating the threshold or the committee of participants. Examples of such applications are consensus algorithms and blockchain wallets. In this paper, we present Dynamic-FROST (D-FROST, for short) that combines FROST, a Schnorr threshold signature scheme, with CHURP, a dynamic proactive secret sharing scheme. The resulting protocol is the first Schnorr threshold signature scheme that accommodates changes in both the committee and the threshold value without relying on a trusted third party. Besides detailing the protocol, we present a proof of its security: as the original signing scheme, D-FROST preserves the property of Existential Unforgeability under Chosen-Message Attack.
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1 Introduction

A threshold signature allows any subgroup of $t$ signers out of $n$ participants to generate a signature which cannot be forged by any subgroup with fewer than $t$ members. The signature is generated collaboratively using a single group public key, which is the same size of a single-party public key. Threshold signature
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schemes offer scalability and confidentiality: the length of the aggregated signature remains constant and does not increase with $t$ or $n$, and the identity of actual signers remains confidential, as it is not disclosed by the aggregated signature.

**Schnorr threshold signatures and FROST.** Among threshold signature schemes, FROST [23] leverages the additive property of Schnorr signatures to produce a joint one that looks like a simple, single Schnorr signature. Although other schemes have been proposed [31], e.g., based on RSA or ECDSA, the characteristics of Schnorr signatures facilitate more straightforward implementations; for this reason, Schnorr signatures have been recently included in the Bitcoin codebase\(^4\). Furthermore, FROST has many desirable properties for decentralized applications: it uses Perdersen’s Distributed Key Generation (DKG) algorithm and constructs signatures in such a way that no central dealer is required to generate and distribute keys or to sign; it achieves Existential Unforgeability under Chosen-Message Attack (EUF-CMA) [23]; it achieves efficient communication by reducing the protocol to just two rounds. Some variants, like ROAST [28], also guarantee that the signing session eventually terminates successfully if at least $t$ participants cooperate.

**Motivation for Dynamic-FROST.** FROST signatures have a fixed committee and a fixed threshold $t$. For some applications it might be interesting to allow the committee or the threshold to change. A naïve solution to this problem consists in simply generating a new group secret and distribute new shares among the updated participants. However, changing the secret is not always practical, and we offer two examples of applications where this is particularly relevant. First, advanced self-custodial cryptocurrency wallets might require a FROST-powered dynamic threshold signature that enables users to alter the set of signers, but without moving funds to a new address, i.e., without modifying the group public key through a blockchain transaction. In 2023, the Human Rights Foundation announced it would award 1 bitcoin to any mobile wallet that successfully implements such a feature\(^5\). Second, threshold signatures can be employed by a committee of validators in a permissioned blockchain to authenticate new blocks, as outlined in [5]. In this scenario, the composition of the validators’ committee might evolve over time—due to governance adjustments, security incidents, or simply to rotate members—and thus, the set of signers or the threshold would need to be updated accordingly. In such cases, changing the group public key would require upgrading all participants’ nodes to recognize the new one; failing to do so would mean that blocks signed with the new group secret would not be considered valid by those participants who did not upgrade.

**Proactive Secret Sharing.** In principle, a dynamic committee or a dynamic threshold can be achieved by addressing four simple sub-problems: (i) to remove a participant, (ii) to add a participant, (iii) to decrease the threshold,
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or (iv) to increase the threshold. Some of the sub-cases can be tackled with different techniques while allowing the group secret to remain unchanged. For example, decreasing the threshold is essentially equivalent to having an additional share in the t-of-n scheme, which is exposed to all participants; adding a participant is equivalent to jointly producing a new share which can be obtained from previous shares, as in repairable threshold schemes [24]. However, composing different techniques while still being able to assess the security properties of the protocol is not an easy task. A more desirable approach would be to find a unified solution that works for all the previously mentioned sub-cases. A possible starting point is Herzberg et al.’s proactive secret sharing (PSS) [21], that periodically updates the secret shares while leaving the group secret unchanged, thus reinforcing Shamir’s secret sharing [32]. The idea behind this method is very straightforward: adding a polynomial with zero constant term to the one used to generate the secrets will not change the group secret, but only the secret shares. Indeed, in Shamir’s secret sharing, the group secret is the constant term of the polynomial, while the secret shares are the values of the polynomial at various indices. Proactive secret sharing schemes build upon this idea, but differentiate between each other along three main dimensions. First, they can be dynamic when they support dynamic committees, namely when they allow to change both the members and the cardinality of the committee. Second, they can be either centralized or decentralized, depending on whether the new shares are distributed with the aid of a central trusted dealer or not. Third, depending on the assumption about the communication channels of participants, they can be synchronous (if message delays are bounded) or asynchronous (if message delays are unbounded) or partially synchronous (if communication channels are asynchronous until a Global Stabilization Time event, and synchronous after).

As described in Section 2, we analyzed several Proactive Secret Sharing schemes and selected CHURP as our favorite candidate.

**CHURP Proactive Secret Sharing.** CHURP is a dynamic PSS scheme, which does not rely on a trusted dealer, works in a synchronous setting, and can be used to accommodate changes in both the committee and threshold as long as $t - 1 < \frac{n}{2}$. The basic idea is to generate a two-variable polynomial (instead of a one-variable one, like in Shamir’s method) which has two different degrees in the two variables: the lower-degree variable is used to distribute polynomial shares (called full shares), which will be used to perform signatures; the higher-degree one is used to pass a set of polynomials (called reduced shares) to a new committee; specific points on these polynomials can be used by the new committee to generate new full shares. In such a way, both the committee and the threshold can be changed. In practice, this change is done by constructing and adding a two-variable polynomial with a zero constant term, similarly to [21]. More details can be found in [26] and in Section 3.3.

**Our contribution.** In this paper, we introduce a novel protocol called Dynamic FROST (D-FROST), which combines FROST with CHURP [26] to accommodate dynamic committees and threshold changes in a FROST threshold signature. The idea behind CHURP is based upon a technique outlined in [21],
which is based on two-variables polynomials and places it far away from FROST which uses one-variable polynomials. To combine these two approaches, we define a new scheme which provides a bridge between the two protocols and we prove its security properties. To blend FROST and CHURP together, after FROST Key Generation, we transition to a \textit{steady state}, i.e., a state in which CHURP can be executed. This means that we generate a bivariate polynomial that returns the previously generated secret shares and the group secret at various indices. In practice, we generate a set of polynomials, whose constant terms are the secret shares, and then we interpolate them to create a bivariate polynomial. Once we are in a steady state, CHURP is executed, and then FROST signatures can be made with the newly generated shares. Then, periodically, at fixed intervals called \textit{epochs}, CHURP is executed again and new FROST signatures can be performed; there is no need to repeat the key generation or the transition to a steady state. To the best of our knowledge, this is the first protocol that allows Schnorr-based threshold signatures with a dynamic committee and a dynamic threshold, without changing the group public key. We formally prove that the resulting protocol inherits both FROST’s and CHURP’s properties: the signature is still EUF-CMA secure, and proactivizing the shares does not reveal additional information to malicious participants.

**Paper organization.** The rest of this paper is organised as follows: After reviewing related works in Section 2, we outline FROST and CHURP in Section 3; The description of our D-FROST protocol can be found in Section 4 and a complete proof of its security can be found in Section 5.

## 2 Related Work

### 2.1 Threshold Signature Schemes

Different threshold signature schemes have been defined so far. Shoup [33] defined one of the most used threshold signature schemes, which is based on RSA (e.g., [11,19,37,34]). It requires a trusted, centralized dealer for key generation, and then uses non-interactive signature share generation and signature verification protocols.

Gennaro et al. [18] propose a threshold DSA signature scheme, with $n \geq 2t-1$, where a trusted centralized dealer is adopted. The more general, threshold-optimal case is then presented in [17], where Gennaro et al. propose a dealer-less approach supporting the case $n \geq t$. However, DKG is costly and impractical. Then, Gennaro and Goldfeder [15,16] presented an ECDSA-based protocol supporting efficient DKG, which obtains faster signing than [17] and requires less data to be transmitted. In a closely related work, Lindell et al. [25] propose an efficient threshold ECDSA scheme, which employs different methods to neutralize any adversarial behavior. Differently from [15], this protocol revolves around a modification of the ElGamal encryption scheme. Using an ElGamal signature scheme, Noack et al. [27] propose a dynamic threshold signature scheme, which does not rely on a trusted third party. It has the nice property of not changing the public key while adding or removing a certain number of nodes.
A detailed (and more extensive) review of threshold ECDSA schemes can be found in [1]. Although ECDSA is fast and secure, aggregated signatures cannot be easily obtained with it.

Conversely, BLS [10] and Schnorr [29] schemes can be easily transformed into threshold schemes by supporting the sum of partial signatures with no overhead [14]. In particular, Boldyreva [9] proposed the most widely adopted approach for threshold BLS signatures. Here, the DKG does not require a trusted dealer, and the signature generation does not require participant interaction (or any zero-knowledge proof). It can only tolerate up to $t - 1 < n/2$ malicious parties, but it allows to periodically renew the secret shares.

Recently, Tomescu et al. [35] proposed a more efficient BLS signature scheme, that improves signing and verification time. Threshold BLS signature schemes rely on pairing-based cryptography [10], and can perform signing operations in a single round among participants.

Schnorr signatures received increased interest recently, and they have been included in the Bitcoin protocol\(^6\). Komlo and Goldberg [23] proposed FROST, an efficient Schnorr-based threshold scheme, whereby signing can be performed in two rounds, or optimized to a single round with preprocessing. FROST is currently considered the most efficient scheme for generating Schnorr threshold signatures [12]. Ruffing et al. [28] proposed ROAST (RObust Asynchronous Schnorr Threshold signatures), a wrapper protocol around FROST that provides liveness guarantees in presence of malicious nodes and asynchronous networks.

We prioritize efficiency over robustness, so we assume FROST as the starting point of our work. FROST’s efficiency comes from another valuable feature, which is the ability to perform signing operations asynchronously.

### 2.2 Discussing Possible Solutions

To find the solution that best fits our problem, we studied many dynamic proactive secret sharing (DPSS) schemes, namely PSS schemes that involve dynamic committees. These can be classified in three categories, based on whether they use a synchronous, partially synchronous or asynchronous network.

In D-FROST, we suppose to be in a synchronous setting, since FROST works synchronously during KeyGen and Preprocess. Thus, there is no need for a DPSS that operates in an asynchronous network, especially if it weakens the protocol. In particular, all the asynchronous and partially synchronous DPSS schemes we considered (e.g. Schultz’s MPSS [30], COBRA [36], Robust Asynchronous DPSS [38]) require the presence of a dealer, giving up decentralization. Moreover, they are less efficient than many synchronous techniques and have lower threshold bounds. We therefore opted for a synchronous protocol.

To the best of our knowledge, the most recent and efficient synchronous PSS schemes with dynamic committees are CHURP [26], Benhamouda et al.’s [6] and Goyal et al.’s [20]. However, the protocol by Benhamouda et al. involves a dealer and the one by Goyal et al. demands that the secret $s$ is held by a client. Since

\[^6\] https://en.bitcoin.it/wiki/BIP_0340
we want the secret to be hidden from everybody, none of these schemes suits our purpose. Thus, we selected CHURP as the best solution, which is a highly efficient and decentralized protocol with a large upper bound on the threshold.

As stated in the introduction, D-FROST is the first Schnorr-based threshold signature scheme that allows modifications to the committee and to the threshold, without changing the group public key.

The first scheme to achieve something similar is [2], which enables a group of $t$ participants to add a new node to the committee. Thus, this system only achieves one of the properties we desire.

An improvement is accomplished by the SPRINT protocol [7], which allows both to remove and add a participant. Even though this scheme tolerates dynamic committees, it does not allow threshold changes and therefore it is less flexible than D-FROST.

3 Background

3.1 FROST

FROST [23] is a Schnorr threshold signature scheme that allows a group of $t$ out of $n$ nodes to sign a message $m$ with a signature that is indistinguishable from a single-party Schnorr signature. It is a decentralized protocol, where each participant has the same power, except for the signature aggregator (SA). SA is a semi-trusted node that has the ability to report misbehaving participants and to publish the group signature at the end of the protocol. The signature aggregator role might also be assigned to an external party that has access to all public keys. In the following, we provide an overview of the protocol. Specific algorithms are detailed in Appendix A.

Protocol details. Let $G$ be a group of prime order $q$, and let $g$ be a generator of $G$. Let $\{P_i\}_{i \in [n]}$ denote the set of participants, where $[n] := \{1, \ldots, n\}$. The protocol starts with a secret sharing scheme that distributes the secret $s \in \mathbb{Z}_q$ in $n$ secret shares $s_i$, one for each $P_i$, such that $t$ shares are enough to reconstruct $s$ and $t-1$ participants cannot learn any information about $s$. The key generation scheme used by FROST is a modified version of Pedersen’s DKG. The idea behind this scheme is to generate a random polynomial $f(x) \in \mathbb{Z}_q[x]$ such that $\deg f = t-1$ and $f(0) = s$. Each $P_i$ is given the value $f(i) = s_i$, which is its secret share of $s$, and thus can compute its public key $Y_i := g^{s_i}$. Every time a misbehaving node is detected, FROST aborts in order to avoid rogue key attacks [3]. To collectively reconstruct $s$, $t$ nodes might perform Lagrange interpolation with their shares and obtain $s = \sum_{i=1}^{t} \lambda_i s_i$, where $\lambda_i := \prod_{j \neq i} \frac{2}{j-i}$. However, the secret is never directly recovered by any node, as otherwise such a node could sign messages independently from the others. Instead, Lagrange interpolation is indirectly used during the signing operations. The group public key is $Y := g^s$. The polynomial $f(x)$ is generated in a decentralized way, by adding polynomials $f_i(x)$ randomly generated by each participant, and each share $s_i$ is recovered by the correspondent participant without help from a particular node. This is an
important feature of Pedersen’s DKG, as FROST values decentralization and there is no trusted dealer who knows the secret.

FROST’s **KeyGen** (Algorithm 4) is Pedersen’s DKG with a slight modification, that consists in a zero-knowledge proof of knowledge, computed by each participant, of their corresponding secret \( a_i := f_i(0) \). Thanks to this change, the upper bound on the threshold \( t \) is raised from \( \frac{n}{2} \) to \( n \) without losing security against rogue-key-attacks. Once **KeyGen** is completed, the protocol proceeds with **Preprocess(\( \pi \))**, which is a preprocessing stage reported in Algorithm 5. Here, each \( P_i \) creates and publishes \( \pi \) pairs of commitments \((D_{ij}, E_{ij}) := (g^{d_{ij}}, g^{e_{ij}})\), where \( d_{ij}, e_{ij} \) are random elements of \( \mathbb{Z}_q \). Every one of these is used for a single signature and discarded afterwards. If the committee needs to sign a new message and there are no more available commitments, this phase is executed again. The last part of the protocol is the signing phase. During **Sign(\( m \))**, which is described in Algorithm 6, \( SA \) selects the set \( S \) of nodes that will sign the message \( m \). This set is made of \( \alpha \) signing nodes, where \( t \leq \alpha \leq n \). Then, \( SA \) gets the next available commitment for each \( P_i \) and creates \( B := \langle (i, D_i, E_i) \rangle_{i \in S} \). Once all nodes have received \( B \), they validate \( m \) and compute \( \rho_l := H_1(l, m, B) \), \( l \in S \), where \( H_1 \) is a hash function mapping to \( \mathbb{Z}_q^* \). Next, they derive the group commitment \( R := \prod_{i \in S} D_i \cdot (E_i)^{\rho_l} \) and the challenge \( c := H_2(R, Y, m) \), where \( H_2 \) is also a hash function. Then, each \( P_i \) computes \( z_i := d_i + e_i \cdot \rho_i + \lambda_i \cdot s_i \cdot c \) and returns it to \( SA \). The signature aggregator verifies the validity of \( z_i \), for \( i \in S \). If every response is correct, \( SA \) computes \( z := \sum_{i \in S} z_i \). Finally, the signature \( \sigma := (R, z) \) is published.

Notice that the way \( R \) is calculated binds the message, the set of signing participants and the pairs \((D_i, E_i)_{i \in S}\) to each signature share. This binding method prevents the adversary from changing anything or combining signature shares across disjoint signing operations, which makes the protocol resistant to the Drijvers attack.

**Synchronicity assumptions.** During the first two phases of the protocol (**KeyGen** and **Preprocess(\( \pi \))**), FROST requires a synchronous network, while the signing phase can be performed asynchronously.

### 3.2 Security of FROST

The protocol is proved to be EUF-CMA secure under the discrete logarithm (DL) assumption in the random oracle model.

**Definition 1.** A signature scheme is existentially unforgeable under chosen message attack, or **EUF-CMA secure**, if the adversary can not forge a signature on a chosen message \( m \) that was not previously signed by the oracle.

The scheme is also secure against the Drijvers attack [13] and the ROS solver [8]. In particular, this means that the protocol is secure against a concurrent adversary, i.e., an adversary that can open simultaneous signing sessions at once.

As stated in Section 3.1, the protocol is resistant to rogue key attacks too.
FROST’s proof of security uses the general forking algorithm (see Algorithm 1), which we denote by $GF_A$, and the general forking lemma by Bellare and Neven [4]. The symbol $\xi$ indicates random sampling.

**Theorem 1 (General Forking Lemma).** Fix an integer $q \geq 1$ and a set $O$ of size $h \geq 2$. Let $A$ be a randomized algorithm that on input $x, h_1, \ldots, h_q$ returns a pair, the first element of which is an integer in the range $0, \ldots, q$ and the second element of which we refer to as a side output. Let $IG$ be a randomized algorithm that we call the input generator. The accepting probability of $A$, denoted $acc$, is defined as the probability that

$$x \leftarrow IG; h_1, \ldots, h_q \xi O; (J, \sigma) \leftarrow A(x, h_1, \ldots, h_q).$$

Let $frk = \Pr[b = 1 : x \xleftarrow{\xi} IG; (b, \sigma, \sigma') \xleftarrow{\xi} GF_A(x)]$. Then

$$frk \geq acc \cdot \left(\frac{acc}{q} - \frac{1}{h}\right).$$

**Algorithm 1 $GF_A(x)$**

1. Pick random coins $\rho$
2. $h_1, \ldots, h_q \xi O$
3. $(J, \sigma)$ or $\perp \leftarrow A(x, \{h_1, \ldots, h_q\}; \rho)$
4. If $J = 0$, then return $(0, \epsilon, \epsilon)$
5. $h'_1, \ldots, h'_q \xi O$
6. $(J', \sigma')$ or $\perp \leftarrow A(x, \{h_1, \ldots, h_{J-1}, h'_J, \ldots, h'_q\}; \rho)$
7. If $J \neq J' \lor h_J = h'_J$ then return $(0, \epsilon, \epsilon)$
8. Return $(1, \sigma, \sigma')$.

The adversary in FROST’s proof of security is supposed to be active and static with the power to corrupt up to $t - 1$ nodes, including $SA$. In particular, a static adversary decides which nodes are corrupted at the beginning of the protocol, thus FROST does not achieve adaptive security, in which the adversary adaptevely selects corrupted nodes during the execution of the protocol.

### 3.3 CHURP

CHURP [26] is a DPSS scheme, started by a group $C = \{P_i\}_{i \in [n]}$ of nodes that $(t, n)$-share a secret $s$. CHURP allows $C$ to go through a proactivization phase (handoff) in which the committee passes the secret to a new possibly disjoint group $C' = \{P'_i\}_{i \in [n']}$. Initially, the secret is shared among nodes in $C$ via a bivariate polynomial $B(x, y)$ such that $B(0, 0) = s$ and $deg_B = \langle t - 1, 2t - 2 \rangle$. Each $P_i$ holds the
(2t – 2)-degree polynomial $B(i, y)$, which we refer to as full share. Then, during the handoff, $B(x, y)$ is proactivized into a new polynomial $B'(x, y)$ such that $B'(0, 0) = B(0, 0) = s$. Here we suppose that the threshold is fixed for ease of exposition. Nevertheless, in this phase both the threshold and the number of participants can be changed, as long as $t – 1 < \frac{n}{2}$. The reason behind this bound is that the adversary is given the power to corrupt up to $t – 1$ nodes from each committee, so the total number of corrupted nodes is at most $2t – 2$; then, the previous inequality follows from the fact that $2t – 2 < n$ must hold.

To protect the secret during the handoff against $2t – 2$ possibly corrupted nodes, the threshold is raised to $2t – 1$. This is the main reason for using a bivariate polynomial, as it allows to switch dimensions easily. Indeed, $s$ can be distributed both with the $(t, n)$-shares $s_i = B(i, 0)$ and the $(2t – 1, n)$-shares $s_j = B(0, j)$. In particular, during the handoff, the participants hold polynomial shares $B(x, j)$, which we refer to as reduced shares (since a higher threshold gives less power to a single share). These shares are used to distribute, to all the members of the new committee, the new proactivized full shares $B'(i, y)$, that are independent of the old ones.

This protocol is executed periodically, at the beginning of a fixed interval of time called epoch.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^{(e-1)}, C^{(e)}$</td>
<td>old, new committee</td>
</tr>
<tr>
<td>$B(x, y)$</td>
<td>bivariate polynomial used to share the secret</td>
</tr>
<tr>
<td>$(t, k)$</td>
<td>degree of $x, y$ terms in $B$</td>
</tr>
<tr>
<td>$RS_i(x) = B(x, i)$</td>
<td>reduced share held by $P_i$</td>
</tr>
<tr>
<td>$FS_i(y) = B(i, y)$</td>
<td>full share held by $P_i$</td>
</tr>
<tr>
<td>$C_{B(x,j)}$</td>
<td>KZG commitment to $B(x,j)$</td>
</tr>
<tr>
<td>$W_{B(i,j)}$</td>
<td>witness to evaluation of $B(x,j)$ at $i$</td>
</tr>
<tr>
<td>$W'_{B(i,j)}$</td>
<td>witness to evaluation of $B(i,y)$ at $j$</td>
</tr>
<tr>
<td>$Q(x,y)$</td>
<td>bivariate proactivization polynomial</td>
</tr>
<tr>
<td>$U'$</td>
<td>subset of nodes chosen to participate in handoff</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Lagrange coefficients</td>
</tr>
</tbody>
</table>

**Invariants.** To preserve integrity of the secret while transmitting it to a new committee, CHURP makes use of the KZG scheme [22]. KZG is a polynomial commitment scheme that allows a user to commit to a polynomial $P(x)$ and to prove that $P(i)$ is the result of the evaluation of $P(x)$ at some index $i$.

After a successful handoff, the system is in a steady state, which means that the following three invariants must hold:

- **INV-SECRET**: the secret $s$ is the same across handoffs.
- **INV-STATE**: each node $P_i$ holds a full share $B(i, y)$ and a proof to the correctness thereof. Specifically, the full share $B(i, y)$ is a $(2t – 2)$-degree polynomial,
and hence can be uniquely represented by $2t - 1$ points $\{B(i, j)\}_{j \in [2t-1]}$. The proof is a set of witnesses $\{W_{B(i, j)}\}_{j \in [2t-1]}$.

- **INV-COMM**: KZG commitments to reduced shares $\{B(x, j)\}_{j \in [2t-1]}$ are available to all nodes.

These invariants ensure that some important properties are satisfied. In particular, INV-SECRET guarantees that the secret remains the same throughout the whole protocol, while INV-STATE and INV-COMM guarantee the correctness of the scheme. Indeed, during the handoff, nodes in the new committee can verify the correctness of reduced shares (and, thus, the correctness of dimension-switching), by using the commitments and the witnesses.

**Setup.** First, the protocol selects an initial committee $C^{(0)}$ and each participant is given a private/public key pair, where public keys are known to all nodes in the system. Then, the generation of the secret and the setup of KZG are executed by a trusted party or a committee with at least one honest participant.

**Communication model.** Nodes in CHURP have two ways to communicate with each other: a blockchain available to everyone, on which nodes can publish and read messages; or peer-to-peer channels to send and receive messages. Both communication methods are supposed to be *synchronous*, i.e., once a message is sent, it is received within a finite period of time $T$. Synchronicity in peer-to-peer channels is required only for performance, not for liveness, secrecy, or integrity. This kind of communication is used only in the optimistic path, and if a message takes too long to deliver, the protocol switches to the pessimistic path, where all communication happens on-chain, as explained below.

**Protocol details.** CHURP is made of three subprotocols: Opt-CHURP, Exp-CHURP-A and Exp-CHURP-B. The first one is the optimistic path, while the others are the pessimistic ones. When CHURP is started, Opt-CHURP is executed by default. To speed up the protocol, most communication takes place off-chain. If a fault is detected, the protocol switches to Exp-CHURP-A: from this point forward, nodes communicate on-chain only. This allows participants to perform verifiable accusations and expel corrupted nodes from the committee. If a breach in the underlying assumptions of the KZG scheme is detected, the protocol switches to Exp-CHURP-B. This pessimistic path is proved to be secure under the Discrete Logarithm (DL) assumption, but it lowers the bound on the threshold to $t - 1 < \frac{n}{3}$. In D-FROST, we suppose all necessary assumptions hold, so we only consider the first two paths and exclude Exp-CHURP-B. Moreover, since the difference between the two paths is only in the communication model, the two protocols are largely the same, and we only explain Opt-CHURP in the next paragraph. More details on Opt-CHURP and Exp-CHURP-A are included in Appendix B and Appendix C respectively.

**Opt-CHURP.** Even though the protocol supports changes to both the threshold and the number of nodes in the committee, in this section we assume that the threshold is fixed and $n$ can change. In particular, if $t_e$ is the threshold in epoch $e$, we set $t_{e-1} = t_e = t$. In Appendix E we explain how threshold changes are managed.
Opt-CHURP is divided in three stages. The first one is \texttt{Opt-ShareReduce} (Algorithm 7), which allows a set $U'$ of $2t-1$ members of the new committee $C' = \{P'_i\}_{i \in [n]}$ to recover the reduced shares $B(x,j)$. This is done by interpolating $t$ verified points $B(i,j)$. To check validity of the points, nodes use the KZG commitments and witnesses produced by members of the old committee.

The second phase of Opt-CHURP is \texttt{Opt-Proactivize} (Algorithm 8), during which the polynomial $B(x,y)$ gets proactivized. The idea is to add a random zero-hole polynomial $Q(x,y)$ to $B(x,y)$, obtaining a new polynomial $B'(x,y)$ such that $B'(0,0) = B(0,0) = s$, $\deg B' = (t-1, 2t-2)$ and $B'$ is independent from $B$. To create $Q(x,y)$, the algorithm generates a zero-hole polynomial $P(x)$ of degree $2t-2$ and $2t-1$ zero-shares $s_j$ such that $s_j = P(j)$. Then, each node in $U'$ generates a random polynomial $R_j(x)$ such that $R_j(0) = s_j$. $Q(x,y)$ is defined as the interpolation of $\{R_j(x)\}_{j \in [2t-1]}$ and therefore $Q(x,j) = R_j(x)$ $\forall j \in [2t-1]$. Since $Q(0,j) = P(j)$, it also follows that $Q(0,0)$ as required. Then, $U'_j$ can proactivize its reduced share, by defining $B'(x,j) := B(x,j) + Q(x,j)$. Participants prepare all necessary information to allow the others to verify validity of the updated shares. Specifically, each $U'_j$ computes $Z_j(x) := R_j(x) - s_j$ and sends $\{g^{s_j}, C_{Z_j}, W_{Z_i(0)}, C_{B(x,j)}\}$ off-chain to all members of $C'$. This way, nodes can check correctness of new shares without knowing either $B'(x,j)$ or $s_j$. Notice that, after this step, the commitments $\{C_{B'(x,j)}\}_{j \in [2t-1]}$ are available to all nodes in $C'$, as required by \textsc{Inv-Comm}.

The last part of the protocol is \texttt{Opt-ShareDist} (Algorithm 9). In this phase, every $U'_j$ sends $B'(i,j)$ to each participant $P'_i$, along with the witness $W_{B'(i,j)}$, to make it verifiable. $P'_i$ receives $2t-1$ points $\{B'(i,j)\}_{j \in [2t-1]}$ and interpolates them to get the full share $B'(i,y)$. If any of these points is not valid, the algorithm returns \textsc{fail}. Otherwise, the process ends successfully and the committee is in steady state. Nodes in the old committee are required to delete their full shares and nodes in $U'$ delete their reduced shares.

### 3.4 Security of CHURP

CHURP’s proof of security is done under some non-standard assumptions. In particular, the protocol presumes validity of the $(t-1)$-SDH assumption, as it is required by the KZG scheme.

**Definition 2.** $(t-1)$-SDH \((t-1)\text{-Strong Diffie-Hellman)}$: Let $\alpha \in \mathbb{Z}_p^*$. Given as input a tuple $\langle g, g^a, \ldots, g^{a^{t-1}} \rangle \in \mathbb{G}^t$, for every probabilistic polynomial time (PPT) adversary $A_{t-1}$, the probability $\Pr[A_{t-1}\{g, g^a, \ldots, g^{a^{t-1}}\} = \langle c, g^c \rangle] = \epsilon(k)$ for any value of $c \in \mathbb{Z}_p \setminus \{-\alpha\}$, where $\epsilon$ is a negligible function and $k$ is a security parameter.

Additionally, in order to guarantee verifiability of threshold changes, CHURP uses a modified version of the KZG scheme based on the $q$-PKE assumption.

**Definition 3.** $q$-PKE \((q\text{-Power Knowledge of Exponent)}$: Given values $g, g^a, \ldots, g^{a^q}, g^{\alpha^i} \in \mathbb{G}$, it is infeasible to find $(c, \tilde{c}) \in \mathbb{G}^2$ s.t. $c = a^i$ without knowing $a_0, \ldots, a_q$ s.t. $c = \prod_{i=0}^{q}(g^{a^i})^{a_i}$ and $\tilde{c} = \prod_{i=0}^{q}(g^{\alpha a^i})^{a_i}$. 

The adversary $A$ is therefore computationally bounded. $A$ is supposed to be active and adaptive, which means that nodes can be corrupted at any time. This kind of adversary is stronger than the one in FROST, which is static and thus can corrupt only a fixed set of nodes.

Once a node is corrupted, it remains corrupted until the end of the current epoch. $A$ can corrupt up to $t - 1$ nodes of $C^{(e-1)}$ and $t - 1$ nodes of $C^{(e)}$.

Under the previous assumptions, CHURP satisfies the following properties:

- **Secrecy**: if $A$ corrupts no more than $t - 1$ nodes in a committee of any epoch, $A$ learns no information about the secret $s$.
- **Integrity**: if $A$ corrupts no more than $t - 1$ nodes in each of the committees $C^{(e-1)}$ and $C^{(e)}$, after the handoff, the shares for honest nodes can be correctly computed and the secret $s$ remains intact.

4 The D-FROST Signature Scheme

D-FROST is the result of merging FROST and CHURP, obtaining a flexible and dynamic version of FROST. To the best of our knowledge, this is the first protocol that allows to change both the group of signers and the threshold, without changing the secret, in a signature scheme with FROST (and, more generally, in a Schnorr-based threshold scheme). The protocol is started by a group of $n$ nodes that wish to sign messages with some threshold $t$. Then, the committee performs CHURP’s handoff to enter the first epoch and begins to sign messages. After a predetermined amount of time, which is the duration of an epoch, the group proactivizes its shares and it potentially changes the threshold $t$ and/or the set and number $n$ of participants. Notice that epochs should not last too long, in order to allow changes often enough. On the other hand, they should last long enough to avoid unavailability of the system.

**Setup.** The setup phase selects an initial committee $C = \{P_i\}_{i \in [n]}$ and a threshold $t$. Each $P_i$ is given a private/public key pair and public keys are known to all nodes. These keys are used to encrypt and decrypt messages in the pessimistic path. All nodes have access to the blockchain on which messages are posted. To conform with CHURP, we also suppose that $t - 1 < \frac{n}{2}$. The setup of the KZG scheme is performed by the committee in order to build a totally decentralized scheme. D-FROST works in a synchronous setting, since FROST requires a synchronous setting during KeyGen and Preprocess($\pi$). The role of the signature aggregator $SA$ is assigned to a random member of the committee.

**Protocol.** The protocol is composed as follows:

- **KeyGen**: FROST’s key generation scheme (Algorithm 4);
- **Opt-SteadyState** (Algorithm 2) or **Exp-SteadyState** (Algorithm 13): sets the system to a steady state, so that the first committee is ready to enter CHURP;
- In each epoch, perform:
  - CHURP’s handoff: Opt-CHURP or Exp-CHURP-A;
  - Until the current epoch ends or a malicious node is detected, repeat:
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* Preprocess($\pi$) (Algorithm 5);
* Sign($m$) (Algorithm 6).

The initial phase of the protocol happens before entering the first epoch and it consists of the execution of KeyGen and Opt-SteadyState (or Exp-SteadyState). KeyGen generates $(t, n)$-shares of the secret $s$ for the first committee. The protocol Opt-SteadyState (or Exp-SteadyState) creates the polynomials and commitments necessary to run CHURP. Details of the protocols Opt-SteadyState and Exp-SteadyState are described in the next subsection. At the beginning of each epoch, the shares are proactively by CHURP, and the threshold $t$ and/or the set and number $n$ of participants can be changed.

The protocol executes the optimistic path by default, where we suppose that there are no adversarial nodes. Then, if a participant misbehaves during Opt-SteadyState or Opt-CHURP, the protocol switches to the pessimistic path (Exp-SteadyState and Exp-CHURP-A).

In each epoch, FROST’s Preprocess($\pi$) and Sign($m$) can be performed multiple times. If a participant misbehaves during this phase, no more signing sessions are allowed until the end of the current epoch, following FROST’s requirement to abort on misbehavior. Since we use the same signing process as FROST, D-FROST signatures are Schnorr signatures. This is another valuable property of the scheme.

4.1 Transition to a Steady State

The main difference between KeyGen and CHURP is that the former creates a one-variable polynomial, while the latter uses a bivariate polynomial to share the secret. Moreover, in order to enter CHURP’s handoff, a committee must be in a steady state, which means that the three invariants Inv-Secret, Inv-State, and Inv-Comm must hold. In particular, the KZG commitments $\{C_{B(x,j)}\}_{j \in [2t-1]}$ should be published on-chain and each $P_i$ should hold $B(i, y)$ and $\{W_{B(i,j)}\}_{j \in [2t-1]}$. For this reason, we designed an additional protocol that creates $B(x, y)$ and gives every node the necessary information. Remember that $B(x, y)$ is a $(t-1, 2t-2)$-degree polynomial such that $B(0, 0) = s$ and $B(i, 0) = s_i$ for each $i \in [n]$.

The optimistic path of this protocol is called Opt-SteadyState and the pessimistic one is Exp-SteadyState. As in CHURP, in the pessimistic case nodes communicate on-chain only, while in the optimistic one they have access to secure peer-to-peer channels.

This step is performed after a successful execution of KeyGen, so each $P_i$ in the first committee holds its $(t, n)$-share $s_i$ of the secret $s$.

Opt-SteadyState (Algorithm 2) works as follows. First, $2t - 1$ members of the committee are chosen and stored in the set $U' = \{U'_j\}_{j \in [2t-1]}$. Then, each $P_i$ randomly creates a polynomial $B(i, y)$ such that $\deg B(i,y) = 2t - 2$ and $B(i, 0) = s_i$. The same node publishes $C_{B(i,y)}$ and sends $(B(i,j), W'_{B(i,j)})$ to $U'_j$. Next, $U'_j$ verifies correctness of the received points and, if one them fails, switches to Exp-SteadyState. $U'_j$ interpolates the points in order to compute
of CHURP, of secrecy prove that these are secure first. In particular, we prove that the properties $P$ private and public keys (identical to the ones in FROST, our protocol inherits its protection against some
dependency of the shares in different epochs. 

Exp-SteadyState works similarly, so we omit the explanation and report its description in Appendix C.

**Algorithm 2 Opt-SteadyState** $(C, \{s_i\}_{i \in [n]}, \{(sk_i, pk_i)\}_{i \in [n]})$

**Input:** committee $C = \{P_i\}_{i \in [n]}$, $(t, n)$-shares $\{s_i\}_{i \in [n]}$ of the secret $s$ and a pair of private and public keys $(sk_i, pk_i)$ for each $P_i$.

**Output:** $P_i$ outputs success, $\{W_{B(i, j)}\}_{j \in [2t-1]}$ and $B(i, y)$, or fail.

**Public output:** $\{C_{B(x,j)}\}_{j \in [2t-1]}$

1. Order $\{P_i\}_{i \in [n]}$ based on lexicographic order of their public keys.
2. Choose the first $2t - 1$ nodes, denoted as $U'$.
3. $P_i$ creates a random polynomial $B(i, y)$ such that $\deg_{B(i, y)} = 2t - 2$ and $B(i, 0) = s_i$.
4. $P_i$ computes the KZG commitment $C_{B(i, y)}$ and publishes it on-chain.
5. $P_i$ sends off-chain $(B(i, j), W_{B(i, j)})$ to $U_j$, where $W_{B(i, j)} = \text{CreateWitness}(B(i, y), j)$.
6. $U_j$ verifies that the points he received are correct using $\text{VerifyEval}(C_{B(i, y)}, i, B(i, j), W_{B(i, j)})$.
7. If any of the checks fail, switch to Exp-SteadyState.
8. $U_j$ interpolates $\{B(i, j)\}_{i \in [n]}$ to construct $B(x, j)$, then computes $C_{B(x, j)}$ and publishes it on-chain, along with $W_{B(i, j)} = \text{CreateWitness}(B(x, j), i)$.
9. $P_i$ verifies that the evaluation of $B(x, j)$ at $i$ returns $B(i, j)$ via $\text{VerifyEval}(C_{B(x, j)}, i, B(i, j), W_{B(i, j)})$. If any of the checks fail return fail, otherwise return success.

## 5 Proof of Security

We know that FROST is EUF-CMA secure under the random oracle model, so our goal is to prove that D-FROST achieves the same kind of security: in Section 5.1 we prove that the transition to a steady state does not reveal additional information on the group secret, and that the constant term of the generated polynomial equals the group secret; then, in Section 5.2, we prove that, in each epoch, the combination of CHURP with FROST signatures is still secure; finally, in Section 5.3, we bring it all together.

Opt-SteadyState and Exp-SteadyState are new schemes, so we have to prove that these are secure first. In particular, we prove that the properties of secrecy and integrity hold. We move on by proving that the combination of CHURP, Preprocess($\pi$) and Sign($m$) in an arbitrary epoch is EUF-CMA secure. Finally, we claim that the whole protocol is secure thanks to the independency of the shares in different epochs.

**Assumptions.** Since the key generation scheme and the signing phase are identical to the ones in FROST, our protocol inherits its protection against some
kinds of attacks: rogue key attacks, the ROS solver and the Drijvers attack. In particular, we can assume a concurrent adversary because security against the last two kinds of attack implies security against such an adversary. The attacker is also assumed to be active and static. This type of adversary is the same as in FROST. While CHURP is secure against a stronger adversary, more precisely an adaptive one, we assume a static one to preserve the security of FROST. Moreover, CHURP requires some nonstandard assumptions, i.e., \((t-1)\text{-SDH}\) and \(q\text{-PKE}\), so we suppose that these hold. Therefore, D-FROST achieves the same level of security as FROST does, minus making some additional assumptions caused by the integration of CHURP.

5.1 SteadyState

**Opt-SteadyState.** To prove the security of **Opt-SteadyState**, we need to show that the following properties are satisfied:

- **Secrecy:** an adversary corrupting a set of at most \(t-1\) parties cannot learn anything about the secret \(s\);
- **Integrity:** it must hold that \(B(0,0) = s\).

By proving that these hold, we assure that nodes in the first committee enter the handoff phase with the correct full shares and that no information leaks during this phase.

Notice that, by corrupting \(t-1\) participants, an adversary \(A\) obtains the following information (other than the public information that is available to everyone):

- for all corrupt \(P_i\): \(sk_i, \{B(i,j), W'_{B(i,j)}\}_{j \in [2t-1]}\) and the full share \(B(i,y)\);
- for all corrupt \(U'_j\): \(\{B(i,j), W'_{B(i,j)}\}_{i \in [n]}\) and the reduced share \(B(x,j)\).

The following two theorems prove secrecy and integrity, respectively.

**Theorem 2.** If a PPT adversary \(A\) corrupts no more than \(t-1\) nodes in the committee, the information received by \(A\) in **Opt-SteadyState** is random and independent of the secret \(s\).

*Proof.* In the worst case, when all \(t-1\) corrupted nodes are in \(U'\), \(A\) learns \(t-1\) shares \(B(i,y)\) and \(t-1\) shares \(B(x,j)\). For a \((t-1, 2t-2)\)-bivariate polynomial, any \(t-1\) shares of \(B(i,y)\) and \(t-1\) shares of \(B(x,j)\) are random and independent of \(s = B(0,0)\).

Moreover, based on the DL assumption, the witnesses \(W'_{B(i,j)}\) are computationally zero-knowledge by the KZG scheme, so the PPT adversary cannot learn additional information from them.

**Theorem 3.** After **Opt-SteadyState**, either all nodes \(\{U'_j\}_{j \in [2t-1]}\) hold the correct shares \(B(x,j)\) of \(B(x,y)\) such that \(B(0,0) = s\) and the commitments \(C_{B(x,j)}\) are on-chain, or at least \(t\) honest nodes in \(C\) output \text{fail}.
Proof. As the number of nodes $n \geq 2t - 1$ and the number of corrupted nodes is at most $t - 1$, each node $U'_j$ receives at least $t$ correct shares $B(i, j)$. As the degree on the first variable of $B(x, y)$ is $t - 1$, $U'_j$ can reconstruct $B(x, j)$ successfully.

Then, nodes in $C$ verify that all shares $B(x, j)$ are correct. If that is the case, all honest nodes in $C$ (at least $t$) output success and the algorithm produces $2t - 1$ valid $\{B(x, j), C_B(x, j)\}$. Otherwise, honest nodes output fail.

$B(x, y)$ is generated using Lagrange interpolation:

$$B(x, y) = \sum_{j=1}^{2t-1} B(x, j) \prod_{r \neq j} \frac{r - y}{r - j}$$

where

$$B(x, j) = \sum_{i=1}^t B(i, j) \prod_{k \neq i} \frac{k - x}{k - i}.$$  

We know that $\forall i \in [n] B(i, 0) = s_i$, where $\{s_i\}_{i \in [n]}$ are $(t, n)$-shares of $s$, so the equality $B(0, 0) = s$ holds. $\square$

Exp-SteadyState. Compared to Opt-SteadyState, the only additional information $A$ learns is $g^{B(i, j)}$, which is useless due to the DL assumption. Therefore, both properties are still valid in Exp-SteadyState.

5.2 Security in Each Epoch

We now prove EUF-CMA security for the combination of CHURP, $\text{Preprocess}(\pi)$ and $\text{Sign}(m)$ in an arbitrary epoch. We want to show that any PPT adversary $F$ that corrupts no more than $t - 1$ participants cannot forge D-FROST signatures. We prove this by contradiction: if $F$ is able to forge D-FROST signatures, then it is possible to compute the discrete logarithm of the public key $Y$, revealing $s$ and thus breaking CHURP’s property of secrecy.

The idea is to use $F$ as a subroutine of a simulation that is forked by the general forking algorithm in order to forge two signatures $\sigma = (R, z), \sigma' = (R, s')$ such that $c \neq c'$. Then, the discrete logarithm of $Y$ can be computed as $s = \frac{z - z'}{c - c'}$.

**Theorem 4.** If the property of secrecy in CHURP holds, then D-FROST is EUF-CMA secure against an active adversary that corrupts no more than $t - 1$ nodes during an arbitrary epoch.

**Assumptions.** Let $n = 2t - 1$ and suppose w.l.o.g. that the corrupted nodes are $\{P_i\}_{i \in [t-1]}$. Assume also that the set $U'$ of nodes that take part in the handoff contains $\{P_i\}_{i \in [n]}$ and that the set of signers $S$ during $\text{Preprocess}(\pi)$ and $\text{Sign}(m)$ is $\{P_i\}_{i \in [t]}$. Other nodes honestly follow CHURP’s protocol and they do not take part in the signing phase, so there is no need to further specify their behavior. Since this is the worst case scenario (the adversary has the most power possible, as there is only one honest node and the adversary controls the others), this assumption is reasonable. We analyze security using the optimistic path of CHURP, but the proof in the pessimistic case is essentially the same.
Proof. The algorithms used in our proof are the following:

- \( F \) is a forger that, with non-negligible probability \( \epsilon \) and in polynomial time \( \tau \), can forge a signature for a public key \( Y \) in one epoch of D-FROST by corrupting \( t - 1 \) nodes, with the limitation of making at most \( n_r \) random oracle queries. One of the corrupted nodes has the role of \( SA \);
- \( A_1 \) simulates the honest participant \( P_t \) and answers to random oracle queries made by \( F \) during the handoff phase. Then, \( A_1 \) outputs \( P_t \)'s secret share \( s_t \);
- \( A_2 \) simulates the honest participant \( P_t \) and answers to random oracle queries made by \( F \) during \text{Preprocess}(\pi) \) and \text{Sign}(m);
- \( D \) is the coordination algorithm that, given the public key \( Y \), invokes the others in order to compute \( s = d\log(Y) \).

Let’s take a closer look at how these algorithms work.

\( A_1 \). During the handoff phase, \( A_1 \) simulates the honest participant \( P_t \). Notice that \( P_t \) is part of \( U' \), so during \text{Opt-ShareReduce} the old committee sends \( P_t \) all the necessary information to take part in CHURP’s protocol correctly. Then, \( A_1 \) just needs to follow the scheme as an honest node would do. At the end, \( A_1 \) will return \( P_t \)'s secret share \( s_t \).

To answer \( F \)'s queries, the algorithm initializes an array \( T \) where it will store its responses and a counter \( ctr = 0 \). Then, every time the forger asks for the value of \( H(g^{v_1}||C_{Z_r}||W_{Z_r}(0)||C_{B_r}(x_j)) \), \( A_1 \) proceeds as follows: if \( T(g^{v_1}||C_{Z_r}||W_{Z_r}(0)||C_{B_r}(x_j)) = \bot \), set \( T(g^{v_1}||C_{Z_r}||W_{Z_r}(0)||C_{B_r}(x_j)) = h_{ctr}, ctr = ctr + 1 \); then return \( T(g^{v_1}||C_{Z_r}||W_{Z_r}(0)||C_{B_r}(x_j)) \).

\( A_2 \). It simulates \( P_t \) during \text{Preprocess}(\pi) \) and \text{Sign}(m), knowing \( s_t \). The algorithm initializes a counter \( ctr = 0 \) and two arrays \( T_1, T_2 \) to keep track of the answers it already gave to \( F \)'s queries. If there is no value stored in \( T_1 \) under key \( x, T_1(x) = \bot \). \( A_2 \) also initializes an array \( J_2 \) to memorize the index \( j \) of \( h_j \) such that \( T_2(R, Y, m) = h_j \).

\( A_2 \) answers \( F \)'s queries using random values \( h_1, ..., h_{n_r} \) given by the general forking algorithm \( GF_{A_2} \) as follows:

- \( H_1(i, m, B) \): if \( T_1(i, m, B) = \bot \), set \( T_1(i, m, B) = h_{ctr}, ctr = ctr + 1 \). Return \( T_1(i, m, B) \);
- \( H_2(R, Y, m) \): if \( T_2(R, Y, m) = \bot \), set \( T_2(R, Y, m) = h_{ctr}, J_2(R, Y, m) = ctr, ctr = ctr + 1 \). Return \( T_2(i, m, B) \).

After running \( F \), \( A_2 \) verifies that \( F \) succeeded in forging a signature \( \sigma = (R, z) \) on a message \( m \). This happens when \( F \) returns \( (R, z) \) such that \( R = Y^{-c}g^z, c = T_3(R, Y, m) \). If this is the case, \( A_2 \) returns \( (J, \sigma) \), where \( J \) is such that \( h_J = T_2(R, Y, m) \). Otherwise, \( A_2 \) outputs \( \bot \).

\( D \). First, \( D \) (Algorithm 3) gets \( n_1 \) outputs from the random oracle \( H \) and executes \( A_1(h_1, ..., h_{n_1}) \) to get \( P_t \)'s secret share \( s_t \). Then, it runs \( GF_{A_2}(s_t, Y) \) to get two signatures with the required properties.

Remember that \( F \) fails with negligible probability, so that \( A_2 \) returns \( \bot \) with the same probability. Therefore, thanks to the general forking lemma, \( GF_{A_2} \) outputs \( \bot \) with negligible probability. In this case, \( D \) returns \( \bot \). Otherwise, \( D \)
computes and returns $s = \frac{z'-z}{h'_j-h_j}$. This value is the discrete logarithm of $Y$.

In fact, the signatures are $\sigma = (R, z), \sigma' = (R, z')$, so they both use the same commitment $R$. This is true because $F$ forged two signatures on the same message $m_j$, so in both executions $R$ is calculated as $R = \prod_{i \in S} D_{ij} E_{ij}$, where $\rho_i = H_1(i, m_j, B)$. The next thing the protocol does after calculating $R$ is to compute $c = H_2(R, Y, m_j)$. The trick is that, starting exactly from this query, the simulation gives different answers ($h_J \neq h'_J$) to $F$’s queries in the two executions. This way, we get $g^z = RY^{h_j}$ from the first run of $A_2$ and $g^{z'} = RY^{h'_j}$ from the second one. So, $R = g^z g^{-sh_J} = g^{z'} g^{-sh'_J}$ holds and it implies $z - sh_J = z' - sh'_J$. Thus, $D$ can compute $s$ as $\frac{z'-z}{h'_j-h_j}$.

**Algorithm 3 $D(Y)$**

**Input:** Group’s public key $Y$.

**Output:** $s = \text{dlog}(Y)$.

1. $h_1, \ldots, h_n \xleftarrow{\$} H$
2. $s_t \leftarrow A_1(h_1, \ldots, h_n)$
3. $(1, h_j, h'_j, \sigma, \sigma')$ or $\perp \leftarrow GF_{A_2}(s_t, Y)$
4. If $\perp$, then return $\perp$.
5. Parse $\sigma, \sigma'$ as $(R, z), (R, z')$.
6. $s = \frac{z'-z}{h'_j-h_j}$
7. Return $s$.

\[\square\]

### 5.3 Security of D-FROST

The last step is to show that the whole protocol is secure, in the sense that it is EUF-CMA secure and it preserves secrecy and integrity of $s$.

Secrecy and integrity hold in $\text{KeyGen}$ thanks to Pedersen’s DKG and in each epoch thanks to CHURP. In Section 5.1, we prove that these properties are valid also in $\text{Opt-SteadyState}$ and $\text{Exp-SteadyState}$, so they hold throughout the duration of the protocol.

CHURP assures that the shares in one epoch are independent of the old ones, so the adversary does not obtain any additional data by putting together information learned during different epochs. In particular, information learned in previous epochs cannot be used for the purpose of forging signatures in the current epoch. Therefore, proving the unforgeability of D-FROST signatures reduces to what is proved in Section 5.2, concluding our proof of security.
6 Conclusion

Threshold signatures are applicable to a variety of use cases, and FROST works well for this purpose with its Schnorr-based algebraic simplicity and its communication efficiency. In order to extend the possible applications to cases where both the committee and the threshold of signers are variable, in this work we devised a new protocol, which periodically updates the committee and, possibly, the threshold, using CHURP, a dynamic proactive secret sharing scheme. We also proved that combining the two protocols preserves their security.

Future work. Possible improvements to our work can be done in two directions: achieving robustness, i.e., guaranteeing that signing sessions end with a valid signature; and adapting the protocol to epochs of variable length.

Since our protocol is based on FROST, it inherits its non-robustness. However, as mentioned in Section 2.1, robust variants, like ROAST, have been proposed. A possible extension to our work is to join ROAST with CHURP. While the extension itself is straightforward, its security remains to be assessed precisely.

Furthermore, since CHURP is periodically executed at fixed time intervals, it remains to see what happens if committee and threshold changes are done only when requested (and not periodically), i.e., if the execution of CHURP is delayed and more FROST signatures are produced in the meantime. A possible way to introduce this kind of flexibility is to use a consensus algorithm.
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Here we show the details of FROST’s algorithms, which are presented in Section 3.1. In particular, Algorithm 4 shows the functioning of FROST’s key generation scheme. Algorithm 5 describes the preprocess phase, in which the pairs of commitments are generated. Finally, Algorithm 6 reports details of the signing phase, during which participants create their partial signatures and the SA aggregates them to produce the group’s signature.

Algorithm 4 KeyGen

**Input:** committee $C = \{P_i\}_{i \in [n]}$, threshold $t$.

**Output:** each $P_i$ holds a $(t, n)$-share $s_i$ of the secret $s$.

**Round 1**

1. Every participant $P_i$ samples $t$ random values $(a_{i0}, \ldots, a_{i(t-1)}) \leftarrow Zq$ and uses these values as coefficients to define a degree $t - 1$ polynomial $f_i(x) = \sum_{j=0}^{t-1} a_{ij} x^j$.
2. Every $P_i$ computes a proof of knowledge to the corresponding secret $a_{i0}$ by calculating $\sigma_i = (R_i, \mu_i)$, such that $R_i \leftarrow Zq$, $c_i = H(i, \Phi, g^{a_{i0}}, R_i)$, $\mu_i = k + a_{i0} c_i$, with $\Phi$ being a context string to prevent replay attacks.
3. Every participant $P_i$ computes a public commitment $C_i = \langle \Phi_{i0}, \ldots, \Phi_{i(t-1)} \rangle$, where $\Phi_{ij} = g^{a_{ij}}$, $0 \leq j \leq t - 1$.
4. Every $P_i$ broadcasts $C_i, \sigma_i$ to all other participants.
5. Upon receiving $C_l, \sigma_l$ from participants $1 \leq l \leq n, l \neq i$, participant $P_i$ verifies $\sigma_l = (R_l, \mu_l)$, aborting on failure, by checking $R_l = g^{\mu_l} \Phi_{l0}^{c_l}$, where $c_l = H(l, \Phi, \Phi_{l0}, R_l)$.
6. Upon success, participants delete $\{\sigma_l : 1 \leq l \leq n\}$.

**Round 2**

1. Each $P_i$ securely sends to each other participant $P_l$ a secret share $(l, f_i(l))$, deleting $f_i$ and each share afterward except for $(i, f_i(i))$, which they keep for themselves.
2. Each $P_i$ verifies their shares by calculating $g^{f_i(i)} \equiv \prod_{k=0}^{t-1} \Phi_i^{k \mod q}$, aborting if the check fails.
3. Each $P_i$ calculates their long-lived private signing share by computing $s_i = \sum_{i=1}^{n} f_i(i)$, stores $s_i$ securely, and deletes each $f_i(i)$.
4. Each $P_i$ calculates their public verification share $Y_i = g^{s_i}$, and the group’s public key $Y = \prod_{j=1}^{n} \Phi_{j0}$. Any participant can compute the public verification share of any other participant by calculating $Y_l = \prod_{j=1}^{n} \prod_{k=0}^{t-1} \Phi_{j}^{k \mod q}$.
Algorithm 5 Preprocess(π)
Let π be the number of nonce/commitment share pairs.
Input: π = number of nonce/commitment share pairs.
Output: each \( P_i \) publishes \((i, \langle (D_{ij}, E_{ij}) \rangle)_{j \in [\pi]}\).

1. Create an empty list \( L_i \). Then, for \( 1 \leq j \leq \pi \), perform the following:
   1.a Sample single-use nonces \((d_{ij}, e_{ij}) \leftarrow \mathbb{Z}_q^* \times \mathbb{Z}_q^*\).
   1.b Derive commitment shares \((D_{ij}, E_{ij}) = \langle g^{d_{ij}}, g^{e_{ij}} \rangle\).
   1.c Append \((D_{ij}, E_{ij})\) to \( L_i \). Store \((d_{ij}, D_{ij}), (e_{ij}, E_{ij})\) for later use in signing operations.
2. Publish \((i, L_i)\) to a predetermined location, as specified by the implementation.

Algorithm 6 Sign(m)
Let \( \mathcal{A} \) be the signature aggregator, \( S \) be the set of signers, and \( Y \) be the group public key. Let \( B = \langle (i, D_i, E_i) \rangle_{i \in S} \) be the ordered list of indices and commitment shares, corresponding to each participant \( P_i \), and let \( L_i \) be the set of commitment shares for \( P_i \) that were published during the preprocess stage. Let \( H_1, H_2 \) be hash functions whose outputs are in \( \mathbb{Z}_q^* \).
Input: a message \( m \) and the list \( B = \langle (i, D_i, E_i) \rangle_{i \in S} \).
Output: a signature \( \sigma = (R, z) \) and \( m \).

1. \( \mathcal{A} \) begins by fetching the next available commitment for each participant \( P_i \) from \( L_i \) and constructs \( B \).
2. For each \( i \in S \), \( \mathcal{A} \) sends \( P_i \) the tuple \((m, B)\).
3. After receiving \((m, B)\), each \( P_i \) first validates the message \( m \) and then checks \( D_i, E_i \in G^* \) for each commitment in \( B \), aborting if either check fails.
4. Each \( P_i \) then derives the set of binding values \( \rho_i = H_1(l, m, B), l \in S \). Each \( P_i \) then derives the group commitment \( R = \prod_{i \in S} D_i \cdot (E_i)^{\rho_i} \) and the challenge \( c = H_2(R, Y, m) \).
5. Each \( P_i \) computes their response using their long-lived secret share \( s_i \) by computing \( z_i = d_i + (e_i \cdot \rho_i) + \lambda_i \cdot s_i \cdot c \) using \( S \) to determine the \( i^{th} \) Lagrange coefficient \( \lambda_i \).
6. Each \( P_i \) securely deletes \((d_i, D_i), (e_i, E_i)\) from their local storage and then returns \( z_i \) to \( \mathcal{A} \).
7. The signature aggregator \( \mathcal{A} \) performs the following steps:
   7.a Derive \( \rho_i = H_1(i, m, B) \) and \( R_i = D_{ij} \cdot (E_{ij})^{\rho_i} \) for \( i \in S \), and subsequently \( R = \prod_{i \in S} R_i \) and \( c = H_2(R, Y, m) \).
   7.b Verify the validity of each response by checking \( g^{z_i} \equiv R_i \cdot Y_i^{c \cdot \lambda_i} \) for each signing share \( z_i, i \in S \). If the equality does not hold, identify and report the misbehaving participant and then abort. Otherwise, continue.
   7.c Compute the group’s response \( z = \sum_{i \in S} z_i \).
   7.d Publish \( \sigma = (R, z) \) along with \( m \).
B Opt-CHURP

In this section, we report the algorithms that compose Opt-CHURP, the description of which can be found in Section 3.3. The protocol uses some auxiliary functions that are presented in Appendix D.

In Algorithm 7, the set $U'$ of $2t - 1$ members from the old committee reconstruct the polynomial shares $B(x, j)$.

Algorithm 8 shows how nodes in $U'$ proactivize their reduced shares.

Algorithm 9 describes the last phase of the handoff, in which members of the new committee recover their full shares of the proactivized polynomial $B'(x, y)$.

Algorithm 7 Opt-ShareReduce

<table>
<thead>
<tr>
<th>Public Input: ${C_{B(x,j)}}_{j \in [2t-1]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: Set of nodes ${P_i}<em>{i \in [n]}$ where each node $P_i$ is given ${B(i, j), W</em>{B(i,j)}}_{j \in [2t-1]}$</td>
</tr>
<tr>
<td>Set of nodes ${P'<em>j}</em>{j \in [n']}$ such that $n' \geq 2t - 1$</td>
</tr>
<tr>
<td>Output: $\forall j \in [2t-1]$, node $P'_j$ outputs $B(x, j)$</td>
</tr>
</tbody>
</table>

1. Order $\{P'_j\}$ based on the lexicographic order of their public keys.
2. Choose the first $2t - 1$ nodes, denoted as $U'$, without loss of generality, $U' = \{P'_j\}_{j \in [2t-1]}$.
3. node $P_i$:
   3.a $\forall j \in [2t - 1]$, send a point and witness $(B(i, j), W_{B(i,j)})$ to $U'_j$ off-chain.
4. node $U'_j$:
   4.a Wait and receive $n$ points and witnesses, $\{(B(i, j), W_{B(i,j)})\}_{i \in [n]}$.
   4.b $\forall i \in [n]$, invoke $\text{VerifyEval}(C_{B(x,j)}, i, B(i, j), W_{B(i,j)})$.
   4.c Interpolate any $t$ verified points to construct $B(x, j)$.

C Pessimistic path

This section explains the functioning of Exp-SteadyState and Exp-CHURP-A. They both use on-chain communication only, resulting in a slower but more robust protocol. Similarly to Opt-CHURP, Exp-CHURP-A is composed by three subprotocols: Exp-ShareReduce (Algorithm 10), Exp-Proactivize (Algorithm 11) and Exp-ShareDist (Algorithm 12). They have the same roles as Opt-ShareReduce, Opt-Proactivize and Opt-ShareDist, respectively. The main difference is that in Exp-CHURP-A nodes do not have access to peer-to-peer channels. Thus, when $P_i$ wants to send a private message to $P_j$, it encrypts the message with $P_j$’s public key $pk_j$. Then, $P_j$ is the only node able to read the message by decrypting it with its secret key $sk_j$.

All CHURP’s algorithms reported in this paper are identical to the ones written in [26], except for Exp-ShareReduce. The original version of Exp-CHURP-A uses Opt-ShareReduce instead, but this contradicts the communication model,
Algorithm 8 Opt-Proactivate

Public Input: \( \{C_{B'(x,j)}\}_{j \in \mathbb{Z}_{2t-1}} \).

Input: Set of nodes \( \{P'_{j}\}_{j \in \mathbb{Z}_{2t-1}} \). Let \( U' = \{P'_{j}\}_{j \in \mathbb{Z}_{2t-1}} \), each node \( U'_j \) is given \( B(x,j) \).

Output: \( U'_j \) outputs success and \( B'(x,j) \) for a degree-\( t-1, 2t-2 \) bivariate polynomial \( B'(x,y) \) with \( B'(0,0) = B(0,0) \) or fail.

Public Output: \( \{C_{B'(x,j)}\}_{j \in \mathbb{Z}_{2t-1}} \).

1. Invoke \((2t - 2, 2t - 1)\)-UnivariateZeroShare among the nodes \( \{U'_j\}_{j \in \mathbb{Z}_{2t-1}} \) to generate shares \( \{s_j\}_{j \in \mathbb{Z}_{2t-1}} \).
2. node \( U'_j \):
   2.a Generate a random \((t - 1)\)-degree polynomial \( R_j(x) \) such that \( R_j(0) = s_j \).
3. Denote the bivariate polynomial \( Q(x,y) \) where \( Q(x,j) = R_j(x) \forall j \in \mathbb{Z}_{2t-1} \).
4. Denote the bivariate polynomial \( B'(x,y) = B(x,y) + Q(x,y) \).
5. node \( U'_j \):
   5.a Compute \( B'(x,j) = B(x,j) + Q(x,j) \) and \( Z_j(x) = R_j(x) - s_j \).
   5.b Send \( \{g'^*, C_{Z_j}, W_{Z_j}(0), C_{B'(x,j)}\} \) off-chain to all nodes in \( C' \), where \( C_{Z_j} = \text{Commit}(Z_j) \), \( W_{Z_j}(0) = \text{CreateWitness}(Z_j, 0) \), and \( C_{B'(x,j)} = \text{Commit}(B'(x,j)) \).
   5.c Publish hash of the commitments on-chain \( H_j = H(g'^*||C_{Z_j}||W_{Z_j}(0)||C_{B'(x,j)}) \).
6. node \( P'_i \):
   6.a \( \forall j \in \mathbb{Z}_{2t-1} \), retrieve on-chain hash \( H_j \). Also, receive \( \{g'^*, C_{Z_j}, W_{Z_j}(0), C_{B'(x,j)}\} \) off-chain.
   6.b \( \forall j \in \mathbb{Z}_{2t-1} \), if \( H_j \neq H(g'^*||C_{Z_j}||W_{Z_j}(0)||C_{B'(x,j)}) \) or \( \text{VerifyEval}(C_{Z_j}, 0, 0, W_{Z_j}(0)) \neq \text{True} \) or \( C_{B'(x,j)} \neq C_{B'(x,j)} \times C_{Z_j} \times g'^* \), output fail.
   6.c If \( \prod_{j=1}^{2t-1} (g'^*)^{\lambda_j} \neq 1 \), output fail.
7. node \( U'_j \):
   7.a Output success and \( B'(x,j) \).

Algorithm 9 Opt-ShareDist

Public Input: \( \{C_{B'(x,j)}\}_{j \in \mathbb{Z}_{2t-1}} \).

Input: Set of nodes \( \{P'_{j}\}_{i \in \mathbb{Z}_{n'}} \). Let \( U' = \{P'_{j}\}_{j \in \mathbb{Z}_{2t-1}} \), each node \( U'_j \) is given \( B'(x,j) \).

Output: \( \forall i \in \mathbb{Z}_{n'} \), \( P'_i \) outputs success and \( B'(i,y) \) or fail.

1. node \( U'_j \):
   1.a \( \forall i \in \mathbb{Z}_{n'} \), send a point and witness off-chain \( \{B'(i,j), W_{B'(i,j)}\} \) to \( P'_i \), where \( W_{B'(i,j)} = \text{CreateWitness}(B'(x,j), i) \).
2. node \( P'_i \):
   2.a Wait and receive points and witnesses \( \{B'(i,j), W_{B'(i,j)}\}_{j \in \mathbb{Z}_{2t-1}} \).
   2.b \( \forall j \in \mathbb{Z}_{2t-1} \), invoke \( \text{VerifyEval}(C_{B'(x,j)}, i, B'(i,j), W_{B'(i,j)}) \).
   2.c If all \( 2t - 1 \) points are correct, interpolate to construct \( B'(i,y) \).
   2.d Output success and the full share \( B'(i,y) \).
   2.e In all other cases, output fail.
as \( P_i \) and \( U'_j \) communicate off-chain. We therefore build an appropriate algorithm starting from \texttt{Opt-ShareReduce} and moving all communication on-chain.

The idea behind the construction of \texttt{Exp-SteadyState} (Algorithm 13) is essentially the same as the one for \texttt{Exp-CHURP-A}. In particular, \texttt{Exp-SteadyState} works similarly to \texttt{Opt-SteadyState}, with the only difference that in the former all communication happens on-chain.

\begin{algorithm}
\caption{Exp-ShareReduce}
\textbf{Public Input:} \{\( C_{B(x,j)} \)\}_{j \in [2t-1]}.
\textbf{Input:} Set of nodes \( \{P_i\}_{i \in [n]} \) where each node \( P_i \) is given \( \{B(i,j), W_{B(i,j)}\}_{j \in [2t-1]} \).
\textbf{Set of nodes} \( \{P'_j\}_{j \in [n']} \) such that \( n' \geq 2t-1 \).
\textbf{Output:} \( \forall j \in [2t-1], \) node \( P'_j \) outputs \( B(x,j) \).
1. Order \( \{P'_j\} \) based on the lexicographic order of their public keys.
2. Choose the first \( 2t-1 \) nodes, denoted as \( U' \), without loss of generality, \( U' = \{P'_j\}_{j \in [2t-1]} \).
3. node \( P_i \):
   - 3.a \( \forall j \in [2t-1], \) publish \((\text{Enc}_{pk_j}(B(i,j)), g^{B'(i,j)}, W_{B(i,j)})\) on-chain.
4. node \( U'_j \):
   - 4.a Decrypt the message on-chain to get \( \{B(i,j), W_{B(i,j)}\}_{j \in [2t-1]} \).
   - 4.b \( \forall i \in U' \setminus U'\text{corrupted}, \) invoke \texttt{VerifyEval}(\( C_{B(x,j)}, i, B(i,j), W_{B(i,j)} \)). If any of the checks fail, add \( i \) to \( U'\text{corrupted} \).
   - 4.c Interpolate any \( t \) verified points to construct \( B(x,j) \).
\end{algorithm}

\section{Auxiliary functions}
CHURP, thus D-FROST, invokes the following auxiliary functions:

- \texttt{Commit} and \texttt{CreateWitness} are part of the KZG scheme. They generate the commitment to a polynomial and the witness to the evaluation of a polynomial at some point, respectively.
- \texttt{VerifyEval}(\( C_{R(x)}, i, R(i), W_{R(i)} \)) is also part of the KZG scheme and it verifies that the evaluation of the polynomial \( R(x) \) at \( i \) gives the value \( R(i) \).
- Given a set of nodes \( \{U_j\}_{j \in [2t-1]} \), \( (2t-2, 2t-1)\)-UnivariateZeroShare generates a random polynomial \( P(y) \) such that \( \text{deg}P(y) = 2t-2 \), \( P(0) = 0 \) and each node \( U_j \) holds \( s_j = P(j) \). Its functioning is shown in Algorithm 14.

\section{Changing the threshold}

\textbf{Increasing the threshold} To increase the threshold from \( t_{e-1} \) to \( t_e \), CHURP runs the proactivization phase with parameter \( t = t_e \). That is, during the proactivization protocol, a bivariate zero-hole polynomial \( Q(x,y) \) of degree \( \{t_e-1, 2t_e-
Algorithm 11 Exp-Proactivize

**Public Input:** \( \{ C_{B(x,j)} \}_{j \in [2t-1]} \).

**Input:** Set of \( 2t - 1 \) nodes \( \{ U'_j \} \in [2t-1] \). Each node \( U'_j \) is given \( B(x,j) \).

**Output:** \( U'_j \) outputs \( B'(x,j) \) for a degree-\( (t - 1, 2t - 2) \) bivariate polynomial \( B'(x,y) \) with \( B'(0,0) = B(0,0) \).

**Public Output:** \( \{ C_{B'(x,j)} \}_{j \in [2t-1]} \).

1. node \( U'_i \):
   1.1 Generate \( \{ s_{ij} \}_{j \in [2t-1]} \) that form a 0-sharing, i.e. \( \sum_{j=1}^{2t-1} \lambda_j^{2t-2} s_{ij} = 0 \).
   1.2 Publish \( \{ g^{s_{ij}} \}_{j \in [2t-1]}, \{ Enc_{pk_j}[s_{ij}] \}_{j \in [2t-1]} \), and zero-knowledge proofs of correctness of the encryptions on-chain.

2. node \( U'_j \):
   2.1 Decrypt \( Enc_{pk_j}[s_{ij}] \) from node \( i \) and verify \( s_{ij} \) using \( g^{s_{ij}} \) on-chain.

3. node \( U'_j \):
   3.a If any adversarial node \( i \) is detected in step 2.1, add it to \( U'_j \) corrupted and publish \( s_{ji} \).
   3.b Set \( s_j = \sum_{i \in U'_j \setminus U'_j \text{corrupted}} s_{ij} \).
   3.c Execute steps 2.a, 3, 4.a and 5.b of Opt-Proactivize with messages posted on the chain in step 5.b.

4. node \( P'_i \):
   4.a Execute step 6.b of Opt-Proactivize. If it outputs fail, add \( j \) to \( U'_i \) corrupted.
   Nodes in \( U'_i \) discard shares by executing step 5.b again.

5. node \( P'_j \):
   5.a For all malicious nodes \( j \) detected in step 2.1 and 4.a, publish point and witness \( \{ B(i,j), W_{B(i,j)} \} \) on-chain.
Algorithm 12 Exp-ShareDist

Public Input: \( \{C_{B'(x,j)}\}_{j \in [2t+1]} \).
Input: Set of nodes \( \{P'_i\}_{i \in [n']} \). Let \( U' = \{P'_j\}_{j \in [2t-1]} \), each node \( U'_j \) is given \( B'(x,j) \).
Output: \( \forall i \in [n'], P'_i \) outputs \( B'(i,y) \).

1. node \( U'_j \):
   1.a \( \forall i \in [n'] \), publish \( Enc_{pk_i}(B'(i,j)), g^{B'(i,j)}, w'_{ij} \) on-chain, where \( w'_{ij} = CreateWitness(B'(x,j),i) \). Also, publish zero-knowledge proofs of correctness of the encryption.
2. node \( P'_i \):
   2.a Decrypt the message on-chain to get \( \{B'(i,j), w'_{ij}\}_{j \in [2t-1]} \).
   2.b \( \forall j \in U' \setminus U'_\text{corrupted} \), invoke \( VerifyEval(C_{B'(x,j)},i, B'(i,j), w'_{ij}) \). If any of the checks fail, add \( j \) to \( U'_\text{corrupted} \).
3. node \( P'_i \):
   3.a Publish \( B(i,j), w_{ij} \) for any new adversarial node \( j \) detected above.
4. node \( U'_i \):
   4.a Publish \( s_{ij} \) for any new adversarial node \( j \) detected above and discard shares by executing step 3.b in Exp-Proactivize.
5. node \( P'_i \):
   5.a \( \forall j \in U'_\text{corrupted} \), validate their reduced shares posted by the old committee by \( \forall i \in [n], VerifyEval(C_{B(x,j)},i, B(i,j), w_{ij}) \).
   5.b \( \forall j \in U'_\text{corrupted} \), interpolate any \( t \) verified points to construct \( B(x,j) \). Set \( B'(i,j) = B(i,j) + \sum_{i=\text{honest}} s_{ij} \).
   5.c Interpolate all \( B'(i,j) \) for \( j \in [2t-1] \) to construct \( B'(i,y) \).
   5.d Output the full share \( B'(i,y) \).

Algorithm 13 Exp-SteadyState \((C, \{s_i\}_{i \in [n]}, \{(sk_i, pk_i)\}_{i \in [n]}\))

Input: committee \( C = \{P_i\}_{i \in [n]} \), \((t,n)\)-shares \( \{s_i\}_{i \in [n]} \) of the secret \( s \) and a pair of private and public keys \((sk_i, pk_i)\) for each \( P_i \).
Output: \( P_i \) outputs success, \( \{W_{B(i,j)}\}_{j \in [2t-1]} \) and \( B(i,y) \), or fail.
Public output: \( \{C_{B(x,j)}\}_{j \in [2t-1]} \).

1. Order \( \{P_i\}_{i \in [n]} \) based on lexicographic order of their public keys.
2. Choose the first \( 2t-1 \) nodes, denoted as \( U' \).
3. \( P_i \) creates a random polynomial \( B(i,y) \) such that \( \deg_{B(i,y)} = 2t-2 \) and \( B(i,0) = s_i \).
4. \( P_i \) computes the KZG commitment \( C_{B(i,y)} \) and publishes it on-chain.
5. \( P_i \) publishes \( (Enc_{pk_i}(B(i,j)), g^{B(i,j)}, W'_{B(i,j)}) \) on-chain, where \( W'_{B(i,j)} = CreateWitness(B(i,y),j) \).
6. \( U'_j \) decrypts \( Enc_{pk_i}(B(i,j)) \) and invokes \( VerifyEval(C_{B(i,y),j}, B(i,j), W'_{B(i,j)}) \).
7. If any of the checks for \( i \) fail, \( U'_j \) adds \( i \) to \( U'_\text{corrupted} \) and publishes \( (B(i,j), W_{B(i,j)}) \).
8. \( U'_j \) interpolates \( t \) verified points \( B(i,j) \) to construct \( B(x,j) \).
9. \( U'_j \) computes \( C_{B(x,j)} \) and publishes it on-chain, along with \( W_{B(i,j)} = CreateWitness(B(x,j),i) \).
10. \( P_i \) verifies that the evaluation of \( B(x,j) \) at \( i \) returns \( B(i,j) \) via \( VerifyEval(C_{B(x,j)},i, B(i,j), W_B(i,j)) \). If any of the checks fail return fail, otherwise return success.
Each node $U_i$ outputs a share $s_j = P(j)$ for a randomly generated degree-$(2t - 2)$ polynomial $P(y)$ with $P(0) = 0$.

1. node $U_i$:
   1.a Generate a random $(2t - 2)$-degree polynomial $P_j$ such that $P_j(0) = 0$
   1.b Send a point $P_i(i)$ to node $U_i$ for each $i \in [2t - 1]$
   1.c Wait to receive points $\{P_i(j)\}_{i \in [2t - 1]}$ from all other nodes
   1.d Let $P = \sum_{i=1}^{2t-1} P_i$, compute share $P(j) = \sum_{i=1}^{2t-1} P_i(j)$

2) is generated. Each node $i$ holds a $(t_e - 1)$-degree polynomial $Q(x, i)$ and commitments to $\{Q(x, i)\}_{i \in [2t - 1]}$ are publicly available. The rest of the proactivization follows without modification, besides the fact that now each node $i$ holds two polynomials with different degrees: $B'(x, i)$, that is $(t_e - 1)$-degree, and $Q(x, i)$, that is $(t_e - 1)$-degree. Thus, the proactived global polynomial $B'(x, y)$ is of degree $(t_e - 1, 2t_e - 2)$, concluding the threshold upgrade.

**Decreasing the threshold** The idea is to create $2(t_e - 1 - t_e)$ virtual nodes, denoted as $V$, and execute the handoff protocol between $C = C^{(e-1)}$ and $C' = C^{(e)} \cup V$, assuming the threshold remains $t_e - 1$. Details are shown in Algorithm 15.

### Algorithm 15 Decreasing the threshold

1. Choose a subset $U \subseteq C'$ of $2t_e - 1$ nodes. For notational simplicity, suppose $U = \{1, ..., 2t_e - 1\}$ and $V = \{2t_e, ..., 2t_e - 1\}$. Each node $i \in U$ recovers a reduced share $RS^{(e-1)}_i(x) = B(x, i)$. In addition, $C$ publishes reduced shares for virtual nodes: $RS^{(e-1)}_i(x) = B(x, j)$, for $j \in V$.
2. $U$ executes the proactivization phase and collectively generate a $(t_e - 1, 2t_e - 2)$-degree bivariate zero-hole polynomial $Q(x, y)$. At the end of this phase, each node $i \in U$ has $Q(x, i)$.
3. Let $V = \sum_{j \in V} \lambda_j^{2t_e-1-2} RS^{(e-1)}_j(0)$. Each node $i \in U$ incorporates virtual nodes’ state and updates its state as $RS^{(e)}_i(x) = \frac{\lambda^{2t_e-1-2}}{\lambda_j^{2t_e-1-2}} \left( RS^{(e-1)}_i(x) + \frac{V_j}{\lambda_j^{2t_e-1-2}} \right) + Q(x, i)$, where $\lambda^{2t_e-1-2}$ and $\lambda^{2t_e-2}$ are Lagrange coefficients for corresponding thresholds. One can verify that $RS^{(e)}_i(x)$ are $(2t_e - 2)$-sharing of the secret, i.e. $B(0,0)$ can be calculated from any $2t_e - 1$ of $RS^{(e)}_i(x)$.
4. Each node $i \in U$ sends to every node $j \in C'$ a point $RS^{(e)}_i(j)$. The full share of node $j \in C'$ consists of $2t_e - 1$ points $\{RS^{(e)}_i(j) = B'(i, j)\}_{i \in U}$, from which $j$ can compute $FS_j(y) = B'(j, y)$. 

### Algorithm 14 (2t - 2, 2t - 1)-UnivariateZeroShare

**Input:** $t$, set of $2t - 1$ nodes $\{U_i\}_{i \in [2t - 1]}$.

**Output:** Each node $U_i$ outputs a share $s_j = P(j)$ for a randomly generated degree-$(2t - 2)$ polynomial $P(y)$ with $P(0) = 0$.

1. node $U_i$:
   1.a Generate a random $(2t - 2)$-degree polynomial $P_j$ such that $P_j(0) = 0$
   1.b Send a point $P_i(i)$ to node $U_i$ for each $i \in [2t - 1]$
   1.c Wait to receive points $\{P_i(j)\}_{i \in [2t - 1]}$ from all other nodes
   1.d Let $P = \sum_{i=1}^{2t-1} P_i$, compute share $P(j) = \sum_{i=1}^{2t-1} P_i(j)$