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Abstract Ring signatures, a cryptographic primitive introduced by Rivest, Shamir and Tauman
(ASIACRYPT 2001), offer signer anonymity within dynamically formed user groups. Recent
advancements have focused on lattice-based constructions to improve efficiency, particularly for large
signing rings. However, current state-of-the-art solutions suffer from significant overhead, especially
for smaller rings.
In this work, we present a novel NTRU-based ring signature scheme, Gandalf, tailored towards small
rings. Our post-quantum scheme achieves a 50% reduction in signature sizes compared to the linear
ring signature scheme Raptor (ACNS 2019). For rings of size two, our signatures are approximately
a quarter the size of DualRing (CRYPTO 2021), another linear scheme, and remain more compact
for rings up to size seven. Compared to the sublinear scheme Smile (CRYPTO 2021), our signatures
are more compact for rings of up to 26. In particular, for rings of size two, our ring signatures are only
1236 bytes.
Additionally, we explore the use of ring signatures to obtain deniability in authenticated key exchange
mechanisms (AKEMs), the primitive behind the recent HPKE standard used in MLS and TLS. We
take a fine-grained approach at formalising sender deniability within AKEM and seek to define the
strongest possible notions. Our contributions extend to a black-box construction of a deniable AKEM
from a KEM and a ring signature scheme for rings of size two. Our approach attains the highest level
of confidentiality and authenticity, while simultaneously preserving the strongest forms of deniability in
two orthogonal settings. Finally, we present parameter sets for our schemes, and show that our deniable
AKEM, when instantiated with our ring signature scheme, yields ciphertexts of 2004 bytes.

1 Introduction

Ring Signatures. The seminal work of Rivest, Shamir and Tauman [RST01] introduced ring signatures as
an extension of group signatures [Cv91], allowing users to sign messages on behalf of dynamically formed user
groups. This cryptographic primitive facilitates public verification while preserving the signer’s anonymity
within the group, referred to as the signing ring ρ. Ring signatures have witnessed widespread adoption
across various domains, including blockchains, digital currencies such as Monero and Bytecoin, as well as
electronic voting systems. A plethora of constructions based on number-theoretic assumptions exist [BSS02,
Nao02,AOS02, ZK02,BGLS03,DKNS04], with recent focus shifting towards post-quantum ring signatures.
Here, lattice-based constructions [BK10, ABB+13, LLNW16, BLO18, ESS+19, BKP20, LNS21] represent a
significant body of research. Recent advancements have leveraged proof systems [ESS+19,BKP20,LNS21],
leading to better efficiency for large signing rings. The current state of the art is Smile by Lyubashevsky,
Nguyen, and Seiler [LNS21], achieving asymptotic signature sizes O(log(|ρ|)). While asymptotically sub-
linear, these proof systems involve significant overhead and concrete instantiations range from 16 KB for
|ρ| ≤ 32 users to 22 KB for up to |ρ| = 225 users. In applications involving small rings (Monero uses rings of
size 11)3, linearly scaling schemes are often preferable. For ring of size two, the Raptor ring signature by
Lu, Au, and Zhang [LAZ19] emerges as the best option, yielding signatures of approximately 2.5 KB. When
the ring size is between 4 and 439, the DualRing scheme [YEL+21] is the most compact.

3 https://www.getmonero.org/resources/moneropedia/ring-size.html
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Deniable AKEM. The authenticated key encapsulation mechanism (AKEM) primitive studied
in [ABH+21,AJKL23], can be thought of as the KEM analogue of signcryption [Zhe97,DZ10], and plays a
crucial role in authenticating the sender to the receiver in two modes of the HPKE standard [BBLW22].
Despite HPKE’s integration into protocols like Messaging Layer Security (MLS) [BBR+23] and the
Encrypted Client Hello privacy extension for Transport Layer Security (TLS) 1.3 [ROSW23], it’s
deniability aspects remain unexplored in the literature. This is somewhat surprising considering HPKE
constructs an AKEM using a non-interactive key exchange (NIKE) for authentication, suggesting some
form of deniability. However, the specifics remain unclear.

Ring Signatures for Deniability. There exists a folklore belief regarding the potential applicability
of ring signatures in constructing deniable authentication. For instance, in two-party scenarios where a
sender seeks to deniably authenticate itself to a receiver, linear size ring signatures would be advantageous.
However, the precise notions of anonymity within ring signatures and the resulting level of deniability remain
subjects of subtlety. For example, a recent work from PKC’22 [BFG+22] suggested employing anonymous ring
signatures to establish deniable key exchange within the context of the Signal Handshake (X3DH) [MP16b].
However, we show a ring signature scheme which provides anonymity against the standard notion of full
key exposure [BKM09], while falling short of satisfying the anonymity notion introduced in [BFG+22], thus
highlighting the need for careful analysis.

1.1 Contributions and Technical Overview
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Figure 1. Signature sizes against ring sizes for state of the art lattice-based schemes.

This section outlines our main contributions: a novel ring signature scheme, formalisation of deniability
for Authenticated Key Exchange Mechanisms (AKEMs), and a generic construction of deniable AKEMs
inspired by our ring signature scheme.

Ring Signatures. Our primary contribution is Gandalf, a lattice-based ring signature scheme, specifically
designed for small rings. Compared to existing schemes, Gandalf offers a remarkable improvement of over
50%. It provides compact signatures, as small as 1236 bytes for two-member rings. The signature size scales
linearly with the ring size |ρ| = k, occupying 606 · k + 24 bytes. This renders Gandalf the most compact
option for rings up to size 7.

At a technical level,Gandalf, is based on the NTRU preimage sampleable trapdoor function fh [GPV08]
over the NTRU ring R [HPS98,DLP14, PFH+22]. Concretely, fh inputs two ring elements of small norm
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and is defined as fh(u,v) := h ∗ u + v. A valid ring signature on message m for the ring ρ = {h1, . . . ,hk}
simply consists of a vector (u1, . . . ,uk) ∈ Rk such that∥∥∥∥∥

(
u1, . . . ,uk,v := H(m, ρ)−

k∑
i=1

hi ∗ ui

)∥∥∥∥∥
2

≤ β. (1)

Note that the ring signature essentially consists of k “unseeded Antrag signatures” [ENS+23] and the ring
element v is implicitly reconstructed in the verification equation. Our construction can also be seen as a ring
trapdoor function [BK10] leveraging concrete algebraic properties of NTRU rings for compactness. The ring
signature can be computed by the holder of the j-th secret key (i.e., the trapdoor for fhj

) by first sampling

small ui for i ̸= j and finally computing (uj ,v) ← f−1hj
(H(m, ρ) −

∑k
i ̸=j ui ∗ hi) using preimage sampling.

Unfortunately, the norm on the verification equation Equation (1) increases with the maximal size of the
ring κ, and hence security decreases with larger ring sizes. However, in these cases other schemes would be
preferable.

For Gandalf we prove one per message unforgeability [FKP17] under chosen ring attacks [BKM06,
BKM09] for Gandalf, which is sufficient for our main application. Similar to Falcon or Antrag, we
achieve full unforgeability by adding a small random seed to the hash function. Furthermore, we consider a
stronger notion of anonymity than typically examined in the literature, namely that of an adaptive multi-
challenge anonymity under full key exposure, as this will become useful for our applications. For all our
proofs we give concrete security bounds.

Deniability for AKEMs. Our subsequent contribution is to formally investigate deniability in the context
of AKEM. Deniability aims to prevent a third party — modelled as the adversary — from conclusively
attributing a, potentially incriminating, message to a particular sender. We consider eight distinct settings
to characterise deniability in a fine grained approach, focusing on two main settings; honest and dishonest
receivers. For scenarios involving honest receivers, we can assume that they do not simulate any values. Thus,
an adversary is given only the sender’s secret key sks. Note that a notion where the adversary is additionally
given the receiver’s secret key skr is known to be impossible. Concurrently, we investigate a different setting
where the receiver is considered to be dishonest. In this setting the strongest notion one could hope to achieve
gives the adversary both sks and skr and further assumes the existence of a simulator, which, given access to
skr, is able to produce a ciphertext and key that are indistinguishable from those generated by the AKEM
encapsulation process Enc. Hence, the ciphertext could be constructed by the receiver itself by executing the
simulator and the sender can plausibly deny their involvement. As for all our proofs and notions we consider
the multi-user setting where the adversary can query oracles adaptively.

Deniable AKEM Construction. Our third contribution is a black-box construction of deniable AKEM
from key encapsulation mechanisms and ring signatures for rings of size two in the standard model.
Notably, AKEM has two existing notions of authenticity. Insider authenticity models a setting with an
insider adversary (having access to receivers’ secret keys) where outsider authenticity only allows outsider
adversaries. While insider authenticity implies outsider authenticity, the latter is the strongest notion
compatible with any form of deniability. The reason being that a simulator that is given the secret key
from the deniability notion can be used to break the insider authentication notion of the AKEM. Our
approach achieves the highest level of CCA security, known as insider CCA security, and the most robust
form of authentication, outsider authentication, while preserving deniability in both the honest and
dishonest receiver setting.

Evaluation. Our final contribution is to select appropriate parameters for Gandalf and instantiating
our AKEM construction from Gandalf and the best NTRU KEM from [DHK+23]. Leveraging the latest
developments in Gaussian sampling we instantiate our schemes with help of [ENS+23], thus avoiding issues
related to floating point arithmetic, ensuring robustness for potential future implementations. For a
comprehensive comparison of our ring signature schemes against other alternatives, refer to Figure 1. Our
resulting AKEM has ciphertexts of 2004 bytes and public keys of 1664 bytes.
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1.2 Related Work

Ring Signatures. Ring signatures [RST01] have been extensively studied in the cryptographic literature.
Bender et al. [BKM09] provide a thorough examination of ring signatures, covering various unforgeability
and anonymity notions, along with several constructions. For large rings, the most efficient constructions
rely on proof systems [ESS+19,BKP20,LNS21]. These could be made efficient using lattice-based succinct
non-interactive arguments of knowledge (SNARKs) [ACL+22], although this would likely involve significant
overhead for provers. Other schemes are more suitable for small rings. One closely related work to ours is
the Raptor scheme proposed by Lu et al. [LAZ19], which also presents a linkable ring signature scheme.
Their scheme, approximately 1.3 KB per user, relies on chameleon hash functions with slightly stronger
properties which they call Chameleon Hash+. Moreover, their construction is also instantiated over NTRU
lattices, where signatures consist of k = |ρ| many (u,v) pairs of polynomials along with a 32 byte salt.
Another approach was taken in [YEL+21] where they introduce a new ring signature construction they call
DualRing which can be built from identification schemes. They provide an instantiation based on M-LWE
and M-SIS. While the signature size grows linearly, increasing by only 24 bytes per user, each signature
includes a large constant of 4536 bytes. Another approach is that of MPC-in-the-Head, where the state of
the art yields signatures of at least 4.41 KB [FR23].

Authenticated KEMs. Related to AKEM is another primitive, called split-KEM, which was introduced by
Brendel, Fischlin, Günther, Janson, and Stebila [BFG+20]. Split-KEMs feature two distinct key generation
algorithms – one for sender keys and one for receiver keys. This comes with separate secret and public key
spaces for encapsulation and decapsulation, resulting in each party having two distinct key pairs for sending
and receiving. In contrast, AKEM can be regarded as a more general primitive as it provides a more unified
approach, enabling constructions where a single key serves both encapsulation and decapsulation functions.
This stands in contrast to split-KEMs, where using the same key for both would necessitate duplication, as
exemplified by the AKEM construction employed in HPKE [BBLW22], formally analysed in [ABH+21]. While
the authors of [BFG+20] present post-quantum secure instantiations of split-KEMs, none of them meets
their strongest security notion, full IND-CCA security (with multiple encapsulations and decapsulations). A
recent work, due to appear at USENIX [CHDN+24], constructs a lattice-based split-KEM that achieves a
somewhat weaker notion of confidentiality, IND-1BatchCCA security, as well as unforgeability against one
known-ciphertext attacks.

Note that the straightforward combination of KEM and signature does not fulfil the strongest security
guarantees for the insider setting [DZ10, Chapter 2.3]. The AKEM from [AJKL23] achieves the strongest
confidentiality notion using a black-box construction. We build upon this construction, resulting in a scheme
with the same security guarantees but relying on weaker assumptions, extending seamlessly to the split
KEM context and providing robust confidentiality and authenticity. As such, AKEM could potentially be
applied in new approaches to X3DH [MP16b,BFG+20], one of the main components behind Signal [MP16a],
WhatsApp [Wha20,BCG23] and Facebook Messenger. Moreover, our approach is compatible with any CCA
post-quantum KEM, such as NTRU [CDH+20] or Kyber [SAB+22].

Deniable Authentication. Deniable authentication, a concept introduced by Dwork, Naor and
Sahai [DNS98, DNS04], combines sender authentication with the ability to deny involvement to a third
party. This concept has been extensively studied in the realm of authenticated key exchange
(AKE) [DG05, DGK06, UG15, UG18, BFG+22], where deniability extends from exchanging keys to the
denial of entire communications under a shared key.

Typically, AKE involves multiple rounds of interaction to satisfy both authentication and deniability
requirements. KEM-TLS [SSW20], which relies on a KEM, falls into the same line of work by requiring
interactions. Another line of research explores deniable ring authentication [Nao02], where users within a
designated ring can deny sending a message while maintaining authentication within the ring. As for AKE,
there is no limit on the number of rounds of interactions. In contrast, Susilo and Mu [SM04] investigated
non-interactive ring authentication which uses a single message for sender-to-receiver authentication.
However, their construction is based on ring signatures and chameleon hash functions resulting in rather
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weak deniability properties. The work of [FM15] gives a comprehensive overview of notions of deniable
message authentication; part of it is similar to our settings of deniability for AKEMs (see Section 4.2).

In [UG15,UG18] various black-box constructions are presented using ring signatures, of which Spawn+
is the most similar to our deniable AKEM (a one-shot primitive). Our black-box construction of deniable
AKEM requires the following primitives: a ring signature scheme, a KEM, and a symmetric encryption scheme
(which does not incur any overhead in ciphertext size); whereas the construction of Spawn+ requires: a ring
signature scheme and a Dual-Receiver Encryption with Associated Data, a primitive that is objectively more
costly than a KEM. Dual-Receiver Encryption with Associated Data, requires two encryptions (one to each
participant), a non-interactive zero knowledge proof of knowledge (NIZKPK) proving that ciphertexts contain
the same plaintext. Furthermore, instantiating Spawn+ with post-quantum NIZKs would incur an additional
cost. On the other hand, the ZDH/XZDH exchange implicitly involves a Diffie-Hellman key exchange in order
to derive the MAC key. Translating this to the post-quantum setting would require significantly larger public
keys, if using a post-quantum NIKE.

Another work [HKKP22] constructed Signal-conforming AKE from ring signatures and NIZKs. However,
the primitive is not one-move, as it requires ephemeral KEM keys. Additionally, they consider a weaker
anonymity notion for their ring signatures (no secret keys are exposed) which translates to weaker deniability
for the AKE.

Another folklore method to achieve deniability is non-interactive key exchange (NIKE) due to its
symmetric nature, enabling implicit authentication. This differs from most other approaches that employ
explicit methods, such as sending a signature from the sender to the receiver, which can then be explicitly
verified to confirm the sender’s authenticity. A main drawback of the NIKE approach is that it only
provides sender deniability guarantees in a scenario where the receiver is potentially dishonest but no
guarantee for the sender in an honest receiver setting (for detailed information, we refer to Section 4.2).
The same setting is considered in the work of [CHDN+24] constructing a lattice-based deniable split-KEM
focusing solely on the dishonest receiver setting and achieving a slightly weaker notion of deniability, where
the simulator is only given the receiver’s secret key, and the adversary is likewise only given the receiver’s
secret key (not the sender’s secret key).

2 Preliminaries

In this section, we present important preliminaries. Further standard preliminaries are defined in Appendix A.

2.1 Notation

Sets and Algorithms. We write s $← S to denote the uniform sampling of s from the finite set S. For an
integer n, we define [n] := {1, . . . , n}. The notation JbK, where b is a boolean statement, evaluates to 1 if the
statement is true and 0 otherwise. We use uppercase letters A,B, C,D to denote algorithms. Unless otherwise
stated, algorithms are probabilistic, and we write (y1, . . .)

$← A(x1, . . .) to denote that A returns (y1, . . .)
when run on input (x1, . . .). We write AB to denote that A has oracle access to B during its execution. For
a randomised algorithm A, we use the notation y ∈ A(x) to denote that y is a possible output of A on input
x. The support of a discrete random variable X is defined as sup(X) := {x ∈ R | Pr[X = x] > 0}. For two
polynomials f , g, we denote the polynomial multiplication of f and g by f ∗ g.
Security Games.We use standard code-based security games [BR04]. A game G is a probability experiment
in which an adversary A interacts with an implicit challenger that answers oracle queries issued by A. The
game G has one main procedure and an arbitrary amount of additional oracle procedures which describe how
these oracle queries are answered. We denote the (binary) output b of game G between a challenger and
an adversary A as G(A) ⇒ b. A is said to win G if G(A) ⇒ 1, or shortly G ⇒ 1. Unless otherwise stated,
the randomness in the probability term Pr[G(A) ⇒ 1] is over all the random coins in game G. If a game is
aborted the output is either 0 or a random bit b in case of an indistinguishability game, i.e. a game for which
the advantage of an adversary is defined as the absolute difference of winning the game to 1

2 . To provide a
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cleaner description and avoid repetitions, we sometimes refer to procedures of different games. To call the
oracle procedure Oracle of game G on input x, we shortly write G.Oracle(x).

2.2 Lattice Preliminaries

NTRU Lattices.We use the GPV [GPV08] framework instantiated over NTRU lattices as done in [DLP14].

Definition 1 (Lattice). For a finite basis B = {b1, . . . , bn}, let the lattice Λ(B), or simply Λ, be the set
of vectors

Λ(B) :=

{
n∑

i=1

cibi | ci ∈ Z

}
.

Definition 2 (NTRU Lattice). Let N = 2k for k ∈ Z, q prime, f , g ∈ R = Z[X]/(XN + 1), and
h = g ∗ f−1 mod q. The NTRU lattice parameterised by h and q is a lattice of volume qN in R2N in the
coefficient embedding of the following module

Λh,q := {(u,v) ∈ R2
q : u ∗ h+ v = 0 mod q}.

Equivalently, for R = Z[X]/(XN +1), an NTRU lattice is a full-rank submodule lattice of R2 generated
by the columns of a matrix of the form

Bh =

[
1 0
h q

]
for prime q and some h ∈ R coprime to q. A trapdoor for this lattice is a relatively short basis

Bf ,g =

[
f F
g G

]
where the basis vectors (f , g) ∈ R2 and (F ,G) ∈ R2 are not much larger than

√
detBh =

√
q and

f ∗G− g ∗ F = q.

Norms. For a polynomial f ∈ Rq = Zq[X]/(XN +1), let f ∈ ZN
q denote the coefficient embedding of f , and

fi ∈ Zq the ith coefficient. For an element fi ∈ Zq, we write |fi| to denote |fi mod q|. Let the ℓ2-norm for

f = f0+ f1X + . . .+ fN−1X
N−1 ∈ Rq be defined as ∥f∥2 :=

√∑N−1
i=0 |fi|

2
. For polynomials f1, . . . ,fk ∈ Rq

we use the notation

∥(f1, . . . ,fk)∥2 :=

√√√√N−1∑
i=0

(
|f1i |

2
+ . . .+ |fki |

2
)
.

Gaussians and Preimage Sampling. We recall some concepts and tools for Gaussian sampling.

Definition 3 (Discrete Gaussian Distribution over Λ). For any standard deviation s > 0, the
n-dimensional Gaussian function ρs,c : Rn → (0, 1] on Rn centred at c ∈ Rn with standard deviation s is
defined by

ρs,c(x) := exp

(
−
∥x− c∥22

2s2

)
.

For any c ∈ Rn, s ∈ R+, and lattice Λ, the discrete Gaussian distribution over Λ is defined as

∀ x ∈ Λ, DΛ,s,c :=
ρs,c(x)∑
z∈Λ ρs,c(z)

.

We omit the subscript c when the Gaussian is centred at 0 and subscript Λ when the Gaussian is over Zn.
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For bounding the probability that a random variable deviates a long way from the mean, we will use the
following tail bounds from [Ban93,Lyu12].

Lemma 1. Let n > 1 and s > 0.

1. For any τ > 0, Prz←DZ,s [|z| > τs] ≤ 2e
−τ2

2 .

2. For any τ > 1, Prz←Ds
[∥z∥2 > τs

√
n] < τne

n
2 (1−τ2).

Definition 4 (Gram-Schmidt Norm [GPV08, DLP14]). For a finite basis B = (bi)i∈I , let B̃ =
(b̃i)i∈I be its Gram-Schmidt orthogonalization. Then the Gram-Schmidt norm of B is the value ∥B∥GS :=

maxi∈I

∥∥∥b̃i∥∥∥.
Lemma 2 (NTRU Trapdoor Generation [HPS98,Pre15]). Let R := Z[X]/(XN +1). There exists a
PPT algorithm, TpdGen(q, α), that given a modulus q, and a target quality α, returns a public key h ∈ R,
and the trapdoor (f , g) ∈ R×R, such that Bh and Bf ,g form a basis of the same lattice. Furthermore, the
Gram-Schmidt norm ∥Bf ,g∥GS ≤ α

√
q.

Let Λ be an n-dimensional lattice and ϵ > 0, the (scaled) smoothing parameter ηϵ(Λ) is the smallest
s > 0 such that ρ1/s(Λ

∗ \ 0) ≤ ϵ, where Λ∗ denotes the dual lattice (the exact definition of the dual is not
required for this work). We will use the following upper bound on the smoothing parameter.

Lemma 3 (Special case of [MR07, Lem. 4.4]). For any ϵ ∈ (0, 1) it holds

ηϵ
(
Z2N

)
≤ 1

π
·
√

ln(4N(1 + 1/ϵ))

2
.

Definition 5 (Rényi Divergence [BLL+15,Pre17]). Let P,Q be two distributions such that sup(P) ⊆
sup(Q). For a ∈ (1,∞), we define the Rényi divergence of order a as

Ra(P || Q) :=

 ∑
x∈sup(P)

P(x)a

Q(x)a−1

 1
a−1

.

Definition 6 (Kullback-Leibler Divergence). Let P and Q be two discrete probability distributions
over the same countable set X . The KL divergence of P from Q is defined as

δKL(P || Q) :=
∑
x∈X

ln

(
P(x)
Q(x)

)
· P(x).

Definition 7 (Relative Error [MW17]). Let P and Q be two discrete probability distributions over the
same countable set X . The relative error of P and Q is defined as

δRE(P,Q) := max
x∈sup(P)

|P(x)−Q(x)|
P(x)

.

The relative error can be used to bound the KL-divergence. We make use of the following result
from [MW17].

Lemma 4 ([MW17, Lem. 2.1]). For any two distributions P, and Q with the same support and
δRE(P,Q) < 1,

δKL(P || Q) ≤
δRE(P,Q)2

2(1− δRE(P,Q))2
.

In particular, using the Taylor series expansion the function can be approximated to
δKL(P,Q) ≲ 1

2δRE(P,Q)2 at δRE = 0.
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Similarly, the relative error can be used to bound the Rényi.

Lemma 5 (Relative error [Pre17, Lem. 3]). Let P,Q be two distributions such that sup(P) = sup(Q)
and δRE > 0. Then for a ∈ (1,+∞],

Ra(P || Q) ≲ 1 +
aδ2RE

2
.

Lemma 6 (Relative Error of Preimage Sampler [Pre17, Lem. 6]). Let N be a positive integer and
ϵ ∈ (0, 1/4). Then there exists a preimage sampling algorithm PreSmp(B, s, c), such that for any basis B,
standard deviation s ≥ ηϵ(Z2N ) · ∥B∥GS and arbitrary syndrome c, the relative error is bounded by

δRE(PreSmp(B, s, c),DΛ(B),s,c) ≤
(
1 + ϵ/N

1− ϵ/N

)N

− 1 ≈ 2ϵ.

Combining Lemmas 4 to 6 yields the following useful corollary.

Corollary 1. Let N be a positive integer, a > 1, and ϵ ∈ (0, 1/4). Then there exists a preimage sampling
algorithm PreSmp(B, s, c), such that for any basis B, standard deviation s ≥ ηϵ(Z2N ) · ∥B∥GS and arbitrary
syndrome c, the KL divergence and Renyi divergence is bounded by

δKL := δKL(PreSmp(B, s, c) || DΛ(B),s,c) ≲ 2ϵ2

and
Ra(PreSmp(B, s, c) || DΛ(B),s,c) ≲ 1 + 2aϵ2.

We use the shorthand Ra(PreSmp || D) if the parameters are clear from the context.

Hardness Assumption. We define the R-LWE problem over NTRU lattices, with respect to a Gaussian
distribution with standard deviation s.

Definition 8. Let R := Z[X]/(XN + 1). The Ring Learning With Errors problem relative to the NTRU
trapdoor algorithm TpdGen with parametersm, q, α > 0 and s ≥ 0 is defined via the game R-LWE, depicted
in Figure 2. We define the advantage of A in R-LWE as

AdvR-LWE
m,q,α,s,A := Pr[R-LWEm,q,α,s(A)⇒ 1].

Game R-LWEm,q,α,s(A)

01 b $← {0, 1}
02 u $← DZN ,s

03 for i ∈ [m]

04 (hi, ·, ·)← TpdGen(q, α)

05 v $← DZN ,s

06 if b = 0

07 zi := u ∗ hi + v

08 else

09 zi
$←Rq

10 b′ $← A((h1,z1), . . . , (hm,zm))

11 return Jb = b′K

Game R-ISISm,q,α,β(A)

01 for i ∈ [m]

02 (hi, ·, ·)← TpdGen(q, α)

03 c $←Rq

04 (u1, . . . ,um,v)
$← A(h1, . . . ,hm, c)

05 return
r∑

i∈[m] hi ∗ ui + v = c ∧ ∥(u1, . . . ,um,v)∥2 ≤ β
z

Figure 2. Games defining R-LWEm,q,α,s and R-ISISm,q,α,β

We will use the following variant of the R-ISIS problem over NTRU lattices.
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Definition 9 (R-ISIS). LetR := Z[X]/(XN+1). The Inhomogenious Ring Short Integer Solution problem
relative to the NTRU trapdoor algorithm TpdGen with parameters m, q > 0 and α, β > 0 is defined via the
game R-ISIS, depicted in Figure 2. We define the advantage of A in R-ISIS as

AdvR-ISIS
m,q,α,β,A := Pr[R-ISISm,q,α,β(A)⇒ 1].

According to [LM06], R-ISISm,q,α,β is as hard as SVPγ for γ = Õ(Nβ). In particular, its hardness is
independent of m.4

3 Ring Signatures

3.1 Definitions

We recall syntax and standard security notions of ring signatures [RST01].

Definition 10 (Ring Signature). Formally, a ring signature scheme RSig is given by three algorithms
(Gen,Sgn,Ver).

par $← Stp(κ): Given an upper bound on the ring size ρ, the probabilistic setup algorithm Stp returns system
parameters par, where par defines a message spaceM. We assume that all algorithms are implicitly given
access to the system parameters par.

(sk, pk) $← Gen: The probabilistic key generation algorithm returns a secret key sk and a corresponding
public key pk.

σ $← Sgn(sk, ρ,m): Given a secret key sk, a ring ρ = {pk1, . . . , pkk} such that the public key pk corresponding
to sk satisfies pk ∈ ρ and k ≤ κ, and a message m ∈M, the probabilistic signing algorithm Sgn returns
a signature σ from a signature space S.

b← Ver(σ, ρ,m): Given a signature σ, a ring ρ, and a message m, the deterministic verification algorithm
Ver returns a bit b, such that b = 1 if and only if σ is a valid signature on m and b = 0 otherwise.

RSig is δ(κ)-correct or has correctness error δ(κ) if for all κ ∈ N, par $← Stp(κ), and {(ski, pki)}i∈[k] ∈
sup (Gen), and for any i ∈ [k] with k ≤ κ,

Pr [Ver(Sgn(ski, ρ,m), ρ,m) ̸= 1] ≤ δ(κ),

where ρ := {pk1, . . . , pkk}, and the probability is taken over the random choices of Stp, Gen and Sgn.
We assume (w.l.o.g.) that there is a mapping µ from the space of secret keys to the space of public keys

such that for all (sk, pk) ∈ sup(Gen) it holds µ(sk) = pk.

Unforgeability. Unforgeability for ring signatures states that, given a target set of public-keys
{pk1, . . . , pkn}, an adversary cannot forge a signature σ∗ on a message m∗ and a ring ρ∗ ⊆ {pk1, . . . , pkn}.
The adversary is furthermore allowed to make adaptive signing queries on a message mi and ring ρi, as
long as the ring contains at least one of the supplied key from the set {pk1, . . . , pkn} (and hence the
experiment knows the corresponding secret key). This is also referred to as “insider security” in [BKM09]
since it models an adversary who is part of a ring for which an honest signature is created. This is the
strongest unforgeability notion for ring signatures considered in [BKM09]. We will further consider the
weaker notion of one-per-message unforgeability, where the adversary is only allowed to make a single
signing query for each message/ring pair (mi, ρi). The two notions unforgeability under chosen ring attacks
and one-per-message unforgeability under chosen ring attacks are formalised through the games
(n, κ,QSgn)-UF-CRARSig(A) and (n, κ,QSgn)-UF-CRA1RSig(A) depicted in Figure 3, where n is the

4 Standard R-ISIS is usually defined with respect to uniform ring elements hi. But under the NTRU assumption,
hi generated using TpdGen are computationally indistinguishable from uniform ones.
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number of users, κ the maximal ring size, and QSgn is an upper bound on the signing queries. We define the
advantage functions of adversary A as

Adv
(n,κ,QSgn)-UF-CRA
RSig,A := Pr[(n, κ,QSgn)-UF-CRARSig(A)⇒ 1],

Adv
(n,κ,QSgn)-UF-CRA1
RSig,A := Pr[(n, κ,QSgn)-UF-CRA1RSig(A)⇒ 1].

Games (n, κ,QSgn)-UF-CRARSig(A) and (n, κ,QSgn)-UF-CRA1RSig(A)

01 Q ← ∅
02 par $← Stp(κ)

03 for i ∈ [n]

04 (ski, pki)
$← Gen

05 (σ⋆, ρ⋆,m⋆) $← ASgn(par, pk1, . . . , pkn)

06 return Jρ⋆ ⊆ {pk1, . . . , pkn} ∧ Ver(σ⋆, ρ⋆,m⋆) = 1 ∧ (ρ⋆,m⋆) /∈ QK

Oracle Sgn(i ∈ [n], ρ,m)

07 if pki /∈ ρ
08 return ⊥
09 if (ρ,m) ∈ Q //UF-CRA1

10 return ⊥ //UF-CRA1

11 σ $← Sgn(ski, ρ,m)

12 Q ← Q∪ {(ρ,m)}
13 return σ

Figure 3. Games defining UF-CRA and UF-CRA1 for a ring signature scheme RSig and adversary A.

Anonymity. In our study of ring signatures, we focus on the strongest possible notion of anonymity, namely
that of anonymity under full key exposures from [BKM09]. This means, that it is indistinguishable which
participant of a ring signed a message even if all the secret keys are exposed. A shortcoming of the notion
from [BKM09] is that the adversary is two-staged. In particular, given the public keys and a signing oracle
the adversary first chooses a message and two indices. After that, they get the challenge signature together
with the secret keys and have to guess who signed the message. Note that the adversary must choose message
and attacked users before knowing the secret keys. This can be strengthened by providing the secret keys in
the beginning of the game. We provide a counterexample in Appendix B.1 to illustrate the discrepancy.

Furthermore, this approach gives a natural extension to a multi-challenge notion implied via a hybrid
argument which is not directly possible for the notion from [BKM09]. The multi-challenge notion is
particularly important for the use in larger protocols, for example in Section 4. We formalise
multi-challenge anonymity under full key exposures of a ring signature RSig via the game
(n, κ,QChl)-MC-AnoRSig(A) for and adversary A, depicted in Figure 4. We define the advantage as

Adv
(n,κ,QChl)-MC-Ano
RSig,A :=

∣∣∣∣Pr[(n, κ,QChl)-MC-AnoRSig(A)⇒ 1]− 1

2

∣∣∣∣.

Game (n, κ,QChl)-MC-AnoRSig(A)

01 par $← Stp(κ)

02 for i ∈ [n]

03 (ski, pki)
$← Gen

04 b $← {0, 1}
05 b′ $← AChl(par, (sk1, pk1), . . . , (skn, pkn))

06 return Jb = b′K

Oracle Chl(i0 ∈ [n], i1 ∈ [n], ρ,m)

07 if (ρ ⊆ {pk1, . . . , pkn}) ∧ (pki0 ∈ ρ) ∧ (pki1 ∈ ρ)
08 σ $← Sgn(skib , ρ,m)

09 return σ

10 else

11 return ⊥

Figure 4. Game defining MC-Ano for a ring signature scheme RSig with adversary A making at most QChl queries
to Chl.
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3.2 A New Ring Signature Construction from Lattices

Construction. Our ring signature construction Gandalf is defined over Rq and instantiated with a
trapdoor generation algorithm TpdGen and a preimage sampler PreSmp, detailed in Figure 5. The setup
algorithm Stp takes as input the maximum ring size κ and outputs the system parameters. The function
ψ sets an appropriate tailcut rate τ based on κ. An explicit ψ is presented in the instantiation section
in Table 3. Note that we do not explicitly mention other general parameters in the construction such as the
modulus q, the standard deviation s, or the quality of the trapdoor α. We refer to Table 2 for an overview
of all relevant parameters and to Section 5 for a concrete parameter selection. Line 12 verifies whether the
signer is actually part of the ring they intend to sign for.

Stp(κ)

01 τ := ψ(κ)

02 β := τ · s ·
√

(κ+ 1)N

03 par := (κ, τ, β) ∈ N× R× R
04 return par

Gen

05 (f , g,h) $← TpdGen(q, α)

06 sk := (f , g) ∈ Rq ×Rq

07 pk := h ∈ Rq

08 return (sk, pk)

Sgn(sk, ρ,m)

09 parse sk → (f , g)

10 parse ρ→ (h1, . . . ,hk)

11 require k ≤ κ
12 require ∃ j ∈ [k] : µ(sk) = hj

13 for i ∈ [k] \ {j}
14 ui

$← DZN ,s,0

15 ci := ui ∗ hi ∈ Rq

16 h := H(m, ρ) ∈ Rq

17 cj := h−
∑

i∈[k]\{j} ci

18 (uj ,v)
$← PreSmp(Bf ,g, s, cj)

19 σ := (u1, . . . ,uk) ∈ Rk
q

20 return σ

Ver(σ, ρ,m)

21 parse σ → (u1, . . . ,uk)

22 parse ρ→ {h1, . . . ,hk}
23 v := H(m, ρ)−

∑
i∈[k] ui∗hi

24 if ∥(u1, . . . ,uk,v)∥2 ≤ β
25 return 1

26 else

27 return 0

Figure 5. Construction of ring signature scheme Gandalf[TpdGen,PreSmp] := (Stp,Gen, Sgn,Ver) with hash
function H : {0, 1}∗ →Rq.

Lemma 7 (Correctness). The ring signature scheme Gandalf depicted in Figure 5 is δ(κ)-correct where

δ(κ) = τ (κ+1)N · e
(κ+1)N

2 (1−τ2),

with τ > 1.

Proof. For i ∈ [k] and k ≤ κ let (ski, pki) ∈ sup(Gen), ρ := {pk1, . . . , pkk}, and τ > 1. Applying Lemma 1
gives

Pr[Ver(Sgn(ski, ρ,m), ρ,m) ̸= 1] = Pr[∥(u1, . . . ,uk,v)∥2 > β]

= Pr[∥(u1, . . . ,uk,v)∥2 > τs
√
(κ+ 1) ·N ]

< τ (κ+1)N · e
(κ+1)N

2 (1−τ2).

■

Anonymity. In this section we show the MC-Ano of Gandalf. Note that anonymity is independent of
the maximum ring size κ.

Theorem 1 (Gandalf MC-Ano). For any adversary A, making at most QChl challenge queries, against
the MC-Ano security of Gandalf, depicted in Figure 5, it holds

Adv
(n,κ,QChl)-MC-Ano
Gandalf,A ≤ QChl · δKL.
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The proof of Theorem 1 can be found in Appendix B.1.

Unforgeability. We show that Gandalf fulfills UF-CRA1 security, i.e. one-per-message unforgeability
against chosen ring attacks. However, with an additional salt we can enhance the security of the signature
scheme to achieve full UF-CRA security for the cost of increasing the signature size by the size of the salt.
For a security level of 128 bits, this amounts to a salt of 24 byte (see Section 5). A generic transformation
is shown in Appendix B.2.

Theorem 2 (R-LWE + R-ISIS⇒ Gandalf UF-CRA1). Let TpdGen be a trapdoor generation algorithm
and PreSmp a preimage sampling algorithm. Then for any adversary A, making at most QSgn signing queries
and QH random oracle queries, against the UF-CRA1 security of Gandalf[TpdGen,PreSmp] (Figure 5)
in the random oracle model, there exist adversaries B against R-LWE and C against R-ISIS such that

Adv
(n,κ,QSgn)-UF-CRA1

Gandalf[TpdGen,PreSmp],A ≤ QH ·AdvR-LWE
m=1,q,α,s,B + c ·QH ·AdvR-ISIS

m=n,q,α,β,C +
c

|Rq|
,

for c =
√
2 ·R2λ(PreSmp || D)QSgn and β = τs

√
(κ+ 1)N .

Proof. Consider the sequence of games depicted in Figure 6.

Game G0. This is the UF-CRA1 game for RSig so by definition

Pr[GA
0 ⇒ 1] = Adv

(n,κ,QSgn)-UF-CRA1
Gandalf,A .

Game G1. In this game, the output of the random oracle is changed if there is at least one honest public
key in ring ρ. The smallest index of such an honest user is denoted by i∗ (see Line 21). Instead of drawing
a uniform element from Rq, we sample Gaussian distributed values u from Rq for each element in ρ and
compute c := u∗h′. For user with index i∗ in the ring, i.e. for public key h′i∗ , we sample an additional element
v from the same distribution and instead compute c := u∗h′i∗ +v to represent an honest signer and making
the RO output uniformly random. Then we set the output of the random oracle to be h :=

∑
i∈[k] ci. Note

that this is basically the signing procedure without using the knowledge of any signing key but programming
the random oracle. Further, we store the preimage (u1, . . . ,uk,v) together with ring and message in set P
for later use.

Claim 1: There exists a PPT adversary B against R-LWE1 ,q,α,s such that∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ QH ·AdvR-LWE
1,q,α,s,B.

Proof. In Game G0, the output of the random oracle is h $← Rq. In the first step, we compute h as
h←

∑
i∈[k]\{i∗} ci+ci∗ where the ci are computed as in Game G1 except for ci∗ which is chosen uniformly at

random from Rq. This change is perfectly indistinguishable. Next, we replace ci∗
$← Rq by ci∗ ← u ∗h′i∗ +v

with (u,v) $← DZ2N ,s,0. This change can be reduced to R-LWE with one sample (m = 1). Applying this
change QH times results in Game G1 using a hybrid argument. ■

Game G2. In this game, the signing oracle is simulated without using the signing key. To this end, the stored
preimages from the random oracle query are used as a signature (Line 45).

Claim 2:
Pr[GA

1 ⇒ 1] ≤
√
2 ·R2λ(PreSmp || D)QSgn · Pr[GA

2 ⇒ 1].

Proof. The difference is that the output of the preimage sampler uj ,vj is now replaced by a random value
drawn from distribution DZ2N ,s,0 conditioned on the ring equation, i.e. uj ∗ hj + vj = h −

∑
ℓ∈[k]\{j} cℓ.

According to [Pre17, Sec. 3.3], we get

Pr[GA
1 ⇒ 1]

Pr[GA
2 ⇒ 1]

≤
√
2 ·R2λ(P || Q)QSgn
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G0 − G3

01 Q,H,P ← ∅
02 par $← Stp(κ)

03 for i ∈ [n]

04 (fi, gi,hi)
$← TpdGen

05 ski := (fi, gi)

06 pki := hi

07 (σ⋆, ρ⋆,m⋆) $← ASgn,H(par, pk1, . . . , pkn)

08 parse σ⋆ → (u⋆
1, . . . ,u

⋆
k)

09 parse ρ⋆ → {h⋆
1, . . . ,h

⋆
k}

10 for i ∈ [k]

11 c⋆i := u⋆
i ∗ h⋆

i

12 if (·, ρ⋆,m⋆) /∈ H //G3

13 abort //G3

14 v⋆ := H(m⋆, ρ⋆)−
∑

i∈[k] c
⋆
i

15 return Jρ⋆ ⊆ {pk1, . . . , pkn} ∧ ∥(u⋆
1, . . . ,u

⋆
k,v

⋆)∥2 ≤ β ∧ (ρ⋆,m⋆) /∈ QK

H(m, ρ)

16 if ∃ h : (h,m, ρ) ∈ H
17 return h

18 h $←Rq

19 parse ρ→ {h′
1, . . . ,h

′
k} //G1 − G3

20 if ρ ∩ {h1, . . . ,hn} ≠ ∅ //G1 − G3

21 i∗ := min{i | h′
i ∈ {h1, . . . ,hn}} //G1 − G3

22 (ui∗ ,v)
$← DZ2N ,s //G1 − G3

23 ci∗ := ui∗ ∗ h′
i∗ + v //G1 − G3

24 for i ∈ [k] \ {i∗} //G1 − G3

25 ui
$← DZN ,s //G1 − G3

26 ci := ui ∗ h′
i //G1 − G3

27 P ← P ∪ {(m, ρ,u1, . . . ,uk,v)} //G1 − G3

28 h :=
∑

i∈[k] ci //G1 − G3

29 H ← H∪ {(h,m, ρ)}
30 return h

Oracle Sgn(i ∈ [n], ρ,m)

31 if pki /∈ ρ
32 return ⊥
33 if (ρ,m) ∈ Q
34 return ⊥
35 parse ρ→ (h′

1, . . . ,h
′
k)

36 require k ≤ κ
37 require ∃ j ∈ [k] : hi = h′

j

38 h := H(m, ρ)

39 for ℓ ∈ [k] \ {j}
40 uℓ

$← DZN ,s,0

41 cℓ := uℓ ∗ h′
ℓ

42 cj := h−
∑

ℓ∈[k]\{j} cℓ

43 (uj ,vj)
$← PreSmp(Bfi,gi , s, cj)

44 p← P : p = (m, ρ, . . .) //G2 − G3

45 parse p→ (m, ρ,u1, . . . ,uk,v) //G2 − G3

46 σ := (u1, . . . ,uk,v)

47 Q ← Q∪ {(ρ,m)}
48 return σ

Figure 6. Games G0 − G3 for the proof of Theorem 2.

since the only difference between G1 and G2 is the access to the underlying distributions of PreSmp/D and
there are at most QSgn queries to these distributions. The preimage can be used independent of signer i since
the distribution of the u’s as well as v is always the same. The procedure only works if there is at least one
honest user in the ring which must be satisfied in the signing oracle, by definition of a ring signature. Note
that the signature is now the same for any fixed pair (ρ,m) but this is not observable for a one-per-message
adversary. ■
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Game G3. Game G3 aborts if the adversary did not query the random oracle on the forgery, i.e. did not issue
a query H(ρ⋆,m⋆).

Claim 3: ∣∣Pr [GA
2 ⇒ 1

]
− Pr

[
GA
3 ⇒ 1

]∣∣ ≤ 1

|Rq|
.

Proof. If the adversary does not query the RO on the forgery parameters ρ⋆ and m⋆, the chances of winning
the game are at most 1

|Rq| since Rq is the output space of the RO. Moreover, the signing oracle does not

reveal any information of the RO to the adversary since the same ring and message cannot be used for a
valid forgery. ■

Reduction to G3. To upper bound the winning probability of Game G3, we show that there exists an
adversary C against R-ISIS.

Claim 4: There exists a PPT adversary C against R-ISISn,q,α,β such that

Pr[GA
3 ⇒ 1] ≤ QH ·AdvR-ISIS

m=n,q,α,β,C .

Proof. Adversary C is formally constructed in Figure 7. They guess a random oracle query in the beginning
of the game (Line 02) and embed the ISIS challenge in this query to the random oracle in Line 43. However,
we only consider explicit queries to the RO and no implicit queries from the singing oracle (see condition
in Line 40). If the guess is correct, reduction C returns an ISIS solution; this happens with probability 1

QH
.

Then solution (û1, . . . .ûn,v
⋆) is correct since

h1 ∗ û1 + . . .+ hn ∗ ûn + v⋆ = H(m⋆, ρ⋆) = c

due to Line 13, Line 16, and the fact that all the u’s are 0 for all the h’s not being in ρ⋆ (Line 24). Taking
the guessing probability into account includes the abort in Line 19 because the abort only occurs if the guess
was wrong: if the guess was correct, the adversary cannot query the signing oracle on the challenge message
and win the game. Further, it holds ∥(u⋆

1, . . . ,u
⋆
k,v

⋆)∥2 ≤ β because A returned a valid signature (Line 17).
This implies ∥(û1, . . . , ûn,v

⋆)∥2 ≤ β since all the u’s not occurring in (u⋆
1, . . . ,u

⋆
k) were set to 0 (Line 24).

■

Collecting the terms, we obtain the stated bound of the theorem. ■

4 Deniable AKEM

4.1 Syntax and Security

Definition 11 (Authenticated Key Encapsulation Mechanism). An authenticated key encapsulation
mechanism AKEM is defined as a tuple AKEM := (Gen,Enc,Dec) of the following PPT algorithms.

(sk, pk) $← Gen: The probabilistic generation algorithm Gen returns a secret key sk and a corresponding
public key pk. We implicitly assume the existence of a shared key space K.

(c, k) $← Enc(sks, pkr): Given a sender’s secret key sks and a receiver’s public key pkr, the probabilistic
encapsulation algorithm Enc returns a ciphertext c and a shared key k ∈ K.

k ← Dec(pks, skr, c): Given a sender’s public key pks, a receiver’s secret key skr, and a ciphertext c, the
deterministic decapsulation algorithm Dec returns a shared key k ∈ K, or a failure symbol ⊥.

The correctness error δ is defined as

δ := Pr

Dec(pks, skr, c) ̸= k

∣∣∣∣∣∣
(sks, pks)

$← Gen
(skr, pkr)

$← Gen
(c, k) $← Enc(sks, pkr)

 .
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C(h1, . . . ,hn, c)

01 ℓ← 0

02 ℓ∗ $← [QH] // guess RO query

03 Q,H,P ← ∅
04 par $← Stp(κ)

05 for i ∈ [n]

06 (fi, gi,hi)
$← TpdGen

07 ski := (fi, gi)

08 pki := hi

09 (σ⋆, ρ⋆,m⋆) $← ASgn,H(par, pk1, . . . , pkn)

10 parse σ⋆ → (u⋆
1, . . . ,u

⋆
k)

11 parse ρ⋆ → {h⋆
1, . . . ,h

⋆
k}

12 for i ∈ [k]

13 c⋆i := u⋆
i ∗ h⋆

i

14 if (·, ρ⋆,m⋆) /∈ H
15 abort

16 v⋆ := H(m⋆, ρ⋆)−
∑

i∈[k] c
⋆
i

17 if Jρ⋆ ⊆ {pk1, . . . , pkn} ∧ ∥(u⋆
1, . . . ,u

⋆
k,v

⋆)∥2 ≤ β ∧ (ρ⋆,m⋆) /∈ QK
18 if H(m⋆, ρ⋆) ̸= c

19 return ⊥ //wrong guess

20 for i ∈ [n]

21 if ∃ j : hi = h⋆
j

22 ûi := u⋆
j

23 else

24 ûi := 0

25 return (û1, . . . .ûn,v
⋆) // return ISIS solution

26 return ⊥

H(m, ρ)

27 if ∃ h : (h,m, ρ) ∈ H
28 return h

29 h $←Rq

30 parse ρ→ {h′
1, . . . ,h

′
k}

31 if ρ ∩ {h1, . . . ,hn} ≠ ∅
32 i∗ := min{i | h′

i ∈ {h1, . . . ,hn}}
33 (ui∗ ,v)

$← DZ2N ,s

34 ci∗ := ui∗ ∗ h′
i∗ + v

35 for i ∈ [k] \ {i∗}
36 ui

$← DZN ,s

37 ci := ui ∗ h′
i

38 P ← P ∪ {(m, ρ,u1, . . . ,uk,v)}
39 h :=

∑
i∈[k] ci

40 if Query is not from Sgn

41 ℓ := ℓ+ 1 // count direct queries

42 if ℓ = ℓ∗

43 h := c // embed ISIS challenge

44 H ← H∪ {(h,m, ρ)}
45 return h

Oracle Sgn(i ∈ [n], ρ,m)

46 if pki /∈ ρ
47 return ⊥
48 if (ρ,m) ∈ Q
49 return ⊥
50 parse ρ→ (h′

1, . . . ,h
′
k)

51 require k ≤ κ
52 require ∃ j ∈ [k] : hi = h′

j

53 h := H(m, ρ)

54 for ℓ ∈ [k] \ {j}
55 uℓ

$← DZN ,s,0

56 cℓ := uℓ ∗ h′
ℓ

57 cj := h−
∑

ℓ∈[k]\{j} cℓ

58 (uj ,vj)
$← PreSmp(Bfi,gi , s, cj)

59 p← P : p = (m, ρ, . . .)

60 parse p→ (m, ρ,u1, . . . ,uk,v)

61 σ := (u1, . . . ,uk,v)

62 Q ← Q∪ {(ρ,m)}
63 return σ

Figure 7. Adversary C against R-ISIS simulating G3 for adversary A for the proof of Theorem 2.

Without loss of generality we assume the existence of an efficiently computable function µ such that for
all (sk, pk) ∈ Gen it holds µ(sk) = pk.

Confidentiality. We consider the strongest possible notion of CCA security for an AKEM, in particular
that of insider security [AJKL23]. The details have been deferred to Appendix C.

Authenticity. We explore two notions of authenticity, outsider and insider authenticity. The outsider
notion for AKEMs is taken from [ABH+21], the insider notion we adapt from the outsider notion. The
difference is in the challenge oracle, i.e. the oracle for which the adversary has to decide if they get the
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real decapsulation or a randomly sampled key. In the outsider setting, an adversary can choose an arbitrary
sender’s public key along with an honest receiver. In contrast, an insider adversary can choose a receiver’s
secret key by themselves which models a scenario in which it should be hard to distinguish between a real and
a random decapsulation even for the designated receiver party. Note that the sender’s key cannot be chosen
by the adversary because otherwise distinguishing becomes trivial. While insider authenticity implies outsider
authenticity [DZ10], we focus on the latter because it remains achievable when also considering deniability.
We formalise the two notions via the games (n, QEnc, QChl)-Out-AutAKEM(A) (for outsider authenticity)
and (n, QEnc, QDec, QChl)-Ins-AutAKEM(A) (for insider authenticity) depicted in Figure 8 and define the
advantage of an adversary A as

Adv
(n,QEnc,QChl)-Out-Aut
AKEM,A :=

∣∣∣∣Pr [(n, QEnc, QChl)-Out-AutAKEM(A)⇒ 1]− 1

2

∣∣∣∣ and
Adv

(n,QEnc,QDec,QChl)-Ins-Aut
AKEM,A :=

∣∣∣∣Pr [(n, QEnc, QDec, QChl)-Ins-AutAKEM(A)⇒ 1]− 1

2

∣∣∣∣.

Games (n, QEnc, QChl)-Out-AutAKEM(A)
(n, QEnc, QDec, QChl)-Ins-AutAKEM(A)

01 for i ∈ [n]

02 (ski, pki)
$← Gen

03 D ← ∅
04 b $← {0, 1}
05 b′ $← AEncps,Chall(pk1, . . . , pkn) //Out-Aut

06 b′ $← AEncps,Decps,Chall(pk1, . . . , pkn) // Ins-Aut

07 return Jb = b′K

Oracle Chall(pk, r ∈ [n], c) //Out-Aut

08 if ∃ k : (pk, pkr, c, k) ∈ D
09 return k

10 k ← Dec(pk, skr, c)

11 if b = 0

12 continue

13 if b = 1 ∧ pk ∈ {pk1, . . . , pkn} ∧ k ̸= ⊥
14 k $← K
15 D ← D ∪ {(pk, pkr, c, k)}
16 return k

Oracle Encps(s ∈ [n], pk)

17 (c, k) $← Enc(sks, pk)

18 D ← D ∪ {(pks, pk, c, k)}
19 return (c, k)

Oracle Decps(pk, r ∈ [n], c) // Ins-Aut

20 k ← Dec(pk, skr, c)

21 return k

Oracle Chall(s ∈ [n], sk, c) // Ins-Aut

22 if ∃ k : (pks, µ(sk), c, k) ∈ D
23 return k

24 k ← Dec(pks, sk, c)

25 if b = 0

26 continue

27 if b = 1 ∧ k ̸= ⊥
28 k $← K
29 D ← D ∪ {(pks, µ(sk), c, k)}
30 return k

Figure 8. Games defining Out-Aut and Ins-Aut for an authenticated key encapsulation mechanism AKEM with
adversary A making at most QEnc queries to Encps, at most QChl queries to Chall, and at most QDec queries to Decps

(for Ins-Aut).

4.2 Deniability for AKEMs

Deniability aims to model a scenario where a sender sends a potentially incriminating message to a receiver.
The aim is to prevent a third party, the judge (modelled as an adversary) from conclusively attributing,
potentially incriminating, messages to a particular sender. This means that authentication of the sender
should be non-transferable, allowing the sender to plausibly deny their involvement.

More formally, we assume the existence of a simulator Sim, which is capable of generating a ciphertext c
and key k that is indistinguishable from those generated by the encapsulation Enc procedure. Such a simulator
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enables the sender to plausibly deny sending specific messages, as an adversary could have generated the
same messages using the simulator. Depending on the scenario, the simulator may have the secret key of
the receiver in addition to the public keys of the involved parties. This case represents the setting of a
potentially dishonest receiver which means that the receiver could have potentially forged the ciphertext
such that it looks like it came from the sender. If the simulator does not have access to the receiver’s secret
key, we consider an honest receiver and the judge knows about this fact. Note that this distinguishes the
two settings and security in the dishonest receiver setting does not imply security in the honest receiver
setting. 5 However, security in the honest setting implies security in the dishonest since the capabilities of
the simulator increases and the rest stays the same.

Furthermore, different notions of deniability exist, varying in strength depending on the capabilities of
the judge, modelled as the adversary A, and which secret keys are accessible to the judge. This results in
four distinct notions of deniability (for each setting of honest and dishonest receivers).

An overview of the deniability notions is presented in Table 1. For each column of the table, we observe
that the deniability notion at the bottom is stronger than the one above it, since the simulator is give the same
capabilities but judge A has more information (the secret key of the sender). For the same reason, in both the
honest and dishonest receiver settings, the right column is a stronger notion than the one to the left. Further,
one field in the honest setting implies the same field in the dishonest setting. Consequently, the deniability
notion at the bottom right of each setting is the strongest [CHMR23]. However, in the honest receiver
setting, authenticity and correctness of an AKEM imply that achieving this notion is impossible [DHM+20].
Instead, the strongest achievable notion in the honest setting is one where the sender’s key is leaked while
the receiver’s does not. This shows that it is still relevant to consider the dishonest setting since the bottom
right notion of the dishonest setting is not implied by any achievable notion of the honest setting.

Table 1. Different deniability notions for an authenticated key encapsulation mechanism AKEM for honest and
dishonest receivers. Notions where sks leaks imply those where sks does not leak, and similarly for skr. The strongest
notions are marked in green, while those not achievable are marked in red.

Honest Receiver Dishonest Receiver

skr does not leak skr leaks skr does not leak skr leaks

H
o
n
es
t
S
en

d
er

sk
s
d
o
es

n
o
t
le
a
k

Sim(∅),A(∅) Sim(∅),A(skr) Sim(skr),A(∅) Sim(skr),A(skr)

sk
s
le
a
k
s

Sim(∅),A(sks) Sim(∅),A(sks, skr) Sim(skr),A(sks) Sim(skr),A(sks, skr)

=
⇒

=
⇒

=
⇒

=
⇒

=⇒ =⇒

=⇒ =⇒

While our model primarily addresses the deniability of specific messages, our definitions focus on a KEM-
like primitive that returns a key/ciphertext pair, rather than a message. However, if the denial of a common
secret (the KEM key) is possible, the same applies to messages encrypted using that key. For all our security
notions, we consider the multi-user setting. We formally define the strongest achievable notions in the honest
and dishonest receiver setting in Figure 9. For an AKEM and a simulator Sim we define deniability in the
dishonest receiver setting via game (n, QChl)-DR-Den (for dishonest receiver deniability) and in the honest
receiver setting via game (n, QChl)-HR-Den (for honest receiver deniability) depicted in Figure 9 and define

5 For example, consider implicit authentication via a NIKE. In the dishonest setting the sender can always deny
since the receiver could have created the shared key. In the honest setting, the judge knows that the receiver does
not maliciously authenticate ciphertexts to themselves. Hence, if the judge sees a valid ciphertext the sender must
have created it.
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the advantage of adversary A as

Adv
(n,QChl)-DR-Den
AKEM,A,Sim :=

∣∣∣∣Pr[(n, QChl)-DR-DenAKEM,Sim(A)⇒ 1]− 1

2

∣∣∣∣,
Adv

(n,QChl)-HR-Den
AKEM,A,Sim :=

∣∣∣∣Pr[(n, QChl)-HR-DenAKEM,Sim(A)⇒ 1]− 1

2

∣∣∣∣.

Games (n, QChl)-DR-DenAKEM,Sim(A)
(n, QChl)-HR-DenAKEM,Sim(A)

01 R, C ← ∅
02 for i ∈ [n]

03 (ski, pki)
$← Gen

04 b $← {0, 1}
05 b′ ← ARev,Chall(pk1, . . . , pkn)

06 if R∩ C ̸= ∅ //HR-Den

07 return b $← {0, 1} //HR-Den

08 return Jb = b′K

Rev(i ∈ [n])

09 R← R∪ {i}
10 return ski

Oracle Chall(s ∈ [n], r ∈ [n])

11 C ← C ∪ {r}
12 (c, k) $← Enc(sks, pkr)

13 if b = 0

14 continue

15 if b = 1

16 (c, k) $← Sim(pks, pkr, skr) //DR-Den

17 (c, k) $← Sim(pks, pkr) //HR-Den

18 return (c, k)

Figure 9. Games defining DR-Den and HR-Den for an AKEM AKEM and a simulator Sim for adversary A where
A makes at most QChl queries to Chall.

A Note on Authenticity and Deniability. The goal of deniable authentication is to achieve both
authenticity and deniability at the same time. Recall, that for an AKEM there are two different settings
for authenticity, the weaker outsider setting and the stronger insider setting. In the outsider setting, it is
possible to achieve the strongest notions for deniability, as shown in Table 1, without losing any authenticity
guarantees. However, in the insider setting, the strongest notion cannot always be achieved. For example,
simultaneously achieving Ins-Aut security andDR-Den for an AKEM is not always possible. This limitation
stems from the inherent conflict: if the scheme is DR-Den secure, there exists a simulator such that the
judge having all the secret keys cannot distinguish the simulated output from the real output. However, such
a simulator can be used to query the challenge in the Ins-Aut game and easily distinguish the output. Note
that this attack works because the adversary in game Ins-Aut can issue challenge queries on corrupted
receivers, i.e. choose the secret key of the receiver. For the honest setting it is not clear what authenticity
notions can be achieved. We leave this as an interesting open question.

4.3 Generic Construction

In the following, we show a construction of an AKEM AKEM[KEM,RSig,SyE,H] from a KEM
KEM := (Gen,Enc,Dec), a ring signature RSig := (Stp,Gen,Sgn,Ver), a symmetric encryption scheme
SyE := (Enc,Dec), and a keyed function H. The ring signature is applied with Stp(2).

Theorem 3 (KEM IND-CCA + H PRF =⇒ AKEM Ins-CCA). Let KEM be an IND-CCA secure
key encapsulation mechanism and H a PRF, then AKEM[KEM,RSig,SyE,H] as depicted in Figure 10 is an
Ins-CCA secure authenticated key encapsulation mechanism. In particular for any Ins-CCA adversary A
against AKEM[KEM,RSig,SyE,H] there exist a IND-CCA adversary B against KEM and a PRF adversary
C against H such that

Adv
(n,QEncQDec,QCSK,QChl)-Ins-CCA
AKEM[KEM,RSig,SyE,H],A ≤ Adv

(n,QDec,QChl)-IND-CCA
KEM,B +Adv

(QChl,QDec+QChl)-PRF
H,C .

The proof of Theorem 3 can be found in Appendix C.
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Gen

01 (ksk, kpk) $← KEM.Gen

02 (ssk, spk) $← RSig.Gen

03 sk := (ksk, ssk)

04 pk := (kpk, spk)

05 return (sk, pk)

Enc(sks, pkr)

06 parse sks → (ksks, ssks)

07 parse pkr → (kpkr, spkr)

08 (kct, kk) $← KEM.Enc(kpkr)

09 m← (kct, µ(ksks), kpkr, spkr)

10 σ′ ← RSig.Sgn(ssks, {µ(ssks), spkr},m)

11 kk → kk1||kk2
12 σ ← SyE.Enckk1(σ

′)

13 c := (kct, σ)

14 k := H(kk2, σ, µ(ssks),m)

15 return (c, k)

Dec(pks, skr, c)

16 parse pks → (kpks, spks)

17 parse skr → (kskr, sskr)

18 parse c→ (kct, σ)

19 kk ← KEM.Dec(kskr, kct)

20 kk → kk1||kk2
21 σ′ ← SyE.Deckk1(σ)

22 m← (kct, kpks, µ(kskr), µ(sskr))

23 if RSig.Ver(σ′, ρ = {spks, µ(sskr)},m) ̸= 1

24 return ⊥
25 k := H(kk2, σ, spks,m)

26 return k

Figure 10. Authenticated Key Encapsulation Mechanism AKEM[KEM,RSig,SyE,H].

Theorem 4 (KEM IND-CCA + RSig UF-CRA1 + H PRF =⇒ AKEM Out-Aut). Let KEM be an
IND-CCA secure key encapsulation mechanism, RSig an UF-CRA1 secure ring signature scheme, and H
a PRF, then AKEM[KEM,RSig,SyE,H] as depicted in Figure 10 is an Out-Aut secure authenticated key
encapsulation mechanism. In particular, for any Out-Aut adversary A against AKEM[KEM,RSig,SyE,H]
there exist a UF-CRA1 adversary B against RSig, an IND-CCA adversary C against KEM, and a PRF
adversary D against H such that

Adv
(n,QEnc,QChl)-Out-Aut
AKEM[KEM,RSig,SyE,H],A ≤ Adv

(n,2,QEnc)-UF-CRA1
RSig,B +Adv

(n,QChl,QEnc)-IND-CCA
KEM,C

+Adv
(QEnc,QEnc+QChl)-PRF
H,D +Q2

Enc · γKEM.

Proof. Consider the sequence of games depicted in Figure 11.

Game G0. This is the Out-Aut game for AKEM[KEM,RSig,SyE,H] so by definition∣∣∣∣Pr[GA
0 ⇒ 1]− 1

2

∣∣∣∣ = Adv
(n,QDec,QChl)-Out-Aut
AKEM[KEM,RSig,SyE,H],A.

Game G1. Here, several conceptual changes are introduced.
First, the encapsulation oracle is modified to store the signing results in a set Q which contains elements

of the form ({spks, spkr},m, σ′). Here, spks and spkr (this is spk in the encapsulation oracle) represent
the signature public keys for the sender and receiver, and m denotes the message to be signed (specifically,
m = kct||kpks||kpk||spk). The challenge oracle also populates the same set Q when the sender key is honest
and the signature is valid, as indicated on Line 47 and Line 54. In the challenge oracle, we extend the
bookkeeping set D (regardless of the challenge bit b) whenever the sender key pk is honest and k ̸= ⊥,
as shown on Line 48 and Line 55. Finally, a bookkeeping set H is introduced to store the inputs and the
output of the hash invocation of H. This is done in the Encps oracle if the receiver key is honest (Line 27
and in the Chall on Line 53, i.e. in case of honest sender keys and a new signature on an old message
(({spk, spkr,m, ·) ∈ Q). As these changes are just conceptual,

Pr[G0 ⇒ 1] = Pr[G1 ⇒ 1].
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G0 − G6

01 for i ∈ [n]

02 (kski, kpki)
$← KEM.Gen

03 (sski, spki)
$← RSig.Gen

04 ski := (kski, sski)

05 pki := (kpki, spki)

06 D,Q,Q′, EKEM,H ← ∅
07 b $← {0, 1}
08 b′ $← AEncps,Chall(pk1, . . . , pkn)

09 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

10 parse pk → (kpk, spk)

11 (kct, kk) $← KEM.Enc(kpk)

12 if kpk ∈ {kpk1, . . . , kpkm} //G4 − G6

13 kk $← KKEM //G4 − G6

14 EKEM ← EKEM ∪ {(kpk, kct, kk)} //G4 − G6

15 m← kct||kpks||kpk||spk
16 if ({spks, spk},m) ∈ Q′ //G2 − G6

17 abort //G2 − G6

18 σ′ ← RSig.Sgn(ssks, {spks, spk},m)

19 Q ← Q∪ {({spks, spk},m, σ′)} //G1 − G6

20 Q′ ← Q′ ∪ {({spks, spk},m)} //G2 − G6

21 kk → kk1||kk2
22 σ ← SyE.Enckk1(σ

′)

23 c := (kct, σ)

24 k := H(kk2, σ||spks||m)

25 if kpk ∈ {kpk1, . . . , kpkn} //G1 − G6

26 k $← K //G6

27 H ← H∪ {(k, kk2, σ, spks,m)} //G1 − G6

28 D ← D ∪ {(pks, pk, c, k)}
29 return (c, k)

Oracle Chall(pk, r ∈ [n], c)

30 Flag← false

31 if ∃ k : (pk, pkr, c, k) ∈ D
32 return k

33 parse pk → (kpk, spk)

34 parse c→ (kct, σ)

35 m← kct||kpk||kpkr||spkr
36 kk ← KEM.Dec(kskr, kct)

37 if ∃ kk′ : (kpkr, kct, kk′) ∈ EKEM //G4 − G6

38 kk ← kk′ //G4 − G6

39 Flag← true //G4 − G6

40 kk → kk1||kk2
41 k ← H(kk2, σ||spk||m)

42 σ′ ← SyE.Deckk1(σ)

43 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

44 k ← ⊥
45 elseif pk ∈ {pk1, . . . , pkn}∧({spk, spkr},m, ·) /∈ Q //G1−G6

46 abort //G3 − G6

47 Q ← Q∪ {({spk, spkr},m, σ′)} //G1 − G6

48 D ← D ∪ {(pk, pkr, c, k)} //G1 − G6

49 elseif pk ∈ {pk1, . . . , pkn} //G1 − G6

50 if ∃ k′ : (k′, kk2, σ, spk,m) ∈ H ∪HE //G5 − G6

51 abort //G5 − G6

52 k $← K //G6

53 H ← H∪ {(k, kk2, σ, spk,m)} //G1 − G6

54 Q ← Q∪ {({spk, spkr},m, σ′)} //G1 − G6

55 D ← D ∪ {(pk, pkr, c, k)} //G1 − G6

56 if b = 0

57 continue

58 if b = 1 ∧ pk ∈ {pk1, . . . , pkn} ∧ k ̸= ⊥
59 k $← K
60 D ← D ∪ {(pk, pkr, c, k)}
61 return k

Figure 11. Games G0 − G6 for the proof of Theorem 4.

Game G2. In G2, the game aborts in the encapsulation oracle if a ring/message pair {spks, spk}/m is used
for the signature procedure which was used before. To this end, we store the inputs to the signing procedure
in a set Q′ (Line 20) and abort the game if the same query occurs again (Line 17).

Claim 5: ∣∣Pr [GA
1 ⇒ 1

]
− Pr

[
GA
2 ⇒ 1

]∣∣ ≤ Q2
Enc · γKEM.

Proof. For every query to the encapsulation oracle Encps, a new KEM ciphertext kct is created. Since kct is
part of the message m to be signed, the probability that a particular message occurs is at most γKEM. Set Q′
contains at most QEnc elements and the event can happen at most QEnc times. This yields the upper bound
of the claim. ■
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Game G3. In G3, the game aborts if there is a query to the challenge oracle for which the signature verifies,
the sender’s public keys are honest, and there was no previous signature on the same ring and same message,
i.e. if the oracle reaches Line 46.

Claim 6: There exists a PPT adversary B against the UF-CRA1 security of RSig, such that∣∣Pr [GA
2 ⇒ 1

]
− Pr

[
GA
3 ⇒ 1

]∣∣ ≤ Adv
(n,2,QEnc)-UF-CRA1
RSig,B .

Proof. Adversary B is formally constructed in Figure 12. The number of signing queries equals the number
of queries to Encps and the forgery returned in Line 37 fulfils the winning condition for the unforgeability
game of B. The ring is a subring of honest users since we check for honest senders in Line 36 and we do
not query the signing oracle on the same combination of ring and message twice due to the abort in Line 13
which was introduced in Game G2. Moreover, the signature verifies due to the check in Line 34 and the
message ring combination was no input of a previous signing query which is check in Line 36.

BSgn(par, spk1, . . . , spkn)

01 for i ∈ [n]

02 (kski, kpki)
$← KEM.Gen

03 ski := (kski,⊥)
04 pki := (kpki, spki)

05 D,Q,Q′, EKEM,H ← ∅
06 b $← {0, 1}
07 b′ $← AEncps,Chall(pk1, . . . , pkn)

08 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

09 parse pk → (kpk, spk)

10 (kct, kk) $← KEM.Enc(kpk)

11 m← kct||kpks||kpk||spk
12 if ({spks, spk},m) ∈ Q′

13 abort

14 σ′ ← Sgn(s, {spks, spk},m) // signing query

15 Q ← Q∪ {({spks, spk},m, σ′)}
16 Q′ ← Q′ ∪ {({spks, spk},m)}
17 kk → kk1||kk2
18 σ ← SyE.Enckk1(σ

′)

19 c := (kct, σ)

20 k := H(kk2, σ||spks||m)

21 if kpk ∈ {kpk1, . . . , kpkn}
22 H ← H∪ {(k, kk2, σ, spks,m)}
23 D ← D ∪ {(pks, pk, c, k)}
24 return (c, k)

Oracle Chall(pk, r ∈ [n], c)

25 if ∃ k : (pk, pkr, c, k) ∈ D
26 return k

27 parse pk → (kpk, spk)

28 parse c→ (kct, σ)

29 m← kct||kpk||kpkr||spkr
30 kk ← KEM.Dec(kskr, kct)

31 kk → kk1||kk2
32 k ← H(kk2, σ||spk||m)

33 σ′ ← SyE.Deckk1(σ)

34 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

35 k ← ⊥
36 elseif pk ∈ {pk1, . . . , pkn} ∧ ({spk, spkr},m, ·) /∈ Q
37 return (σ′, {spk, spkr},m) // return forgery

38 elseif pk ∈ {pk1, . . . , pkn}
39 H ← H∪ {(k, kk2, σ, spk,m)}
40 Q ← Q∪ {({spk, spkr},m, σ′)}
41 D ← D ∪ {(pk, pkr, c, k)}
42 if b = 0

43 continue

44 if b = 1 ∧ pk ∈ {pk1, . . . , pkn} ∧ k ̸= ⊥
45 k $← K
46 D ← D ∪ {(pk, pkr, c, k)}
47 return k

Figure 12. Adversary B against UF-CRA1 security of RSig having access to oracle Sgn.

■

Game G4. In the encapsulation oracle Encps, the KEM key kk is replaced with a uniformly random value
from the KEM key space KKEM if the receiver key is honest, i.e. kpk ∈ {kpk1, . . . , kpkn}. Further, it is stored
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alongside the receiver’s key and ciphertext in the set EKEM and the decapsulation oracle is changed to check
for a corresponding element in EKEM and the actual KEM key kk is replaced by the one stored in EKEM for
consistency. In this case, we also set Flag to true.

Claim 7: There exists a PPT adversary C against the IND-CCA security of KEM, such that∣∣Pr [GA
3 ⇒ 1

]
− Pr

[
GA
4 ⇒ 1

]∣∣ ≤ Adv
(n,QChl,QEnc)-IND-CCA
KEM,C .

Proof. Adversary C is formally constructed in Figure 13. In the real case, C is simulating Game G3, in the
random case, they simulate G4. Adversary C needs at most QChl queries to the decapsulation oracle and at
most QEnc queries to the challenge oracle.

CDec,Chl(kpk1, . . . , kpkn)

01 for i ∈ [n]

02 (sski, spki)
$← RSig.Gen

03 ski := (⊥, sski)
04 pki := (kpki, spki)

05 D,Q,Q′, EKEM,H ← ∅
06 b $← {0, 1}
07 b′ $← AEncps,Chall(pk1, . . . , pkn)

08 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

09 parse pk → (kpk, spk)

10 (kct, kk) $← KEM.Enc(kpk)

11 if ∃ i : kpk = kpki

12 kk ← Chl(i) // challenge query

13 m← kct||kpks||kpk||spk
14 if ({spks, spk},m) ∈ Q′

15 abort

16 σ′ ← RSig.Sgn(ssks, {spks, spk},m)

17 Q ← Q∪ {({spks, spk},m, σ′)}
18 Q′ ← Q′ ∪ {({spks, spk},m)}
19 kk → kk1||kk2
20 σ ← SyE.Enckk1(σ

′)

21 c := (kct, σ)

22 k := H(kk2, σ||spks||m)

23 if kpk ∈ {kpk1, . . . , kpkn}
24 H ← H∪ {(k, kk2, σ, spks,m)}
25 D ← D ∪ {(pks, pk, c, k)}
26 return (c, k)

Oracle Chall(pk, r ∈ [n], c)

27 if ∃ k : (pk, pkr, c, k) ∈ D
28 return k

29 parse pk → (kpk, spk)

30 parse c→ (kct, σ)

31 m← kct||kpk||kpkr||spkr
32 kk ← Dec(r, kct) // decapsulation query

33 kk → kk1||kk2
34 k ← H(kk2, σ||spk||m)

35 σ′ ← SyE.Deckk1(σ)

36 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

37 k ← ⊥
38 elseif pk ∈ {pk1, . . . , pkn} ∧ ({spk, spkr},m, ·) /∈ Q
39 abort

40 Q ← Q∪ {({spk, spkr},m, σ′)}
41 D ← D ∪ {(pk, pkr, c, k)}
42 elseif pk ∈ {pk1, . . . , pkn}
43 H ← H∪ {(k, kk2, σ, spk,m)}
44 Q ← Q∪ {({spk, spkr},m, σ′)}
45 D ← D ∪ {(pk, pkr, c, k)}
46 if b = 0

47 continue

48 if b = 1 ∧ pk ∈ {pk1, . . . , pkn} ∧ k ̸= ⊥
49 k $← K
50 D ← D ∪ {(pk, pkr, c, k)}
51 return k

Figure 13. Adversary C against IND-CCA security of KEM having access to oracles Dec and Chl.

■

Game G5. Game G5 aborts if there is a challenge query for which the signature verifies, the sender keys are
honest, there already exists a signature on the same ring/message pair in Q, and there already was a hash
query on H on the same inputs before, i.e. the game reaches Line 51.
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Claim 8:

Pr[GA
4 ⇒ 1] = Pr[GA

5 ⇒ 1].

Proof. We argue that the probability of winning the games is the same by showing that the abort in Line 51
can never be reached. Assume that abort is reached which means that there is an element of the form
(·, kk2, σ, spk,m) in H where m = kct||kpk||kpkr, spkr. For each time an element is added to H, an element
is added to D. This element is determined by the element of H (except for the final AKEM key) and has the
form

((kpk, spk), (kpkr, spkr), (kct, σ), ·).

However, if such an element exists in D, the challenge oracle Chall returns in Line 32 and never reaches the
abort in Line 51. ■

Game G6. Game G6 is modified such that in the Encps oracle the AKEM key k is replaced by a uniformly
random value if the receiver is honest (Line 26). It is also replaced in the Chall oracle if the key is not ⊥
(as in Line 44), the game did not abort, and the sender key is honest (Line 52).

Claim 9: There exists a PPT adversary D against the PRF security of H such that∣∣Pr [GA
5 ⇒ 1

]
− Pr

[
GA
6 ⇒ 1

]∣∣ ≤ Adv
(QEnc,QEnc+QChl)-PRF
H,D .

Proof. Adversary D is formally constructed in Figure 14. Note that the evaluation query in Line 54 on
index ℓ̂ is well defined for the following reason. It is not possible to reach Line 54 with Flag = false: if the
algorithm reaches Line 54, it means that the condition in Line 47 which implies that there must exist an
element of the form ({spk, spkr},m, ·) in Q. This means there was a query to Encps on the same m which
equals kct||kpk||kpkr||spkr. Hence, the receiver’s KEM public key in this particular encapsulation query was
kpkr which is an honest KEM public key. However, if the encapsulation oracle was queried on an honest
receiver key, an element is added to set EKEM in Line 16 and thus Flag must be set to true in the current
Chall query.

Adversary D simulates Game G5 in their own real case of the PRF game. It remains to show that they
actually simulate G6 in the random case of the PRF game. In Game G6, the AKEM key is always random
but the evaluation oracle Eval returns the same key for the same PRF key and PRF input. However, in
oracle Encps a new index is chosen and in oracle Chall there was no previous query to the same key and
input due to the abort in Line 53.

■

Eventually, Game G6 is independent of challenge bit b since in case b = 0 the output of the challenge
oracle is either ⊥ or uniformly random for honest sender keys or otherwise the game aborts. However, case
b = 1 only triggers for keys k ̸= ⊥ and honest sender keys which makes the output indepent of the challenge
bit.

Pr[G6 ⇒ 1] =
1

2
.

Collecting all the terms yields the stated bound. ■

Theorem 5 (RSig MC-Ano =⇒ AKEM DR-Den). Let RSig be a ring signature which is multi-challenge
anonymous under full key exposure, then AKEM[KEM,RSig,SyE,H] as depicted in Figure 10 is an DR-Den
secure authenticated key encapsulation mechanism. In particular, for any DR-Den adversary A against
AKEM[KEM,RSig,SyE,H] there exists a simulator Sim and a MC-Ano adversary B against RSig such that

Adv
(n,QChl)-DR-Den
AKEM[KEM,RSig,SyE,H],A,Sim ≤ Adv

(n,QChl)-MC-Ano
RSig,B .

The proof of Theorem 5 can be found in Appendix C.
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DEval

01 ℓ← 0

02 for i ∈ [n]

03 (kski, kpki)
$← KEM.Gen

04 (sski, spki)
$← RSig.Gen

05 ski := (kski, sski)

06 pki := (kpki, spki)

07 D,Q,Q′, EKEM,H ← ∅
08 b $← {0, 1}
09 b′ $← AEncps,Chall(pk1, . . . , pkn)

10 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

11 parse pk → (kpk, spk)

12 (kct, kk) $← KEM.Enc(kpk)

13 if kpk ∈ {kpk1, . . . , kpkm}
14 kk $← KKEM

15 ℓ← ℓ+ 1 // new index

16 EKEM ← EKEM ∪ {(kpk, kct, ℓ)} // store index

17 m← kct||kpks||kpk||spk
18 if ({spks, spk},m) ∈ Q′

19 abort

20 σ′ ← RSig.Sgn(ssks, {spks, spk},m)

21 Q ← Q∪ {({spks, spk},m, σ′)}
22 Q′ ← Q′ ∪ {({spks, spk},m)}
23 kk → kk1||kk2
24 σ ← SyE.Enckk1(σ

′)

25 c := (kct, σ)

26 k := H(kk2, σ||spks||m)

27 if kpk ∈ {kpk1, . . . , kpkn}
28 k ← Eval(ℓ, σ||spks||m) // evaluation query

29 H ← H∪ {(k, kk2, σ, spks,m)}
30 D ← D ∪ {(pks, pk, c, k)}
31 return (c, k)

Oracle Chall(pk, r ∈ [n], c)

32 Flag← false

33 if ∃ k : (pk, pkr, c, k) ∈ D
34 return k

35 parse pk → (kpk, spk)

36 parse c→ (kct, σ)

37 m← kct||kpk||kpkr||spkr
38 kk ← KEM.Dec(kskr, kct)

39 if ∃ ℓ′ : (kpkr, kct, ℓ′) ∈ EKEM // recover index

40 ℓ̂← ℓ′

41 Flag← true

42 kk → kk1||kk2
43 k ← H(kk2, σ||spk||m)

44 σ′ ← SyE.Deckk1(σ)

45 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

46 k ← ⊥
47 elseif pk ∈ {pk1, . . . , pkn} ∧ ({spk, spkr},m, ·) /∈ Q
48 abort

49 Q ← Q∪ {({spk, spkr},m, σ′)}
50 D ← D ∪ {(pk, pkr, c, k)}
51 elseif pk ∈ {pk1, . . . , pkn}
52 if ∃ k′ : (k′, kk2, σ, spk,m) ∈ H
53 abort

54 k ← Eval(ℓ̂, σ||spk||m) // evaluation query

55 H ← H∪ {(k, kk2, σ, spk,m)}
56 Q ← Q∪ {({spk, spkr},m, σ′)}
57 D ← D ∪ {(pk, pkr, c, k)}
58 if b = 0

59 continue

60 if b = 1 ∧ pk ∈ {pk1, . . . , pkn} ∧ k ̸= ⊥
61 k $← K
62 D ← D ∪ {(pk, pkr, c, k)}
63 return k

Figure 14. Adversary D against PRF security of H having access to oracle Eval.

Theorem 6 (KEM IND-CPA + SyE PRP =⇒ AKEM HR-Den). Let KEM be an IND-CPA
secure key encapsulation mechanism and SyE a symmetric encryption scheme, then AKEM[KEM,RSig,SyE,H]
as depicted in Figure 10 is a HR-Den secure authenticated key encapsulation mechanism in the honest
receiver setting. In particular, for any HR-Den adversary A against AKEM[KEM,RSig,SyE,H] there exists
a simulator Sim, a IND-CPA adversary B against KEM, and a PRP adversary C against SyE such that

Adv
(n,QChl)-HR-Den
AKEM[KEM,RSig,SyE,H],A,Sim ≤ Adv

(n,QChl)-IND-CPA
KEM,B +Adv

(QChl,QChl)-PRP
SyE,C .

The proof of Theorem 6 can be found in Appendix C.

24



Table 2. Parameter selection for ring signature scheme Gandalf.

Parameter Description Value

λ security parameter 128

QSgn maximum number of signing queries 264

N dimension of R := Z[X]/(XN + 1) 512

ϵ Smoothing parameter order 1√
QSgn·λ

δKL maximum KL-divergence of PreSmp 2ϵ

a Rényi order 2λ

Ra maximum Rényi divergence of PreSmp 1 + 2aϵ2

α quality of NTRU trapdoor 1.15

q prime modulus 12289

s standard deviation of Gaussian sampler 1
π
·
√

ln(4N(1+1/ϵ))
2

· α · √q
τ tailcut rate of signatures [1.08, 1.22]

κ maximum size of signing ring ≥ 2

|ρ| = k size of signing ring [2, κ]

β maximum norm of signatures τ · s ·
√

(κ+ 1)N

|pk| verification key size (bytes) 896

|σ| signature size (bytes) 606 · k + 24

5 Instantiations

Signature Instantiation. For Gandalf we instantiate the trapdoor generation algorithm TpdGen using
Antrag [ENS+23] and the preimage sampling algorithm PreSmp using the MitakaZ sampler [EFG+22]
that avoids floating point arithmetic. This yields our choice for ϵ which we set to 1/

√
QSgn · λ. The Antrag

signature scheme, which combines the trapdoor generation procedure from [ENS+23] and the Gaussian
sampler from [EFG+22], requires a 40 byte salt in every signature, which is needed in the hash when verifying
a signature. The remainder of a signature consists of a single ring element, with coefficients distributed
around 0 according to a discrete Gaussian distribution of standard deviation s. A näıve implementation of
the Antrag signature scheme would need 40 + ⌈log2(q)⌉ · N bytes. However, compression techniques, as
seen in Falcon and discussed in [ETWY22], offer a substantial reduction in storage requirements. Antrag
uses such techniques, resulting in signature sizes of 646 bytes, including the non-compressible 40 byte salt.
For Gandalf, only a 24 byte salt is required to amplify security (assuming a security parameter of 128 and
264 signing queries). More details can be found in Appendix B.2. Therefore, Gandalf has a total signature
size of 606 · k+24 bytes. An overview of all relevant parameters can be found in Table 2. The runtime of the
signing algorithm for Gandalf is (necessarily) linear in the size of the ring. As a rough estimate, a näıve
implementation would be more efficient than the runtime of one Falcon signing per user in the ring, as
we only require the preimage sampling to be done once for each signature. The runtime of the verification
algorithm is even more efficient as this only involves linear operations and a norm check. To obtain concrete
security estimates for Gandalf, consider an adversary’s advantage in the unforgeability game Theorem 2.
The following Lemma shows that, for our specific choice of ϵ = 1/

√
QSgn · λ, applying the Rényi divergence

results in a constant loss of at most 6 bits of security. Therefore, applying Lemma 8 to Theorem 2 yields an
overall loss of c ≤ 78.

Lemma 8 (Bounding Rényi Divergence (adapted from [Pre17, Sec. 3.3])). Assume that
Ra(PreSmp || D) ≲ 1 + 2aϵ2 for all a ∈ (1,+∞], all 0 < ϵ ≤ 1√

q·λ , and all q, λ ∈ N. Then

R2λ(PreSmp || D)q ≲ 55.
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Proof. Setting ϵ ≤ 1√
q·λ and a = 2λ gives Ra(PreSmp || D) ≲ 1 + 4

q , which yields

R2λ(PreSmp || D)q ≲

(
1 +

4

q

)q

≤ e4.

In total we get

R2λ(PreSmp || D)q ≲ e4 ≤ 55,

which is a loss of log(e4) ≤ 6 bits in total. ■

In order to estimate the hardness of LWE and SIS, we use the Lattice-Estimator tool [APS15b,APS15a] 6.
For our parameter choices, the LWE advantage can safely be ignored, and the term c

|Rq| is approximately

2−6948. Hence, the SIS advantage dominates the security bound.
The norm bound for Gandalf is ∥(u1, . . . ,uk,v)∥2 ≤ β, with β = τ · s

√
(k + 1) ·N . This means that

that the security degrades as the ring size k increases, because the SIS instance becomes easier.
Conversely, Lemma 7 shows that correctness increases with larger ring sizes. We balance this trade-off by
setting the tailcut rate τ based on the required maximal ring size, which may vary depending on the
application. A larger τ improves correctness but only marginally reduces security. We aim for a correctness
error of at most 2−80. Thus, we choose τ to be the smallest value that meets the correctness goal while
maximising security. Our concrete parameter proposals are detailed in Table 3 up to a maximal ring size of
26, the largest value for which the signature size remains smaller than smile Figure 1. The security column
in Table 3 only shows the SIS advantage. Note that there is an additional 7-bit loss due to the Rényi
argument (Theorem 2) and the reduction is non-tight.

Deniable AKEM. We instantiate the IND-CCA secure KEM with NTRU-A from [DHK+23]. For
concrete parameters see Table 6 in Section 5. Our AKEM construction uses Gandalf with κ = 2. The
resulting scheme has ciphertexts and public keys of size 2004 and 1664 bytes, respectively. Refer to Table 4
for an overview. The computational overhead of the AKEM is not significantly impacted by the KEM
NTRU-A, as its operations are linear and its noise sampling form a centred binomial distribution is highly
efficient. The efficiency of the resulting AKEM is primarily dominated by the ring signature scheme. To
provide a comprehensive comparison of our AKEM construction with existing ones from the literature, we
present an overview in Table 5. The Diffie-Hellman AKEM (DH-AKEM), formalised in [ABH+21], is
instantiated with Curve25519. The AKEMs from [AJKL23] are black-box constructions from a KEM and a
signature and a NIKE, respectively. For a fair comparison, we instantiate construction EtStH using
NTRU-A [DHK+23] and Antrag [ENS+23]. The NIKE-AKEM is instantiated with Swoosh [GdKQ+23],
a lattice-based NIKE. For the ciphertext size and the public key size of NIKE-AKEM we only present a
lower bound since [GdKQ+23] only presents the parameters for their passive secure NIKE (without the size
of a NIZK proof). For further details on the security notions of FrodoKEX+, we refer to [CHDN+24].
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Table 6. Parameter selection for key encapsulation mechanism KEM, using NTRU-A [DHK+23]. The bit security is
the same as Kyber512 [SAB+20]
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A Appendix for Section 2 (Preliminaries)

A.1 Pseudorandom Function

Definition 12 (Pseudorandom Function). A keyed function F with a finite key space K, and finite
output range R is a function F : K× {0, 1}∗ → R. We formalise the notion of pseudorandomess for a keyed
function F via the game (n,QEval)-PRF depicted in Figure 15 and define the advantage of adversary A as

Adv
(n,QEval)-PRF
F,A :=

∣∣∣∣Pr [(n,QEval)-PRFF (A)⇒ 1]− 1

2

∣∣∣∣.

Game (n,QEval)-PRFF (A)

01 for i ∈ [n]

02 ki
$← K

03 fi
$← {f | f : {0, 1}∗ →R}

04 b $← {0, 1}
05 b′ ← AEval

06 return Jb = b′K

Oracle Eval(i ∈ [n], x)

07 if b = 0

08 return F (ki, x)

09 if b = 1

10 return fi(x)

Figure 15. Game defining PRF for a keyed function F with adversary A making at most QEval queries to Eval.

A.2 Key Encapsulation Mechanism

Definition 13 (Key Encapsulation Mechanism). A key encapsulation mechanism KEM is defined as
a tuple KEM := (Gen,Enc,Dec) of the following PPT algorithms.

(sk, pk) $← Gen: The probabilistic key generation algorithm Gen returns a key pair (sk, pk) implicitly defining
a shared key space K.

(c, k) $← Enc(pk): The probabilistic encapsulation algorithm Enc takes as input a public key and returns a
ciphertext c and a shared key k ∈ K.

k ← Dec(sk, c): The deterministic decapsulation algorithm Dec takes as input a secret key sk and a
ciphertext c and returns a shared key k ∈ K or a failure symbol ⊥.

The correctness error δ is defined as

δ := Pr

[
Dec(sk, c) ̸= k

∣∣∣∣ (sk, pk) $← Gen
(c, k) $← Enc(pk)

]
.

We also assume (without loss of generality) the existence of an efficiently computable function µ such
that for all (sk, pk) ∈ Gen it holds µ(sk) = pk.

The γ-spreadness of a KEM is defined as

γKEM := max
(sk,pk)∈Gen

c∈C

Pr [Enc(pk) = (c, ·)] .

We formalise the notion of ciphertext indistinguishability for a key encapsulation mechanism KEM via
the game (n,QDec, QChl)-IND-CCAKEM(A) depicted in Figure 16 and define the advantage of adversary A
as

Adv
(n,QDec,QChl)-IND-CCA
KEM,A :=

∣∣∣∣Pr [(n,QDec, QChl)-IND-CCAKEM(A)⇒ 1]− 1

2

∣∣∣∣.
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Game (n,QDec, QChl)-IND-CCAKEM(A)

01 for i ∈ [n]

02 (ski, pki)
$← Gen

03 b $← {0, 1}
04 b′ ← ADec,Chall(pk1, . . . , pkn)

05 return Jb = b′K

Oracle Dec(r ∈ [n], c)

06 if ∃ k : (pkr, c, k) ∈ D
07 return k

08 k ← Dec(skr, k)

09 return k

Oracle Chl(r ∈ [n])

10 (c, k) $← Enc(pkr)

11 if b = 0

12 continue

13 if b = 1

14 k $← K
15 D ← D ∪ {(pkr, c, k)}
16 return (c, k)

Figure 16. Game defining IND-CCA for a key encapsulation mechanism KEM with adversary A making at most
QDec queries to Dec and at most QChl queries to Chl.

We define IND-CPA security with corruptions of a KEM via the game (n,QChl)-IND-CPAKEM(A)
depicted in Figure 17 and define the advantage of adversary A as

Adv
(n,QChl)-IND-CPA
KEM,A :=

∣∣∣∣Pr [(n,QChl)-IND-CPAKEM(A)⇒ 1]− 1

2

∣∣∣∣.

Game (n,QChl)-IND-CPAKEM(A)

01 for i ∈ [n]

02 (ski, pki)
$← Gen

03 b $← {0, 1}
04 b′ ← AChall,Rev(pk1, . . . , pkn)

05 return Jb = b′ ∧R ∩ C = ∅K

Oracle Rev(i ∈ [n])

06 R← R∪ {i}
07 return ski

Oracle Chl(r ∈ [n])

08 C ← C ∪ {r}
09 (c, k) $← Enc(pkr)

10 if b = 0

11 continue

12 if b = 1

13 k $← K
14 return (c, k)

Figure 17. Game defining IND-CPA for a key encapsulation mechanism KEM with adversary A making at most
QChl queries to Chl.

A.3 Symmetric Encryption

We recall the syntax and security of a symmetric encryption scheme.

Definition 14 (Symmetric Encryption). A symmetric encryption SyE is defined as a tuple SyE :=
(Enc,Dec) of the following PPT algorithms.

c← Enck(m): The determinsitic encryption algorithm Enc parametrized by a symmetric key k takes as input
a message m and outputs a ciphertext c.

m← Deck(c): The deterministic decryption algorithm Dec parametrized by a symmetric key k takes as input
a ciphertext c and outputs a message m.

We define security in the sense of a pseudo random permutation via the advantage of adversary A having
access to an oracle Eval. The advantage for adversary A issuing at most Q queries to the evaluation oracle
is defined as

Adv
(n,Q)-PRP
SyE,A :=

∣∣∣Pr[b← AEval0(i∈[n],·)]− Pr[b← AEval1(i∈[n],·)]
∣∣∣ ,

where Eval0(i,m) returns Encki
(m) for randomly chosen secret keys ki

$← K, and PRP1(i,m) returns πi(m)
for randomly chosen permutations πi, i ∈ [n].
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B Appendix for Section 3 (Ring Signatures)

B.1 Counter Example

The notions from [BKM09] and [BFG+22] are repeated in Figure 18. W.l.o.g. we ignore the Stp algorithm
here since these notions do not use a setup.

Game (n,QSgn)-AnoRSig(A) [BKM09]

01 for i ∈ [n]

02 (ski, pki)
$← Gen

03 (m⋆, ρ⋆, i0, i1)
$← ASgn

1 (pk1, . . . , pkn)

04 b $← {0, 1}
05 σ⋆ $← Sgn(skib , ρ

⋆,m⋆)

06 b′ $← ASgn
2 (σ⋆, sk1, . . . , skn)

07 return Jb = b′ ∧ pki0 ∈ ρ⋆ ∧ pki1 ∈ ρ⋆K

Game (n,QChl)-AnoRSig(A) [BFG+22]

08 for i ∈ [n]

09 (ski, pki)
$← Gen

10 b $← {0, 1}
11 b′ $← AChl((sk1, pk1), . . . , (skn, pkn))

12 return Jb = b′K

Oracle Sgn(i ∈ [n], ρ,m)

13 if pki ∈ ρ
14 σ $← Sgn(ski, ρ,m)

15 return σ

16 else

17 return ⊥

Oracle Chl(i0 ∈ [n], i1 ∈ [n], ρ,m)

18 if pki0 ∈ ρ ∧ pki1 ∈ ρ
19 σ $← Sgn(skib , ρ,m)

20 return σ

21 else

22 return ⊥

Figure 18. Games defining Ano in [BKM09] and [BFG+22].

For both, we have advantage

Adv
(n,·)-Ano
RSig,A :=

∣∣∣∣Pr[(n, ·)-AnoRSig(A)⇒ 1]− 1

2

∣∣∣∣.
The claim of [BFG+22] is that the previous notion implies the new notion for QChl = 1.

Claim 10: There exists a counterexample to the claim of [BFG+22, Sec 2.2].

Proof. Let RSig := (Gen,Sgn,Ver) be an unforgeable ring signature scheme secure under full key exposure
anonymity [BKM09]. We construct another ring signature scheme RSig′ := (Gen,Sgn′,Ver) such that
Sgn′(sk, ρ,m) outputs ⊥ if queried on m = sk and Sgn(sk, ρ,m) otherwise. Sgn′ is also secure under the old
anonymity notion, and we show this by constructing an adversary B = (B1,B2) against RSig using
adversary A = (A1,A2) against RSig

′ depicted in Figure 19. If the underlying ring signature is unforgeable,
the probability of correctly guessing a secret key should be negligible only giving the public keys and
signatures. Thus, the abort conditions trigger with only negligible probability and the ring signature
scheme RSig′ is also anonymous under full key exposure.

However, it is evident that RSig′ is not secure under the new notion. This is because the adversary obtains
the secret keys in advance and can query the challenge onm = ski0 and check if the result is ⊥ or not directly
winning the game with probability 1. This shows that the new notion of [BFG+22] is not implied by the old
notion of [BKM09]. ■

Theorem 1 (Gandalf MC-Ano). For any adversary A, making at most QChl challenge queries, against
the MC-Ano security of Gandalf, depicted in Figure 5, it holds

Adv
(n,κ,QChl)-MC-Ano
Gandalf,A ≤ QChl · δKL.

Proof. Consider the sequence of games depicted in Figure 20.
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BSgnB
1 (pk1, . . . , pkn)

01 (m⋆, ρ⋆, i0, i1)
$← ASgn1

1 (pk1, . . . , pkn)

02 if ∃ pki : µ(m⋆) = pki

03 abort

04 return (m⋆, ρ⋆, i0, i1)

Oracle Sgn1(i ∈ [n], ρ,m)

05 if ∃ pki : µ(m) = pki

06 abort

07 if pki ∈ ρ
08 σ $← Sgn(ski, ρ,m)

09 return σ

10 else

11 return ⊥

BSgnB
2 (σ⋆, sk1, . . . , skn)

12 b′ $← ASgn2
2 (σ⋆, sk1, . . . , skn)

13 return b′

Oracle Sgn2(i ∈ [n], ρ,m)

14 if pki ∈ ρ
15 σ $← Sgn(ski, ρ,m)

16 return σ

17 else

18 return ⊥

Figure 19. Adversary B against RSig anonymity using an adversary A against RSig′ anonymity.

Game G0. This is the multi-challenge anonymity with full key exposure game for RSig so by definition

Pr[GA
0 ⇒ 1] = Adv

(n,κ,QChl)-MC-Ano
Gandalf,A .

G0 − G1

01 par $← Stp(κ)

02 for i ∈ [n]

03 (fi, gi,hi)
$← TpdGen

04 ski := (fi, gi)

05 pki := hi

06 b $← {0, 1}
07 b′′ $← {0, 1} //G1

08 b′ $← AChl(par, (sk1, pk1), . . . , (skn, pkn))

09 return Jb = b′K

Oracle Chl(i0 ∈ [n], i1 ∈ [n], ρ,m)

10 if ρ ⊆ {pk1, . . . , pkn} ∧ pki0 ∈ ρ ∧ pki1 ∈ ρ
11 σ $← Sgn(skib , ρ,m)

12 σ $← Sgn(skib′′ , ρ,m) //G1

13 return σ

14 else

15 return ⊥

Figure 20. Games G0 − G1 for the proof of Theorem 1.

Game G1. In this game, the signatures of the challenge oracle are constructed using the secret key of user
ib′′ instead of user ib where b′′ $← {0, 1} is a random bit chosen independently of b.

Claim 11: ∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ QChl · δKL.

Proof. To prove the claim, we distinguish two cases. First, if b′′ = b, the output distributions is exactly
the same and the change cannot be distinguished. This occurs with probability 1

2 . In the other case, we
compare the distribution of the output of the signing oracle in case of two different senders. Let the ring
be ρ = {h′1, . . . ,h′k} and consider the case of hi0 ,hi1 ∈ ρ (otherwise the output is ⊥). W.l.o.g assume that
h′1 = hi0 and h′2 = hi1 .

The view of adversary A consists of u1, . . . ,uk (the output of the signing oracle), as well as the output
of the hash function satisfying

v := H(m, ρ)−
∑
i∈[k]

h′iui

as well as
∥(u1, . . . ,uk,v)∥2 ≤ β with probability δ,
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for a δ-correct ring signature scheme.

Case b′′ = 0: If user 1 is the signer, ui ∼ DZN ,s,0 for 2 ≤ i ≤ k and (u1,v)
$← PreSmp(·, ·,H(m, ρ) −∑

i∈[k]\{1} h
′
iui) by construction. Next, we use the property of the preimage sampler that the output is close

to values sampled from DZ2N ,s,0 conditioned on v = H(m, ρ)−
∑

i∈[k] h
′
iui:

(u1,v) ∼ DZ2N ,s,0 | v = H(m, ρ)−
∑
i∈[k]

h′iui.

To obtain a concrete bound, we apply Corollary 1 for an upper bound on the KL divergence δKL between
the output of the sampler and the conditional Gaussian. For QChl queries, this yields QChl · δKL.

Case b′′ = 0: If user 2 is the signer, we apply the same procedure as before and obtain ui ∼ DZN ,s,0 for
i = 1 and 3 ≤ i ≤ k as well as

(u2,v) ∼ DZ2N ,s,0 | v = H(m, ρ)−
∑
i∈[k]

h′iui.

Again, we obtain the bound QChl · δKL.
If the hash value H(m, ρ) was not known to A, the KL divergence of the joint distributions of both cases

from
(u1, . . . ,uk,v) ∼ DZ(k+1)N ,s,0

is close. However, the knowledge of H(m, ρ) does not help in distinguishing since in both cases it holds

H(m, ρ) =
∑
i∈[k]

h′iui + v.

Further, the norm bound is at most β with the same probability δ since the values are sampled according to
a Gaussian and with the tailcut lemma we can use the same results as in Lemma 7.

We recall that the changes can only be distinguished if b ̸= b′′ yielding an overall bound of

1

2
· 2 ·QChl · δKL.

■

Note that G1 is independent of challenge bit b. hence, we obtain the stated bound.
■

B.2 Enhancing security.

To boost one-per-message unforgeability to full unforgeability, i.e. allowing for arbitrary singing queries,
we present a generic compiler which introduces only a small constant overhead. The compiler transforms a
UF-CRA1 ring signatures scheme RSig := (Stp,Gen,Sgn,Ver) into aUF-CRA ring signature RSig′[RSig] :=
(Stp,Gen,Sgn′,Ver′) and is depicted in Figure 21. The drawback of the compiler is that the size of the
signature increases by ν bits. However, this constant term is quite small compared to the signature.

Theorem 7. Let RSig be a UF-CRA1 secure ring signature, then RSig′[RSig] as depicted in Figure 21 is
a UF-CRA secure ring signature. In particular, for any UF-CRA adversary A against RSig′[RSig] there
exists a UF-CRA1 adversary B against RSig such that

Adv
(n,κ,QSgn)-UF-CRA

RSig′,A ≤ Adv
(n,κ,QSgn)-UF-CRA1
RSig,B +

QSgn(QSgn − 1)

2ν+1
.

Proof. We define two games in Figure 22.
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Sgn′(sk, ρ,m)

01 r $← {0, 1}ν

02 σ $← RSig.Sgn(sk, ρ,m||r)
03 σ′ ← (σ, r)

04 return σ′

Ver′(σ′, ρ,m)

05 parse σ′ → (σ, r)

06 return RSig.Ver(σ, ρ,m||r)

Figure 21. Generic Compiler RSig′[RSig] := (Stp,RSig, Sgn′,Ver′).

G0 − G1

01 Q,R← ∅
02 par $← Stp(κ)

03 for i ∈ [n]

04 (ski, pki)
$← Gen

05 (σ⋆, ρ⋆,m⋆) $← ASgn(par, pk1, . . . , pkn)

06 return Jρ⋆ ⊆ {pk1, . . . , pkn} ∧ Ver′(σ⋆, ρ⋆,m⋆) = 1 ∧ (ρ⋆,m⋆, σ⋆) /∈ QK

Oracle Sgn(i ∈ [n], ρ,m)

07 r $← {0, 1}ν

08 if r ∈ R //G1

09 abort //G1

10 R ← R∪ {r} //G1

11 σ $← Sgn(ski, ρ,m||r)
12 σ′ ← (σ, r)

13 Q ← Q∪ {(ρ,m, σ′)}
14 return σ′

Figure 22. Games G0 − G1 for the proof of Theorem 7

Game G0. This is the UF-CRA game for RSig′ so by definition

Pr[GA
0 ⇒ 1] = Adv

(n,κ,QSgn)-UF-CRA

RSig′,A .

Game G1. In Game G1, the signing oracle is changed by storing the randomness which is chosen to sign
together with the original message. Further, the game aborts if the same randomness is used twice.

Claim 12: ∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ QSgn(QSgn − 1)

2ν+1
.

Proof. The randomness is chosen uniformly random and independent for each query to the signing oracle
from a set of size |2ν |. Hence, the claim follows directly by applying the birthday bound. ■

Reduction to G1. We can now make a reduction from UF-CRA1 security of the underlying ring signature
scheme RSig to Game G1, i.e. there exists an adversary B such that

Claim 13:

Pr[GA
1 ⇒ 1] ≤ Adv

(n,κ,QSgn)-UF-CRA1
RSig,B .

Proof. Adversary B against UF-CRA1 security of RSig simulating the UF-CRA game for an adversary
A against RSig is formally constructed in Figure 23. Due to the abort from Game G1, the queried messages
to Sgn in Line 12 must be unique such that adversary B can simulate the signing oracle Sgn′ properly. If A
returns a valid forgery, the forgery B returns must also be valid: by construction of the scheme, it verifies
iff A forgery verifies, the ring ρ⋆ is the same and thus a subset of the challenge public keys, and the output
triple cannot be in the bookkeeping set of B’s game because in this case it was also in A’s by construction
of the ring signature scheme. ■

Combining the two losses, we obtain the stated bound. ■
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BSgn(pk1, . . . , pkn)

01 Q,R← ∅
02 par $← Stp(κ)

03 (σ⋆, ρ⋆,m⋆) $← ASgn′(par, pk1, . . . , pkn)

04 if Ver′(σ⋆, ρ⋆,m⋆) = 1 ∧ ρ⋆ ⊆ {pk1, . . . , pkn} ∧ (ρ⋆,m⋆, σ⋆) /∈ Q
05 σ⋆ → (σ, r)

06 return (σ, ρ⋆,m⋆||r) // return forgery

07 return ⊥

Oracle Sgn′(i ∈ [n], ρ,m)

08 r $← {0, 1}ν

09 if r ∈ R
10 abort

11 R← R∪ {r}
12 σ $← Sgn(i, ρ,m||r) // unique message

13 σ′ ← (σ, r)

14 Q ← Q∪ {(ρ,m, σ′)}
15 return σ′

Figure 23. Adversary B against UF-CRA1 security of RSig having access to oracle Sgn simulating G1 for adversary
A from the proof of Theorem 7.

C Appendix for Section 4 (Deniable AKEM)

We formalise the notion of ciphertext indistinguishability for an authenticated key encapsulation
mechanism AKEM via the game (n, QEnc, QDec, QCSK, QChl)-Ins-CCAAKEM(A) depicted in Figure 24 and
define the advantage of adversary A as

Adv
(n,QEnc,QDec,QCSK,QChl)-Ins-CCA
AKEM,A :=

∣∣∣∣Pr [(n, QEnc, QDec, QCSK, QChl)-Ins-CCAAKEM(A)⇒ 1]− 1

2

∣∣∣∣.

Game (n, QEnc, QDec, QCSK, QChl)-Ins-CCAAKEM(A)

01 for i ∈ [n]

02 (ski, pki)
$← Gen

03 b $← {0, 1}
04 b′ ← AEncps,Decps,Chall,CorSK(pk1, . . . , pkn)

05 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

06 (c, k) $← Enc(sks, pk)

07 return (c, k)

Oracle Decps(pk, r ∈ [n], c)

08 if ∃ k : (pk, pkr, c, k) ∈ D
09 return k

10 k ← Dec(pk, skr, c)

11 return k

Oracle CorSK(i ∈ [n], sk)

12 ski ← sk

13 pki ← µ(pk)

14 C ← C ∪ {i}

Oracle Chall(s ∈ [n], r ∈ [n])

15 if r ∈ C
16 return ⊥
17 (c, k) $← Enc(sks, pkr)

18 if b = 0

19 continue

20 if b = 1

21 k $← K
22 D ← D ∪ {(pks, pkr, c, k)}
23 return (c, k)

Figure 24. Game defining Ins-CCA for an authenticated key encapsulation mechanism AKEM with adversary A
making at most QEnc queries to Encps, at most QDec queries to Decps, at most QCSK queries to CorSK, and at most
QChl queries to Chall.

Theorem 3 (KEM IND-CCA + H PRF =⇒ AKEM Ins-CCA). Let KEM be an IND-CCA secure
key encapsulation mechanism and H a PRF, then AKEM[KEM,RSig,SyE,H] as depicted in Figure 10 is an
Ins-CCA secure authenticated key encapsulation mechanism. In particular for any Ins-CCA adversary A
against AKEM[KEM,RSig,SyE,H] there exist a IND-CCA adversary B against KEM and a PRF adversary
C against H such that

Adv
(n,QEncQDec,QCSK,QChl)-Ins-CCA
AKEM[KEM,RSig,SyE,H],A ≤ Adv

(n,QDec,QChl)-IND-CCA
KEM,B +Adv

(QChl,QDec+QChl)-PRF
H,C .

Proof of Theorem 3. Consider the sequence of games depicted in Figure 25.
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Game G0. This is the Ins-CCAAKEM(A) game for AKEM[KEM,RSig,SyE,H] so by definition∣∣∣∣Pr[GA
0 ⇒ 1]− 1

2

∣∣∣∣ = Adv
(n,QEncQDec,QCSK,QChl)-Ins-CCA
AKEM[KEM,RSig,SyE,H],A .

Games G0 − G2

01 for i ∈ [n]

02 (kski, kpki)
$← KEM.Gen

03 (sski, spki)
$← RSig.Gen

04 ski := (kski, sski)

05 pki := (kpki, spki)

06 b $← {0, 1}
07 b′ ← AEncps,Decps,Chall,CorSK(pk1, . . . , pkn)

08 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

09 parse pk → (kpk, spk)

10 (kct, kk) $← KEM.Enc(kpk)

11 m := kct||kpks||kpk||spk
12 σ′ ← RSig.Sgn(ssks, {spks, spk},m)

13 kk → kk1||kk2
14 σ ← SyE.Enckk1(σ

′)

15 c := (kct, σ)

16 k := H(kk2, σ||spks||m)

17 return (c, k)

Oracle Decps(pk, r ∈ [n], c)

18 if ∃ k : (pk, pkr, c, k) ∈ E
19 return k

20 parse pk → (kpk, spk)

21 parse c→ (kct, σ)

22 m← kct||kpk||kpkr||spkr
23 kk ← KEM.Dec(kskr, kct)

24 kk → kk1||kk2
25 k := H(kk2, σ||spk||m)

26 σ′ ← SyE.Deckk1(σ)

27 if ∃ kk′ : (kpkr, kct, kk′) ∈ EKEM //G1 − G2

28 kk′ → kk1||kk2 //G1 − G2

29 k := H(kk2, σ||spk||m) //G1 − G2

30 σ′ ← SyE.Deckk1(σ) //G1 − G2

31 k $← K //G2

32 E ← E ∪ {(pk, pkr, kct, k)} //G2

33 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

34 return ⊥
35 return k

Oracle Chall(s ∈ [n], r ∈ [n])

36 if r ∈ R
37 return ⊥
38 (kct, kk) $← KEM.Enc(kpkr)

39 kk $← KKEM //G1 − G2

40 EKEM ← EKEM ∪ {(kpkr, kct, kk)} //G1 − G2

41 m := kct||kpks||kpkr||spkr
42 σ′ ← RSig.Sgn(ssks, {spks, spkr},m)

43 kk → kk1||kk2
44 σ ← SyE.Enckk1(σ

′)

45 c := (kct, σ)

46 k := H(kk2, σ||spks||m)

47 k $← K //G2

48 if b = 0

49 k := k

50 if b = 1

51 k $← K
52 E ← E ∪ {(pks, pkr, c, k)}
53 E ← E ∪ {(pks, pkr, c, k)} //G2

54 return (c, k)

Oracle CorSK(i ∈ [n], sk)

55 ski ← sk

56 pki ← µ(sk)

57 R ← R∪ {i}

Figure 25. Games G0 − G2 for the proof of Theorem 3.
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Game G1. In the challenge oracle, the KEM key kk is replaced with a uniformly random value from the
KEM key space KKEM, and stored alongside the receiver’s key and ciphertext in the set EKEM. Additionally,
the decapsulation oracle is changed to check for a corresponding element in EKEM and the actual KEM key
kk is replaced by the one stored in EKEM.

Claim 14: There exists a PPT adversary B against the IND-CCA security of KEM, such that∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ Adv
(n,QDec,QChl)-IND-CCA
KEM,B .

Proof. Adversary B is formally constructed in Figure 26. ■

BDecKEM,ChallKEM(kpk1, . . . , kpkn)

01 for i ∈ [n]

02 (sski, spki)
$← RSig.Gen

03 ski := (⊥, sski)
04 pki := (kpki, spki)

05 b $← {0, 1}
06 b′ ← AEncps,Decps,Chall,CorSK(pk1, . . . , pkn)

07 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

08 return G0.Encps(s, pk)

Oracle Decps(pk, r ∈ [n], c)

09 if ∃ k : (pk, pkr, c, k) ∈ E
10 return k

11 parse pk → (kpk, spk)

12 parse c→ (kct, σ)

13 kk ← DecKEM(r, kct) // call decapsualtion

14 m← kct||kpk||kpkr||spkr
15 kk → kk1||kk2
16 σ′ ← SyE.Deckk1(σ)

17 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

18 return ⊥
19 k := H(kk2, σ||spk||m)

20 return k

Oracle Chall(s ∈ [n], r ∈ [n])

21 if r ∈ R
22 return ⊥
23 (kct, kk) $← ChallKEM(r) // call challenge

24 m := kct||kpks||kpkr||spkr
25 σ′ ← RSig.Sgn(ssks, {spks, spkr},m)

26 kk → kk1||kk2
27 σ ← SyE.Enckk1(σ

′)

28 c := (kct, σ)

29 k := H(kk2, σ||spks||m)

30 if b = 0

31 k := k

32 if b = 1

33 k $← K
34 E ← E ∪ {(pks, pkr, c, k)}
35 return (c, k)

Oracle CorSK(i ∈ [n], sk)

36 ski ← sk

37 pki ← µ(sk)

38 R ← R∪ {i}

Figure 26. Adversary B against IND-CCA security of KEM having access to oracles DecKEM and ChallKEM simulating
G1/G2 for adversary A from the proof of Theorem 3.

Game G2. In the challenge oracle, the output of H is replaced with a random value from the key space
K. Furthermore, regardless of the challenge bit’s value (0 or 1), the challenge query outcome is stored in
the bookkeeping set E . The same changes are applied to the decapsulation oracle, but only when there is a
matching element in the set EKEM as indicated by Line 27.

Claim 15: There exists a PPT adversary C against PRF security of H, such that∣∣Pr [GA
1 ⇒ 1

]
− Pr

[
GA
2 ⇒ 1

]∣∣ ≤ Adv
(QChl,QDec+QChl)-PRF
H,C .
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Proof. The adversary C is formally constructed in Figure 27. The first observation is that adding the elements
to the bookkeeping set E does not impact the winning probability but ensures consistent outputs when
changing k. Due to the changes in the previous game, the first input to H, kk2, is uniformly random aligning
exactly with the PRF game. Thus, an adversary C can simulate G1 or G2 (depending on their challenge bit)
by selecting a new PRF key for each call to the challenge oracle. To correctly simulate the decapsulation
oracle, they must identify the required PRF key. This is done in the same way as in the original game G1/G2

by storing results in the set EKEM but using an index ℓ instead of the actual key, which remains unknown to
the PRF adversary.

CEval

01 ℓ← 0

02 for i ∈ [n]

03 (kski, kpki)
$← KEM.Gen

04 (sski, spki)
$← RSig.Gen

05 ski := (kski, sski)

06 pki := (kpki, spki)

07 b $← {0, 1}
08 b′ ← AEncps,Decps,Chall,CorSK(pk1, . . . , pkn)

09 return Jb = b′K

Oracle Encps(s ∈ [n], pk)

10 return G0.Encps(s, pk)

Oracle Decps(pk, r ∈ [n], c)

11 if ∃ k : (pk, pkr, c, k) ∈ E
12 return k

13 parse pk → (kpk, spk)

14 parse c→ (kct, σ)

15 m← kct||kpk||kpkr||spkr
16 kk ← KEM.Dec(kskr, kct)

17 kk → kk1||kk2
18 k := H(kk2, σ||spk||m)

19 if ∃ ℓ′ : (kpkr, kct, ℓ′) ∈ EKEM // check for index

20 k ← Eval(ℓ′, σ||spk||m) // query oracle

21 E ← E ∪ {(pk, pkr, kct, k)}
22 σ′ ← SyE.Deckk1(σ)

23 if RSig.Ver(σ′, {spk, spkr},m) ̸= 1

24 return ⊥
25 return k

Oracle Chall(s ∈ [n], r ∈ [n])

26 if r ∈ R
27 return ⊥
28 (kct, kk) $← KEM.Enc(kpkr)

29 kk $← KKEM

30 ℓ← ℓ+ 1 // new key index

31 EKEM ← EKEM ∪ {(kpkr, kct, ℓ)} // store index

32 m := kct||kpks||kpkr||spkr
33 σ′ ← RSig.Sgn(ssks, {spks, spkr},m)

34 kk → kk1||kk2
35 σ ← SyE.Enckk1(σ

′)

36 c := (kct, σ)

37 k ← Eval(ℓ, σ||spks||m) // query oracle

38 if b = 0

39 k := k

40 if b = 1

41 k $← K
42 E ← E ∪ {(pks, pkr, c, k)}
43 E ← E ∪ {(pks, pkr, c, k)}
44 return (c, k)

Oracle CorSK(i ∈ [n], sk)

45 ski ← sk

46 pki ← µ(sk)

47 R ← R∪ {i}

Figure 27. Adversary C against PRF security of H having access to oracle Eval simulating G1/G2 for adversary A
from the proof of Theorem 3.

■

In G2, the output distribution of the challenge oracle is now independent of challenge bit b an thus

Pr[GA
2 ⇒ 1] =

1

2
.
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Adding up the analysed bounds yields the bound stated in the Theorem. ■

Theorem 5 (RSig MC-Ano =⇒ AKEM DR-Den). Let RSig be a ring signature which is multi-challenge
anonymous under full key exposure, then AKEM[KEM,RSig,SyE,H] as depicted in Figure 10 is an DR-Den
secure authenticated key encapsulation mechanism. In particular, for any DR-Den adversary A against
AKEM[KEM,RSig,SyE,H] there exists a simulator Sim and a MC-Ano adversary B against RSig such that

Adv
(n,QChl)-DR-Den
AKEM[KEM,RSig,SyE,H],A,Sim ≤ Adv

(n,QChl)-MC-Ano
RSig,B .

Proof. We show the existence of a simulator Sim such that the upper bound on the advantage holds. The
simulator is depicted in Figure 28.

Sim(pks, pkr, skr)

01 parse pks → (kpks, spks)

02 parse pkr → (kpkr, spkr)

03 parse skr → (ksks, ssks)

04 (kct, kk) $← KEM.Enc(kpkr)

05 m← (kct, kpks, kpkr, spkr)

06 σ $← RSig.Sgn(sskr, {spks, spkr},m)

07 c := (kct, σ)

08 k := H(kk, σ, spks,m)

09 return (c, k)

Figure 28. Simulator for the proof of Theorem 5.

Consider the sequence of games depicted in Figure 29.

Game G0. This is the (n, QChl)-DR-Den game for AKEM[KEM,RSig,SyE,H] and simulator Sim as described
in Figure 28 so by definition ∣∣∣∣Pr[GA

0 ⇒ 1]− 1

2

∣∣∣∣ = Adv
(n,QChl)-DR-Den
AKEM[KEM,RSig,SyE,H],A,Sim.

Game G1. In this game, the signature in the challenge oracle is now created with the receiver’s signing key
instead of the sender’s.

Claim 16: There exists a PPT adversary C against the MC-Ano security of RSig, such that∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ Adv
(n,QChl)-MC-Ano
RSig,B .

Proof. The adversary is formally constructed in Figure 30. Adversary B perfectly simulates Game G0 in their
own case b = 0 and Game G1 in case b = 1. Note that calls from the AKEM challenge oracle automatically
fulfill all the requirements of the challenge oracle from the anonymity game by default.

■

In Game G1, judge A cannot distinguish the challenge bit b anymore since the output of the challenge is
independent of b. We obtain

Pr[GA
1 ⇒ 1] =

1

2
.

■
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Games G0 − G1

01 for i ∈ [n]

02 (kski, kpki)
$← KEM.Gen

03 (sski, spki)
$← RSig.Gen

04 ski := (kski, sski)

05 pki := (kpki, spki)

06 b $← {0, 1}
07 b′ ← ARev,Chall(pk1, . . . , pkn)

08 return Jb = b′K

Rev(i ∈ [n])

09 return ski

Oracle Chall(s ∈ [n], r ∈ [n])

10 (kct, kk) $← KEM.Enc(kpkr)

11 m← (kct, kpks, kpkr, spkr)

12 σ $← RSig.Sgn(ssks, {spks, spkr},m)

13 σ $← RSig.Sgn(sskr, {spks, spkr},m) //G1

14 c := (kct, σ)

15 k := H(kk, σ, spks,m)

16 if b = 0

17 continue

18 if b = 1

19 (kct, kk) $← KEM.Enc(kpkr)

20 m← (kct, kpks, kpkr, spkr)

21 σ $← RSig.Sgn(sskr, {spks, spkr},m)

22 c := (kct, σ)

23 k := H(kk, σ, spks,m)

24 return (c, k)

Figure 29. Games G0 − G1 for the proof of Theorem 5.

BChlRSig((ssk1, spk1), . . . , (sskn, spkn))

01 for i ∈ [n]

02 (kski, kpki)
$← KEM.Gen

03 ski := (kski, sski)

04 pki := (kpki, spki)

05 b $← {0, 1}
06 b′ ← ARev,Chall(pk1, . . . , pkn)

07 return Jb = b′K

Rev(i ∈ [n])

08 return ski

Oracle Chall(s ∈ [n], r ∈ [n])

09 (kct, kk) $← KEM.Enc(kpkr)

10 m← (kct, kpks, kpkr, spkr)

11 σ $← ChlRSig(s, r, {spks, spkr},m)

12 c := (kct, σ)

13 k := H(kk, σ, spks,m)

14 if b = 0

15 continue

16 if b = 1

17 (kct, kk) $← KEM.Enc(kpkr)

18 m← (kct, kpks, kpkr, spkr)

19 σ $← RSig.Sgn(sskr, {spks, spkr},m)

20 c := (kct, σ)

21 k := H(kk, σ, spks,m)

22 return (c, k)

Figure 30. Adversary B against MC-Ano security of RSig having access to oracle ChlRSig simulating G0/G1 from
the proof of Theorem 5.

Theorem 6 (KEM IND-CPA + SyE PRP =⇒ AKEM HR-Den). Let KEM be an IND-CPA secure
key encapsulation mechanism and SyE a symmetric encryption scheme, then AKEM[KEM,RSig,SyE,H] as
depicted in Figure 10 is a HR-Den secure authenticated key encapsulation mechanism in the honest
receiver setting. In particular, for any HR-Den adversary A against AKEM[KEM,RSig,SyE,H] there exists
a simulator Sim, a IND-CPA adversary B against KEM, and a PRP adversary C against SyE such that

Adv
(n,QChl)-HR-Den
AKEM[KEM,RSig,SyE,H],A,Sim ≤ Adv

(n,QChl)-IND-CPA
KEM,B +Adv

(QChl,QChl)-PRP
SyE,C .

Proof. We show that the existence of a simulator Sim such that the upper bound on the advantage holds.
The simulator is depicted in Figure 31.
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Sim(pks, pkr)

01 parse pks → (kpks, spks)

02 parse pkr → (kpkr, spkr)

03 (kct, kk) $← KEM.Enc(kpkr)

04 m← (kct, kpks, kpkr, spkr)

05 kk → kk1||kk2
06 σ $← S
07 c := (kct, σ)

08 k := H(kk2, σ, spks,m)

09 return (c, k)

Figure 31. Simulator for the proof of Theorem 6.

Consider the sequence of games depicted in Figure 32.

Game G0. This is the (n, QChl)-HR-Den game for AKEM[KEM,RSig,SyE,H] in the honest receiver setting
and simulator Sim as described in Figure 31 so by definition∣∣∣∣Pr[GA

0 ⇒ 1]− 1

2

∣∣∣∣ = Adv
(n,QChl)-HR-Den
AKEM[KEM,RSig,SyE,H],A,Sim.

Games G0 − G2

01 R, C ← ∅
02 for i ∈ [n]

03 (kski, kpki)
$← KEM.Gen

04 (sski, spki)
$← RSig.Gen

05 ski := (kski, sski)

06 pki := (kpki, spki)

07 b $← {0, 1}
08 b′ ← ARev,Chall(pk1, . . . , pkn)

09 if R∩ C ̸= ∅
10 return r $← {0, 1}
11 return Jb = b′K

Rev(i ∈ [n])

12 R← R∪ {i}
13 return ski

Oracle Chall(s ∈ [n], r ∈ [n])

14 C ← C ∪ {r}
15 (kct, kk) $← KEM.Enc(kpkr)

16 kk $← KKEM //G1 − G2

17 m← (kct, kpks, kpkr, spkr)

18 σ′ $← RSig.Sgn(ssks, {spks, spkr},m)

19 kk → kk1||kk2
20 σ ← SyE.Enckk1(σ

′)

21 σ $← S //G2

22 c := (kct, σ)

23 k := H(kk2, σ, spks,m)

24 if b = 0

25 continue

26 if b = 1

27 (kct, kk) $← KEM.Enc(kpkr)

28 m← (kct, kpks, kpkr, spkr)

29 kk → kk1||kk2
30 σ $← S
31 c := (kct, σ)

32 k := H(kk2, σ, spks,m)

33 return (c, k)

Figure 32. Games G0 − G2 for the proof of Theorem 6.
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Game G1. In Game G1, the KEM key is replaced by a uniformly random value from the KEM key space
KKEM.

Claim 17: There exists a PPT adversary B against the IND-CPA security of KEM, such that∣∣Pr [GA
0 ⇒ 1

]
− Pr

[
GA
1 ⇒ 1

]∣∣ ≤ Adv
(n,QChl)-IND-CPA
KEM,B .

Proof. Adversary B is formally constructed in Figure 33. Note that adversary A of Game G0/G1 is able to
reveal secret keys via the Rev oracle. However, if they reveal a secret key corresponding to a receiver index
of a Chall query, the game will be lost. Thus, the output of games with such an adversary is 0 anyway and
it only remains to show the difference for adversaries without the knowledge of the receiver’s secret keys.

BChl,RevKEM(kpk1, . . . , kpkn)

01 R, C ← ∅
02 for i ∈ [n]

03 (sski, spki)
$← RSig.Gen

04 ski := (⊥, sski)
05 pki := (kpki, spki)

06 b $← {0, 1}
07 b′ ← ARev,Chall(pk1, . . . , pkn)

08 if R∩ C ̸= ∅
09 return r $← {0, 1}
10 return Jb = b′K

Rev(i ∈ [n])

11 R← R∪ {i}
12 kski ← RevKEM(i) //KEM key corruption

13 return (kski, sski)

Oracle Chall(s ∈ [n], r ∈ [n])

14 C ← C ∪ {r}
15 (kct, kk)← Chl(r) // challenge query

16 m← (kct, kpks, kpkr, spkr)

17 σ′ $← RSig.Sgn(ssks, {spks, spkr},m)

18 kk → kk1||kk2
19 σ ← SyE.Enckk1(σ

′)

20 c := (kct, σ)

21 k := H(kk2, σ, spks,m)

22 if b = 0

23 continue

24 if b = 1

25 (kct, kk) $← KEM.Enc(kpkr)

26 m← (kct, kpks, kpkr, spkr)

27 kk → kk1||kk2
28 σ $← S
29 c := (kct, σ)

30 k := H(kk2, σ, spks,m)

31 return (c, k)

Figure 33. Adversary B against IND-CPA security of KEM having access to oracles Chl and RevKEM simulating
G0/G1 from the proof of Theorem 6.

■

Game G2. In Game G2, the output of the symmetric encryption in the Chall is replaced by a uniformly
random value of the signature space S (Line 21).

Claim 18: There exists a PPT adversary C against the PRP security of SyE, such that∣∣Pr [GA
1 ⇒ 1

]
− Pr

[
GA
2 ⇒ 1

]∣∣ ≤ Adv
(QChl,QChl)-PRP
SyE,C .

Proof. Adversary C is formally constructed in Figure 34. For the real case (b = 0 in the PRP game), the
reduction simulates G1 for adversary A. For the random case (b = 1), they simulate G2. The total number
of instances as well as oracle queries to Eval is QChl.

■

The output distribution of Chall in G2 is now the same in case of b = 0 and b = 1, thus it holds

Pr[GA
2 ⇒ 1] =

1

2
.
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CEval

01 ℓ← 0

02 R, C ← ∅
03 for i ∈ [n]

04 (kski, kpki)
$← KEM.Gen

05 (sski, spki)
$← RSig.Gen

06 ski := (kski, sski)

07 pki := (kpki, spki)

08 b $← {0, 1}
09 b′ ← ARev,Chall(pk1, . . . , pkn)

10 if R∩ C ̸= ∅
11 return r $← {0, 1}
12 return Jb = b′K

Rev(i ∈ [n])

13 R← R∪ {i}
14 return ski

Oracle Chall(s ∈ [n], r ∈ [n])

15 C ← C ∪ {r}
16 (kct, kk) $← KEM.Enc(kpkr)

17 kk $← KKEM

18 m← (kct, kpks, kpkr, spkr)

19 σ′ $← RSig.Sgn(ssks, {spks, spkr},m)

20 kk → kk1||kk2
21 ℓ← ℓ+ 1 // new index

22 σ ← Eval(ℓ, σ′) // query PRP oracle

23 c := (kct, σ)

24 k := H(kk2, σ, spks,m)

25 if b = 0

26 continue

27 if b = 1

28 (kct, kk) $← KEM.Enc(kpkr)

29 m← (kct, kpks, kpkr, spkr)

30 kk → kk1||kk2
31 σ $← S
32 c := (kct, σ)

33 k := H(kk2, σ, spks,m)

34 return (c, k)

Figure 34. Adversary C against PRP security of SyE having access to oracle Eval simulating G1/G2 from the proof
of Theorem 6.

■

47


	

