
HAWKEYE – Recovering Symmetric Cryptography
From Hardware Circuits

Gregor Leander1 , Christof Paar2 , Julian Speith2 , and Lukas Stennes1

1 Ruhr University Bochum, Bochum, Germany
{gregor.leander,lukas.stennes}@rub.de

2 Max Planck Institute for Security and Privacy (MPI-SP), Bochum, Germany
{christof.paar,julian.speith}@mpi-sp.org

Abstract. We present the first comprehensive approach for detecting
and analyzing symmetric cryptographic primitives in gate-level descrip-
tions of hardware. To capture both ASICs and FPGAs, we model the
hardware as a directed graph, where gates become nodes and wires be-
come edges. For modern chips, those graphs can easily consist of hundreds
of thousands of nodes. More abstractly, we find subgraphs corresponding
to cryptographic primitives in a potentially huge graph, the sea-of-gates,
describing an entire chip. As we are particularly interested in unknown
cryptographic algorithms, we cannot rely on searching for known parts
such as S-boxes or round constants. Instead, we are looking for parts
of the chip that perform highly local computations. A major result of
our work is that many symmetric algorithms can be reliably located
and sometimes even identified by our approach, which we call HAWKEYE.
Our findings are verified by extensive experimental results, which involve
SPN, ARX, Feistel, and LFSR-based ciphers implemented for both FP-
GAs and ASICs. We demonstrate the real-world applicability of HAWKEYE
by evaluating it on OpenTitan’s Earl Grey chip, an open-source secure
micro-controller design. HAWKEYE locates all major cryptographic primi-
tives present in the netlist comprising 424 341 gates in 44.3 seconds.
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1 Introduction

Proprietary and non-public cryptography is both more common than one would
expect and as harmful as expected in almost all cases. Recent examples of dis-
closed and afterward broken non-public cryptography include GEA-1, an inten-
tionally weakened cipher for mobile communication [9], and the TETRA ciphers,
some of which are again backdoored [46]. A certainly not exhaustive list of other
examples includes the attacks on DST40 [19], KEELOQ [32], the Mifare Crypto-
1 cipher [56], and the SimonsVoss digital locking system [64].

Uncovering such secret or proprietary cryptography in an application, how-
ever, is a difficult task. In fact, many of the aforementioned insecure ciphers
had been used for decades before the algorithms and their weaknesses were dis-
covered. This exposes the public to many threats by, e.g., intelligence agencies.
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To counter such threats, tools to automate the task of finding cryptography in
software have recently been proposed. For instance, the work of Meijer et al. [47]
assists during the software reverse engineering process and allows locating known
and unknown cryptographic primitives in software binaries. For hardware, the
situation is very different. In their work uncovering the TETRA ciphers [46], Mei-
jer et al. state that, although they were confident that the integrated circuit (IC)
they identified contained TETRA in hardware, they deliberately decided against
hardware reverse engineering as it «is considerably more time and resource in-
tensive» than software reverse engineering. For TETRA, they got lucky as soft-
ware implementations of the cipher existed, hence, they could simply resort to
software reverse engineering instead. However, particularly for special-purpose,
proprietary ciphers, this is usually not the case. That is, there are cases where
hardware reverse engineering is the only available option.

“Hardware” today exists in two principal forms: application-specific inte-
grated circuits (ASICs) and field-programmable gate arrays (FPGAs). While
the functionality of an ASIC is fixed during manufacturing, FPGAs can be pro-
grammed to implement almost any function using a configuration file, i.e., the
bitstream, even after manufacturing. An application domain where (i) proprietary
ciphers that are (ii) implemented in hardware are very common is in defense sys-
tems. In defense systems, FPGAs are often used as they are more cost-efficient
in low-volume applications. The ongoing conflict in Ukraine gives two striking
examples of such uses of FPGAs: An automatic targeting system recovered from
a downed Russian SU-24M fighter jet [52] and the Russian R-187P1 Azart hand-
held radio transceivers [27]. Inside of both systems, Xilinx FPGAs were found.
In the case of the radio, the FPGA supposedly contains (proprietary) ciphers. It
is quite obvious that understanding such ciphers is of major interest, not only to
the parties involved in the conflict but also to academics scrutinizing real-world
deployments of cryptography.

Besides defense systems, other reasons are at least as important from a so-
cietal point of view. A general motivation is digital sovereignty, i.e., the desire
of nation-states to minimize their dependency on foreign, untrusted hardware,
e.g., in critical infrastructure components. A recent example with major politi-
cal ramifications is the ban of certain suppliers of 5G infrastructure hardware by
the UK and the USA over the fear of hidden hardware backdoors. Such mistrust
is not entirely unfounded, considering, e.g., the case of the Crypto AG [48] or
the allegedly «SIGINT enabled» CPU vendor Cavium [4]. The massive political
and economic implications of digital sovereignty become evident when looking
at the EU Chips Act and the US CHIPS and Science Act, both of which plan to
invest 10s of billions of Dollars in order to reduce the reliance on foreign hard-
ware manufacturers. In fact, the former is one of the largest subsidizing projects
in the history of the European Union. Against this background and given the
numerous examples of weak or even backdoored cryptographic algorithms, we
argue that locating and analyzing cryptographic primitives in hardware is an
important desideratum for the scientific community.
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An early example of this line of work comes from Nohl et al. [56], who recov-
ered and attacked the cipher implemented on the Mifare Classic RFID tag by
reverse engineering the respective chip. Hardware reverse engineering consists of
two main stages: (i) netlist extraction and (ii) netlist analysis [5]. For the former,
Nohl et al. used a mixed chemical-mechanical method to recover the chip layers.
This step was followed by optical imaging and image processing, resulting in the
chip’s netlist, a collection of logic gates and memory elements and their intercon-
nections. Since the netlist consisted of only 400 gates, the second phase—netlist
analysis—could be performed manually.

Today’s digital ICs commonly consist of at least a few 100,000 gates and
chips in high-end products such as smartphones and laptops often contain 100s
of millions of gates. Hence, manual approaches as used for the Mifare Classic
have become infeasible. For ASICs, the netlist extraction process is laborious
due to shrinking transistor sizes [41,61,71], but well understood. In fact, besides
specialized agencies of nation-states, several commercial service providers offer
netlist recovery [68,69]. For FPGAs, netlist extraction is even easier to achieve
and can be done with moderate resources, e.g., by academics. Here, recovering
a netlist merely requires reverse engineering the proprietary file format of the
bitstream, which is then converted into a gate-level netlist. This process is well
understood and documented [36,73,57,12,28,59,3]. However, we would like to
stress that in both the ASIC and FPGA case, a reverse engineer who has recov-
ered the netlist is faced with a large sea of gates that lacks any hierarchy, module
boundaries, or even just labels, data types, or meaningful strings often found in
software binaries [40]. Given that modern hardware implementations can fea-
ture many millions of logic gates, analyzing such a netlist is extremely difficult
without automation. Some specialized approaches towards automatic gate-level
netlist analysis have been proposed so far [45,62,21,5,2]. Surprisingly, despite
initial experiments [72,2,65], no approach toward the automated detection and
identification of cryptography in gate-level netlists exists.

Our Contribution. The work at hand aims to address this research gap by
proposing a set of algorithms to locate and analyze symmetric cryptographic
primitives within gate-level netlists, see Fig. 1. We refer to this collection of
algorithms as HAWKEYE.3 Our approach allows us to automatically detect sym-
metric primitives such as block ciphers, hash functions, or permutation-based
cryptography. Most importantly, our techniques allow us to recover known algo-
rithms and unknown—potentially secret or proprietary primitives—from hard-
ware circuits. To this end, we leverage the observation that implementations of
such algorithms result in structural properties that are inherent in symmetric
ciphers. More specifically, symmetric ciphers operate very locally, i.e., repeatedly
applying the same round function to their state.

3 HAWKEYE—Hardware recovery of unknown symmetric cryptographic
implementations. Metaphorically speaking, HAWKEYE circles over the sea of
gates and dead on target finds its prey: symmetric cryptography.
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HAWKEYE comprises three steps that can be executed independently of each
other. First, (i) it interprets the sea of gates as a graph and traverses this graph
to identify gates likely belonging to a cryptographic implementation. Second, (ii)
HAWKEYE extracts a description of the cryptographic primitive’s round function
and annotates external inputs such as state, plaintext, round key, and control.
Finally, (iii) it analyzes the round function. For substitution-permutation net-
work (SPN) ciphers, we attempt to automatically extract S-boxes and match
them against a database of known S-boxes. The extracted S-boxes can also be
exported for further analysis using tools such as sagemath [70] or SboxU [8].

crypto

Fig. 1: Illustration of HAWKEYE locating cryptography in the sea-of-gates.

For the evaluation of HAWKEYE, we rely on open-source hardware designs. We
synthesized these designs for FPGAs and some also for ASICs to obtain gate-
level netlists. In our first experiment, which is close to a real-world setting, we
executed HAWKEYE on an FPGA netlist implementing OpenTitan’s Early Grey
secure micro-controller that comprises 424 341 gates. HAWKEYE reliably located all
major cryptographic primitives implemented on Early Grey, including AES [26],
Keccak [14], and SHA-256 [55] in 44.3 seconds. Furthermore, it correctly ex-
tracted and identified the AES S-boxes. Given the circuit size, we assume manual
approaches for finding the ciphers would have been extremely time-consuming.

In order to evaluate HAWKEYE with a large number of symmetric algorithms,
we used a relatively small system-on-chip (SoC) synthesized with varying crypto-
graphic co-processors. We simulated a realistic detection setting by surrounding
the cipher with non-cryptographic circuitry. A main finding of these evalua-
tions is that the structural properties HAWKEYE exploits for detection are actu-
ally present across different ciphers and independent of surrounding circuitry. We
correctly recovered the state and/or (round-)key registers of 17 out of 18 FPGA
benchmarks and all 18 ASIC benchmarks, often in a fraction of a second. As a
cryptographic implementation usually revolves around its state register(s), this
gives us the location of the respective cipher on the chip. As there are, by nature,
no public hardware designs of non-public cryptographic algorithms, we relied on
open-source implementations of known ciphers for this evaluation. Given that we
detected all tested public algorithms, we are confident that proprietary ciphers
would also be identified by HAWKEYE.
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As a final set of experiments, we examined the false positive rate of HAWKEYE.
We applied it to six non-cryptographic implementations, where only between zero
and three false candidates were reported. A surprising result is that HAWKEYE also
identified some LFSR-based PRNGs, even though it has been primarily designed
to locate SPN, Feistel, and add-rotate-XOR (ARX) ciphers.

HAWKEYE is implemented as a plugin for the open-source hardware analyzer
HAL [33,37] and is available as part of the HAL GitHub repository.4 It is designed
to be easy to use as it only requires a few straightforward function calls and does
not rely on fine-tuning any parameters to make it work. Still, if known, a user
can specify, e.g., a block size or S-box entries that they suspect to find.

Finally, we want to note that our approach is not designed to deal with imple-
mentations protected against side-channel or fault attacks. Of course, tackling
protected implementations is appealing for future work. As HAWKEYE is built in
a modular way, we hope that future techniques will be integrated into our tool.

Related Work. For a general overview of hardware reverse engineering and
netlist analysis in particular, we refer to the work of Azriel et al. [5]. Experi-
ments of Werner et al. [72] discuss graph partitioning in the context of reverse
engineering cryptographic cores. Their approach produces a fuzzy partition and
requires manual interpretation of the resulting partitions based on known pat-
terns. Albartus et al. introduced DANA [2] as a plugin for HAL that attempts
to recover high-level registers from a gate-level netlist. One of their case stud-
ies examines an early version of the OpenTitan chip and reveals its registers,
including those of an AES and SHA-256. Still, locating and identifying the im-
plemented ciphers requires manual inspection of the resulting register graph.
Furthermore, Swierczynski et al. [65] induce permanent faults into AES and DES
implementations on FPGAs, particularly their S-boxes, with the goal to recover
key material. They argue that the parts of the FPGA configuration exhibiting
high non-linearity are likely to implement an S-box. These initial studies provide
some insights into detection strategies for cryptographic implementations, but
none of them presents a comprehensive solution.

For software, Meijer et al. presented Where’s Crypto? [47] at USENIX 2021.
The goals of our work are aligned with theirs, but while they presented solutions
to find and identify cryptography in software, we are concerned with hardware
implementations instead. Their tool relies on predefined signatures of the cryp-
tographic implementations and then on solving graph isomorphism problems to
identify those signatures in binaries. As the challenges associated with hardware
reverse engineering are fundamentally different from software reverse engineer-
ing, their approaches cannot simply be transferred to the hardware domain.

In case we detect an S-box in the sea-of-gates, we make use of a technique
proposed by Biryukov et al. [15] to efficiently check whether the S-box is present
(up to affine equivalence) in a database of well-known S-boxes. Of course, in case
HAWKEYE comes across unknown cryptographic building blocks, further analysis
4 See https://github.com/emsec/hal/tree/8f6c18d4473ef2bdc80f0128b78bab16a4b99fea/

plugins/hawkeye.

https://github.com/emsec/hal/tree/8f6c18d4473ef2bdc80f0128b78bab16a4b99fea/plugins/hawkeye
https://github.com/emsec/hal/tree/8f6c18d4473ef2bdc80f0128b78bab16a4b99fea/plugins/hawkeye
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is needed. While not in the scope of our work, we also want to mention further
works of Biryukov et al. [16] and Beierle et al. [10], who reverse engineered
S-boxes and linear layers to uncover hidden structures.

Outline. We recall relevant preliminaries in Section 2. In Section 3, we explain
our techniques to locate and analyze cryptographic implementations in netlists.
After that, in Section 4, we evaluate the resulting tool on OpenTitan’s Earl Grey
secure micro-controller, on a smaller SoC with cryptographic accelerators, and
numerous standalone implementations of symmetric cryptographic algorithms.
We conclude our work in Section 5.

2 Preliminaries

While symmetric cryptography can, in a top-down approach, be categorized
into different groups like encryption, hash function, and message authentication
codes which again can be divided into block ciphers, stream ciphers, and so on,
virtually all of them follow the same principle: Update some state repeatedly
with an efficient round function to derive a random-looking state. For security,
it is crucial that the round function features non-linearity. The most common
building blocks to achieve this are S-boxes as the heart of SPNs, non-linear
filter or update functions for (non-)linear-feedback shift registers, and modular
additions in ARX designs.

2.1 Hardware Implementations of Symmetric Ciphers

Generally, cryptographic algorithms are implemented in hardware, i.e., FPGAs
or ASICs, using sequential and combinational logic. Sequential logic such as flip-
flops holds the current state of the circuit and is updated on a clock signal’s
positive (or negative) edge. Hence, it synchronizes the circuit. Such flip-flops
may be controlled by inputs such as enable, reset, or set. Combinational logic
comprises logic gates that compute a Boolean function on their inputs and im-
mediately (or with minimal delay) output the result. Computations such as a
round function of a symmetric cipher are implemented in combinational logic,
while sequential logic stores (and synchronizes) intermediate states.

Different approaches can be pursued when implementing symmetric cryptog-
raphy. Here, we focus on typical implementation approaches for SPN, Feistel,
and ARX-based ciphers. Round-based implementations as depicted in Fig. 2a
compute one round of a cipher per clock cycle and store the intermediate state
after this round in the state register that consists of flip-flops. In our example, the
state register input is connected to a multiplexer that selects the plaintext upon
initialization and the current state while the later rounds are computed. Hence,
round-based implementations are compact because the round function needs to
be implemented only once, but they lack throughput as multiple clock cycles are
required to compute a single ciphertext block. The complex inner workings of
such an implementation are typically steered by a finite state machine (FSM).
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(a) Round-based implementation.
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(b) Pipelined implementation.

Fig. 2: Common implementation techniques for symmetric ciphers.

Pipelined implementations such as shown in Fig. 2b present the other ex-
treme. Here, the implementation is unrolled, i.e., every round of the cipher is
implemented separately using combinational logic, interrupted only by state reg-
isters. The state registers are placed between the rounds to reduce the critical
path length, which is required to achieve high clock frequencies. Generally, this
setup allows multiple different plaintexts to be at different stages of the encryp-
tion at the same time. If fully utilized, one ciphertext is output every clock cycle,
drastically improving throughput at the cost of more logic area being required
for the implementation.

While these two approaches are most common, other implementation tech-
niques exist. For instance, the cipher PRINCE is built in a way that allows it to
be implemented fully unrolled [20], without any state register between the in-
dividual rounds. Furthermore, highly area-optimized implementations may also
deviate from these patterns. Fig. 2 shows examples of round-based and pipelined
implementations, but different flavors of them exist. The state register of a round-
based implementation may also be placed behind the round function so that the
combinational logic of the multiplexer and the round function can be merged. For
pipelined implementations, more than one round may be implemented between
two state registers to reduce latency. Finally, additional plaintext, ciphertext, and
key registers may be present at the inputs and outputs of such implementations.
Even such slight deviations already present challenges to a generic detection
algorithm.

2.2 Hardware (Reverse) Engineering

Hardware is built by first describing the desired components in a hardware de-
scription languages such as Verilog. This description is then fed into a synthesizer
to obtain a gate-level netlist. Such a netlist comprises the combinational gates
and sequential elements such as flip-flops of a hardware implementation, as well
as their interconnections, i.e., the nets connecting the gates. The primary dif-
ference between ASIC and FPGA netlists is that combinational logic is realized
using look-up tables (LUTs) on FPGAs while ASICs rely on regular Boolean
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gates. For ASICs, the netlist is then implemented as a layout file describing the
physical properties of the final chip. Afterward, the layout file is passed on to a
manufacturing facility that actually produces the chip. In contrast, FPGAs fea-
ture an already manufactured (and hence fixed) fabric that can be programmed
to implement arbitrary, user-defined circuits by using a configuration file also re-
ferred to as a bitstream. To obtain this bitstream, the gate-level netlist is placed
and routed on the existing fabric using an electronic design automation tool
provided by the FPGA vendor. Afterward, it is converted into the proprietary
bitstream format of the respective FPGA.

For simplification and in line with previous work [5], we consider hardware
reverse engineering to be a two-stage process. First, during netlist extraction, a
gate-level netlist is recovered from a target, either an FPGA or an ASIC. For
ASICs, this requires skilled personnel, expensive equipment, weeks or months to
complete, and is prone to errors [41,61,71]. However, for FPGAs, netlist extrac-
tion merely involved reverse engineering the format of their bitstream file, which
is a well-understood process [36,73,57,12,28,59,3]. While bitstream protections
such as encryption exist, they have repeatedly been shown to be susceptible
to protocol [35,34] and side-channel attacks [49,50,51,66,67]. On top of this, re-
covery of an error-free netlist is achievable given a sound understanding of the
bitstream format. Recent studies have shown reverse engineering of an entire
real-world FPGA for the purpose of intellectual property theft to be feasible [40].

Second, having recovered a gate-level netlist, netlist analysis is performed to
achieve a high-level understanding of the implementation. The exact meaning of
this depends on the goals of the reverse engineer. The work at hand deals only
with this second stage of hardware reverse engineering in the context of locating
and analyzing implementations of arbitrary symmetric ciphers in unknown gate-
level netlists implemented on FPGAs or ASICs. To this end, we are confronted
with a sea-of-gates that lacks obvious structure such as hierarchy and module
boundaries, or even just interpretable labels or word-level information such as
data types and bit orders often used for software reverse engineering [40].

(a) A small gate-level
netlist in HAL.

g0
i0

i1

i2

i3
g1

g2

(b) The same netlist as a
circuit diagram.

i0

i1

i2

i3

g0

g2

g1

(c) The same netlist inter-
preted as a graph.

Fig. 3: An excerpt from a ASIC netlist comprising three combinational gates
shown in different forms of representation.
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Fig. 3 depicts a small excerpt from a gate-level netlist extracted from an
ASIC in the netlist analysis framework HAL [33,37] (Fig. 3a) and as a circuit
diagram (Fig. 3b). In our work, we interpret the netlist as a graph G = (V,E),
see Fig. 3c. To this end, we treat the gates in the netlist as vertices V and the
nets as directed edges E. For some vertices v0, v1, v2, . . . , vn ∈ V , we say that
p = (v0, v1, . . . , vn) is a path of length |p| = n if (vi, vi+1) ∈ E for all 0 ≤ i < n.
Notice that we do not require that the vi are distinct. In case we do not care
about the inner vertices, we simply write v0

p
⇝ vn. The set of all paths connecting

v0 and vn is denoted by P (v0, vn).
To conduct netlist analysis, both structural and functional methods can be

applied. Here, structural means that we ignore the Boolean functions imple-
mented by the combinational gates. For functional analysis, these Boolean func-
tions are considered by labeling nodes representing combinational gates with
the Boolean function they implement. We split gates with multiple outputs into
single-output gates. Based on these labels, we evaluate subgraphs to learn the
combined Boolean functions of multiple gates. For instance, in Fig. 3, the output
of vertex g2 as a function of the inputs of vertices g0 and g1 is

f(i0, i1, i2, i3) = ¬(¬(i0 ∨ i1) ∧ ¬(i2 ∨ i3)) = i0 ∨ i1 ∨ i2 ∨ i3.

For performance reasons, structural analysis is preferable over functional anal-
ysis, as the traversal of the netlist graph is usually faster than operating on
complex Boolean functions comprising dozens of input variables.

3 Our Techniques

In this section, we explain the technical details and design choices of HAWKEYE.
For illustration, we use a round-based AES hardware implementation on a Xilinx
7-series FPGA as a running example. We deliberately omit non-instructive de-
tails and use a rather theoretical perspective, s.t. no deep knowledge of hardware
implementations is needed to follow our description. Of course, the interested
reader is invited to consult our implementation of HAWKEYE for details.

On a high level, HAWKEYE comprises three independent steps: (i) locating
candidates of cryptographic implementations, (ii) extracting and dissecting the
round function, and (iii) analyzing the round function. Step (i) takes the netlist
graph G as input and outputs candidates that HAWKEYE suspects to be state
registers of a cryptographic implementation. More formally, this step outputs a
set {C1, C2, . . . } of candidates Ci = (Ri,in, Ri,out). Each Ci comprises two sets
of flip-flops where one set of flip-flops represents the input register Ri,in and
the other the output register Ri,out. Steps (ii) and (iii) are then executed on all
candidates separately.

Step (ii) takes one candidate Ci from Step (i) as input and then outputs a
graph representing only the round function which exactly contains the previously
identified input and output registers, the combinational logic in between these
two registers, and additional inputs like round keys. While appearing superfluous
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at first, this step acts as a layer of normalization and enables us to prepare the
round function for further analysis.

In Step (iii), HAWKEYE analyses the extracted round function graph and, for
SPNs, tries to recover S-boxes through structural and functional analysis. Fur-
thermore, HAWKEYE attempts to identify these S-boxes by comparing them against
a database of known S-boxes using the affine equivalence algorithm from [15].

3.1 Locating Cryptographic Candidates

The most important step of our analysis is the detection of (candidates of)
cryptographic state registers. As this step is executed on the entire gate-level
netlist, which can contain thousands if not millions of gates, we rely solely on
structural techniques. That is, we only work on the graph induced by the netlist
but do not evaluate any Boolean functions. Conveniently, the fact that symmetric
primitives work extremely locally translates well to such a structural check.

To be more specific, consider round-based and pipelined implementations
as described in Fig. 2. As stated before, we interpret the netlist as a directed
graph G = (V,E). Now, to locate cryptographic implementations, we consider
only the flip-flop connectivity graph GFF = (VFF, EFF) implied by replacing all
combinational gates with nets. That is, VFF ⊂ V is the set of all flip-flops in V
and EFF is such that there is an edge (u, v) if there is a path from flip-flop u to v
which passes only through combinational logic but not through other flip-flops.

For a moment, assume that no ciphertext register exists in GFF. While this is
not realistic in practice, it helps to understand our approach and we later show
how to deal with this issue. If there is no ciphertext register, then every flip-flop
in the state is followed only by other state flip-flops. In other words, there is no
branching out of the state data path; therefore, the state register forms a sink.
This observation is quite intuitive as it would be a security disaster if the state
would influence anything but itself and the ciphertext. As this observation does
not hold for most flip-flops that do not belong to a cryptographic implementa-
tion, it enables us to locate candidates of state registers within the sea-of-gates
using only structural techniques.

More formally, the k-th neighborhood Nk(v) of a state flip-flop v in GFF,

Nk(v) = {u ∈ VFF | ∃p s.t. v p
⇝ u and |p| = k},

consists only of state flip-flops. Moreover, for strong symmetric primitives, the
avalanche effect ensures that the process of considering Nk(v) for increasing k
quickly obtains a complete state register. That is, there is a small k′ s.t. the k′-th
neighborhood constitutes a complete state register and for k′ +1 we again get a
complete state register. We depict this for a toy example in Fig. 4a using a state
size of four. For our running example, i.e., the round-based implementation of
AES, we have k′ = 2 as two rounds of AES provide full diffusion.

Based on this idea, we assemble Algorithm 1. It takes the flip-flop connec-
tivity graph GFF derived as described above as input. Then, for all flip-flops,
we compute the k-th neighborhoods where k = 1, 2, . . . , kmax. As we expect to
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identify state registers with a small k, we choose kmax := 10. If we encounter a
flip-flop v for which the size of the neighborhoods quickly saturates and is larger
than a heuristically predefined minimal register size of cmin = 10, we stop and
store the two last neighborhoods as the two registers Rin and Rout of a candidate
C. We might encounter this candidate multiple times for different start flip-flops
v, but we only output it once. Also, we might detect a candidate C = (Rin, Rout)
which is a superset of another candidate C ′ = (R′

in, R
′
out), in the sense that both

R′
in ⊊ Rin and R′

out ⊊ Rout. For instance, this might happen if we additionally
start in a key schedule flip-flop and thereby find a candidate that consists of the
round key register and the state register. If C is a superset of C ′, we discard
C and output only C ′. Finally, we only consider candidates containing at least
smin = 40 flip-flops in their output register to be state register candidates.

Algorithm 1 Identify state registers.
Require: flip-flop connectivity graph GFF

Ensure: state-register candidates
kmax := 10 ▷ maximal number of forward steps
cmin := 10 ▷ minimal candidate size
smin := 40 ▷ minimal state register size
for each v ∈ VFF do ▷ for all flip-flops

for k = 1 to kmax do
Compute k-th neighborhood Nk(v) ▷ using breadth-first search
if cmin ≤ |Nk−1(v)| = |Nk(v)| then

Store (Nk−1(v), Nk(v)) as a candidate for input and output register
break

end if
end for

end for
return candidates that are larger than smin and not a superset of another candidate

As Algorithm 1 relies on the heuristics described above, claiming any theo-
retical correctness is inappropriate. Of course, if a cryptographic implementation
is not covered by our heuristic, Algorithm 1 can not detect it. Hence, we instead
give practical results in Section 4 for detection rates and runtime complexity.
Regarding runtime, the most expensive step is the breadth-first search to com-
pute the neighborhoods, which we execute for at most kmax = 10 steps for every
flip-flop in the netlist.

Recall that we have assumed that no ciphertext register exists in GFF at the
beginning of this section and that every state flip-flop would only be followed by
other state flip-flops. This is true for pipelined implementations for all but the
last round, since every state register is only followed by another state register.
However, as is, Algorithm 1 fails for round-based implementations as the one
existing state register does not only feed back into itself but also into the cipher-
text register. Hence, when traversing GFF starting from a state flip-flop, we need
to ensure to exclude ciphertext flip-flops to prevent “exiting” the state logic. We
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present two complementary methods to deal with this issue. As HAWKEYE is built
in a modular way, further methods could easily be added over time if the need
arises. Both presented methods can also be combined to refine results.
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(a) Candidate search with Method 1.
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(b) Candidate search with Method 2.

Fig. 4: Different approaches to locate the state register of an implemented cipher
based on forward propagation. State flip-flops are denoted as S , ciphertext flip-
flops as C , and other flip-flops as O .

Method 1: Flip-Flop Filtering. On FPGAs, we observed that the state
and ciphertext registers are often controlled by distinct control inputs directly
applied to the flip-flops. We utilize this observation to refine our candidate search
by applying an approach we refer to as flip-flop filtering. In case VFF contains
flip-flops with different control inputs, we consider Gf

FF = (VFF, E
f
FF) with Ef

FF
containing (u, v) ∈ EFF only if both u and v are controlled by the same control
inputs. We then execute Algorithm 1 on Gf

FF instead of GFF. Our experimental
evaluation in Section 4 demonstrates that this usually produces good results for
FPGAs, but not so much for ASICs.

Example 1 (Round-based AES). To illustrate our techniques, we apply them to
a round-based implementation of AES on a Xilinx 7-series FPGA and report
not only the results but also describe the inner workings. We choose AES as
it is the best-known symmetric cipher and its implementation, especially on
FPGAs, is an exceptionally instructive example. Apart from implementing AES,
the netlist under scrutiny also comes with a Universal Asynchronous Receiver
Transmitter (UART) interface. This allows us to communicate with an FPGA
board configured with the netlist so that we can actually encrypt plaintexts and
obtain ciphertexts using our implementation. The sole purpose is to demonstrate
that our AES implementation is indeed correct.

Executing HAWKEYE on the netlist consisting of 3458 gates takes only a fraction
of a second and produces one candidate. Indeed, the candidate consists of two
identical registers comprising the same 128 flip-flops each and corresponds to the
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AES state register. To better understand how HAWKEYE behaves during candidate
search, we dissect its inner working for several start flip-flops from our example: A
state flip-flop, flip-flops from the key schedule, the plaintext, the FSM steering
the AES implementation, and several flip-flops from the UART interface. For
each of them, we give the sizes of the neighborhoods Nk(v) in Table 1.

Table 1: Exemplary traces of our candidate search for different start flip-flops.
i Register of vi (|Nk(vi)| for k = 1,2, . . .) Candidate Comment

1 state (32, 128, 128) ✓

2 round key (36, 164, 196, 228, 256, 256) (✓) superset of 1
3 plaintext (0) ✗ different control
4 AES state machine (4, 4) ✗

5 UART state machine (2, 2) ✗

6 UART clock counter (10, 10) ✗

7 UART transmitter (0) ✗ different control
8 UART receiver (0) ✗ different control

For the state flip-flop v1, we get |N1(v1)| = 32, i.e., v1 influences 32 other
flip-flops. With AES in mind, this is the expected behavior since the signal passes
through one 8-bit S-box and MixColumns. Next, we have |N2(v1)| = 128. Again,
with the diffusion properties of AES in mind, this is expected as ShiftRows
ensures that the flip-flops in N1(v1) cover all four columns of the state and
hence we collect all state flip-flops in N2(v1). Now, we have |N3(v1)| = 128,
simply because the complete state influences all of the state again. This also
implies that |Nk(v1)| = 128 for all k ≥ 2. Hence, we stop, and the state register
is correctly identified as a candidate.

For most other flip-flops, we can also stop the search after only a few steps.
This is either because the respective flip-flop has no successors in Gf

FF due to
differing control inputs or because we quickly saturate at a neighborhood smaller
than cmin. Note that for v6, a candidate containing 10 flip-flops is created, but
not considered a state register candidate as it is smaller than smin. One exception
is the round-key register, for which we end up with a candidate containing both
the state and the round-key register. This candidate constitutes a superset of
the identified state candidate and is discarded.

Method 2: SCC Detection. For round-based implementations on ASICs, we
observed that distinguishing state and ciphertext registers based on their control
inputs is not always possible. Some control inputs are not directly applied to the
flip-flops but merged into the combinational logic preceding a flip-flop’s data
input. Here, recovering the control inputs feeding into the combinational logic
is sometimes impossible without making assumptions about the surrounding
circuitry. However, due to the nature of symmetric cryptography, the state reg-
ister flip-flops in GFF of such round-based implementations are usually strongly
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connected. That is, eventually, every state flip-flop influences every other state
flip-flop. In anticipation of the strongly connected components (SCCs) within
GFF being rather large and containing way more than just the state register,
we implement a local SCC search within Algorithm 1 that only tries to find
SCCs within the neighborhoods Nk(v). Furthermore, we modify Algorithm 1 to
only stop if the size of the SCCs found in Nk(v) and Nk+1(v) is equal. Only the
flip-flops contained in the SCC are then considered to be the candidate. This
method is depicted in Fig. 4b. As ciphertext flip-flops can no longer be differen-
tiated from the state flip-flops, they are added to the set of currently considered
flip-flops through graph traversal. Furthermore, other flip-flops may be added to
this set in subsequent iterations by following the ciphertext flip-flops. However,
as they are not part of the SCC, they will not be considered for the final candi-
date. We stress that this approach is not useful to find pipelined cryptographic
implementations, because these do not form an SCC.

3.2 Extracting and Dissecting the Round Function

Once a candidate C = (Rin, Rout) has been found, HAWKEYE attempts to extract
the round function implemented in combinational logic between Rin and Rout.
For this, we again consider the complete netlist graph G. If Rin = Rout, we copy
Rin and replace Rout with this copy s.t. we always end up with a directed acyclic
graph. While cutting out the combinational subgraph between two registers ap-
pears straightforward, there are intricate details to consider in practice.

First, there likely are additional inputs to the round function other than the
previous state. Those typically include the plaintext, round keys/constants, and
control signals coming from an FSM. Labeling those as accurately as possible
is important since we need to brute force the control inputs later on. Luckily,
control inputs can often be easily identified as they connect to many gates in the
round function. For instance, in our AES example, a control signal determines
whether the MixColumns step takes place (it is omitted in the last round of AES).
This control signal feeds into 128 combinational gates as it must influence the
computation of every state bit. In contrast, a plaintext or round key flip-flop
usually only feeds into a single combinational gate. Hence, heuristically, we label
an additional input as control if the number of gates it is connected to is larger
than half the state size.

Second, we check for special structures like Feistel. For Feistel networks,
parts of the current state are just forwarded to the next state, without any
computations being performed. In the netlists, this translates to some flip-flops
in the input register Rin being directly connected to flip-flops in Rout, without
any combinational logic in between.

Finally, dissecting the round function into independent parts might be pos-
sible. By considering the connected components of the undirected version of the
flip-flop graph GFF, i.e. the graph G′

FF = (V ′
FF, E

′
FF) with

V ′
FF = VFF and E′

FF = {{u, v} | (u, v) ∈ EFF},
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we identify independent parts of the round functions. Of course, it might be the
case that the entire round function is just a single large component. However,
considering one round of AES, we end up with four independent components that
correspond to the four columns of the AES state. We note that AES influenced
the design of many modern ciphers, which hence incorporate a similar structure.
Furthermore, the quarter-round pattern of ChaCha [13] also matches this struc-
ture. In case HAWKEYE detects such a structure, the subgraph implementing the
round function is divided accordingly.

Example 2 (Round-based AES). In the round function extraction step, we start
at every flip-flop of the output register and propagate backward until we en-
counter the flip-flops of the input register or a gate that is not influenced by the
input register anymore, i.e., an additional input. As we deal with a round-based
implementation, we replicate the state register to have separate input and out-
put registers. Recall that the complete netlist consists of 3458 gates in total. The
extracted round function consists of 128 state flip-flops (another 128 duplicated
state flip-flops), 258 additional inputs, and 1328 LUTs.

First, we investigate the additional inputs. Using our heuristic from above,
HAWKEYE identifies two of them as control inputs. Indeed, those two control
whether a plaintext is loaded into the state and whether the MixColumns oper-
ation takes place. The other 256 inputs form the plaintext and the round key
inputs. Finally, we detect the four independent columns, as discussed before.

3.3 Analyzing Substitution–Permutation Networks

Arguably, SPNs are the most common design strategy for symmetric primitives.
In recent years, many hardware-friendly SPNs were proposed [11,18,20,38,30,14].
For SPNs, we are interested in their S-boxes. Hence, HAWKEYE attempts to au-
tomatically extract S-boxes from the round function and compare them to a
database of widely known S-boxes. For efficiency, our analysis is again mostly
structural and minimizes the number of required Boolean function evaluations.

For completeness, we want to mention another approach: the techniques used
to break SASAS [17]. Biryukov et al. treated the round function as a black box
oracle to find the S-box by evaluating carefully crafted inputs. As this contra-
dicts our goal of minimizing the number of evaluations, we did not study such
techniques further.

Locating S-box Candidates. For a moment, assume that the round function
starts with the S-box layer, i.e., the state input flip-flops Rin are indeed the inputs
of the S-boxes. Still, a priori it is unclear which input is connected to which
S-box. To group the flip-flops, we use a similar approach as before to identify
independent components. Hence, we investigate connected components of the
underlying undirected graph, but this time we also consider the combinational
logic. Furthermore, instead of considering the entire graph at once, we step-by-
step consider the subgraphs induced by taking k steps forward from the input
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flip-flops Rin through the combinational logic. Assume that the round function
L ◦ S consists of an S-box layer S and a linear layer L. If we cut the graph
such that the first part implements S, then the connected components of the
undirected version of the graph correspond to the S-boxes.

More formally, for two nodes u, v ∈ V , we denote the set of all paths from
u to v as P (u ⇝ v). Then, we define lcp(v) as the length of the critical (i.e.
longest) path from any input flip-flop u ∈ Rin in the subgraph to v, i.e.,

lcp(v) = max
u∈Rin

max
p∈P (u⇝v)

|p|.

Then, in iteration k, we consider the graph induced by Ṽ = {v ∈ V | lcp(v) ≤
k}. If this graph nicely partitions into independent components, we have identi-
fied the S-box inputs. Here, of course, nicely conceals our heuristic, which is as
follows: We check if there are m ≥ 1 components, each containing exactly n ≥ 1
input flip-flops such that m · n = |Rin| is the number of all input flip-flops.

Given the inputs of each S-box, we still have to determine the outputs. To
this end, we first consider all gates that only depend on a non-strict subset of the
inputs. Thereby, we are left with the gates that correspond to the computation
of the S-box and potentially some linear operations after the S-box (think of
multiplication with 0x03 in the MixColumns operation in the AES). We identify
output gates by considering only the gates for which the successors also depend
on inputs of other S-boxes. If we are left with the same number of outputs as
inputs, we store the S-box candidate for further analysis. If we find fewer outputs
than inputs, we discard the S-box candidate and continue with the next set of
inputs or the next step. Of course, thereby we miss, e.g., the DES S-boxes. If we
are left with more outputs than inputs, we assume this is due to optimizations
of the linear layer that comes after the S-box. That is, in hardware, it might be
beneficial to, e.g., compute an output bit of 0x3S(x) directly without using the
outputs of S(x). To address this, we check if there are outputs that depend only
linearly on other outputs and, if so, eliminate them. Thereby we might obtain
linear transformations of the S-box, but this is not a problem for HAWKEYE as
both our identification of known S-boxes, as well as cryptographic properties of
S-boxes are quite robust, i.e., invariant under affine equivalence.

Notice that so far we assumed that the round function is implemented as
L ◦ S. If it is S ◦ L instead, the inputs of a single S-box depend on more input
flip-flops, and our technique as described above fails. However, we can apply the
same idea backward. We start with the output flip-flops and walk, step-by-step,
backward to find the S-boxes.

Example 3 (Round-based AES). Due to the nature of 7-series Xilinx FPGAs,
every AES S-box is typically implemented the same way. To be more specific, 7-
series FPGAs are organized in a grid of similar building blocks. Combinational
and sequential logic are implemented in CLBs that are part of this grid and
again split into two Slices each. Each Slice can implement any 8-input Boolean
function from four 6-input LUTs whose outputs are connected by two layers of
multiplexers. The resulting circuit for a single output bit is depicted in Fig. 5.
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Returning to our S-box extraction, recall that we investigate each of the four
identified components separately, i.e., the four columns of the AES state. For
one, two, or three steps, our graph does not decompose nicely as there are input
flip-flops that are not connected to anything else. These are the flip-flops that
are directly connected to the last multiplexer in Fig. 5. When we go four steps
forward, our graph decomposes into four components each consisting of eight
input flip-flops followed by eight XORs for key addition and then eight instances
of the subgraph shown in Fig. 5. For more than four steps, we find only a single
component comprising all 32 flip-flops. In other words, we correctly located all
input and output pairs of the S-boxes and there are no false positives.

(a) Implementation of one bit of the
AES S-box in HAL.
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(b) A circuit diagram of the
same subcircuit.

Fig. 5: Implementation of one AES S-box output on a Xilinx 7-series FPGA.

Identifying S-Boxes. Once we locate candidates for the inputs and outputs
of an S-box, it is simple to check whether the subcircuit in between them repre-
sents a known cryptographic S-box. First, we extract the Boolean functions for
all output wires and combine them into a lookup table for the S-box. In case
additional inputs contribute to the Boolean functions, we also have to assign
values to them. To this end, we simply brute-force control inputs and execute
all subsequent steps once for every possible control assignment. Furthermore, we
fix all other non-state inputs (e.g., plaintext and round key) to zero.

Given the resulting lookup table, we apply a slight modification of the affine
equivalence algorithm proposed by Biryukov et al. [15] to check whether the
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S-box candidate is contained in a database of known S-boxes, see Algorithm 2.
HAWKEYE incorporates such a database that can be extended by the user. For com-
pleteness, we point out that the work of Dinur [29] improves the affine equivalence
algorithm in the case of random functions. Essentially, for the improvement to
work, the investigated functions must be of a high degree. This is not always the
case for S-boxes (e.g., consider the ASCON S-box of degree 2). Hence, we opted
for the algorithm by Biryukov et al. [15], which is fast enough in our applica-
tion. By relying on the affine equivalence algorithm, we ensure that our S-box
extraction is rather robust. That is, the order of the inputs and outputs does
not matter, nor does the addition of constants before or after the S-box. Even
if the S-box and the linear layer are interwoven (think of the aforementioned
multiplication of 0x3 with the AES S-box output), we identify the S-box cor-
rectly. Of course, this robustness also implies that we cannot distinguish affine
equivalent S-boxes. Further, if the S-box is unknown, there are many equivalent
solutions for decomposing the round function into S-box and linear layer, i.e., it
is impossible to decide which part of the linear layer goes in the S-box.

Originally, the affine equivalence algorithm of Biryukov et al. [15] takes two
S-boxes S and S′ with S, S′ : Fn

2 → Fn
2 as input and then decides whether those

two S-boxes are affine equivalent, i.e., whether there exist affine and bijective
maps A,B : Fn

2 → Fn
2 s.t. S = A ◦ S′ ◦ B. Internally, for all choices of α and β,

the affine equivalence algorithm computes and stores the linear representatives
of S(x)⊕β and S′(x⊕α), i.e., the lexicographical smallest S-boxes that are linear
equivalent to S(x)⊕β and S′(x⊕α) respectively. To check for affine equivalence,
the algorithm computes the intersection of the linear representatives of S and
S′. If there is a pair (α, β) such that the linear representatives match, then S and
S′ are affine equivalents. If we want to learn the name of an extracted S-box S,
a trivial approach would be to run this algorithm repeatedly for a list of known
S-boxes S′

i. For instance, we could first check whether an extracted 4-bit S-box
is equivalent to the PRESENT S-box. If not, we check whether it is equivalent
to the SKINNY S-box and so on. Hence, the algorithm would again and again
compute the linear representatives for the known S-boxes. To avoid this, we
slightly adapt the algorithm of Biryukov et al., see Algorithm 2. In an offline
phase, we pre-compute the linear representative for our known S-boxes (for all
choices of α) and store them in a database. In the online phase, we compute the
linear representative of the unknown S-box S for all β and check whether it is
contained in our database. In other words, this time-memory trade-off allows us
to check against all known S-boxes in parallel instead of one by one.

The correctness and complexity of our algorithm follow from the original al-
gorithm [15]. However, Biryukov et al. suggest that the linear_representative
subroutine has a complexity of O(n32n), which is not in line with our experi-
ments. For example, for the AES S-box we obtain a worse complexity. But since
we are only interested in rather small n (usually n ≤ 8) and our implementation
can handle those cases in fractions of a second, we did not investigate this incon-
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sistency any further.5 Our implementation is optimized by using large registers
(AVX on x86 and NEON on ARM) to represent small sets frequently used in
the the linear_representative subroutine. As we believe that our approach
might also be interesting for other applications (e.g. software reverse engineer-
ing of cryptography), we will contribute our implementation of Algorithm 2 to
SboxU [8].

Algorithm 2 Affine equivalence against database.
Require: List L of S-boxes and their names ▷ offline
Ensure: S-box database D

for each S′ ∈ L do ▷ S′ : Fn
2 → Fn

2

for each α ∈ Fn
2 do

R← linear_representative(S′(x⊕ α)) ▷ lin. repr. algorithm from [15]
D[R]← name of S′ ▷ add to set of names if already defined

end for
end for
return D

Require: S-box S : Fn
2 → Fn

2 and database D ▷ online
Ensure: Name of S-box S or ⊥

for each β ∈ Fn
2 do

R← linear_representative(S(x)⊕ β)) ▷ lin. repr. algorithm from [15]
if D[R] is defined then

return D[R] ▷ return the name(s) of the S-box
end if

end for
return ⊥ ▷ S is not in the database

In case Algorithm 2 fails, i.e., if the extracted S-box S is not contained in
the database, we could apply standard analysis such as computing the differen-
tial uniformity, linearity, or algebraic degree. However, as these and many other
properties of S-boxes are well-known, we argue that it is more reasonable to sim-
ply output such S-boxes and then rely on established tools such as sagemath [70]
or SboxU [8] for further analysis.

Example 4 (Round-based AES). As established before, we correctly extracted all
inputs and outputs of the sixteen AES S-boxes. Now, we compute the Boolean
function for each output bit. For this, we actually need to assign a value to the
eight round key bits that are xored to the inputs of the S-box. As we identified
the key bits as additional non-control inputs, we simply set them to zero. In

5 For the interested reader, we want to state that the reason here seems to be that
the subroutine has to guess more than one image of the linear transformations that
map S to its linear representative. Intuitively, it is clear that we need more guesses
if there are self-equivalences.
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fact, since we rely on affine equivalence, the value of those bits does not matter.
The two identified control inputs do not influence the computation of the S-box;
hence, we do not have to consider them here.

Once the Boolean functions have been extracted, we run Algorithm 2. Cru-
cially, our S-box database contains the AES S-box. Consequently, our imple-
mentation of Algorithm 2 correctly identifies the extracted AES S-box as such
in a fraction of a second on a consumer-grade laptop. As the details of the
linear_representation algorithm and our implementation of it are rather un-
related to the topic of this work, we do not go into the details but refer the
interested reader to [15] and our source code.6

Extracting the Linear Layer. If we only want to know whether our candidate
implements a cryptographic algorithm, we can stop as soon as we identify the
first S-box. Still, if we want to restore the linear layer, we need to identify all
of its input and output gates again. Hence, in the case of L ◦ S, the first step
of extracting the linear layer is actually to restore all the S-boxes because the
outputs of the S-boxes are the inputs to the linear layer. Obviously, recovering all
S-boxes might be harder than recovering only a single one. For instance, consider
SKINNY which features a structure similar to AES, but the 4 × 4 MixColumn
matrix is binary, i.e., no finite field multiplications take place. Therefore, the
outputs of its lightweight S-boxes are directly xored with each other, which can
lead to circuit optimizations that make it hard to extract the SKINNY S-boxes
from the netlist. However, in SKINNY the first row of the state is just moved to
the second row. Here, the four corresponding S-boxes are easier to extract than
all the others.

If the extraction of all S-boxes succeeds, extracting the linear function be-
tween the outputs of all S-boxes and the output register is straightforward. We
simply evaluate the Boolean functions of the linear layer on all unit vectors and
use the results to build a matrix. If the function is affine and not linear, we
simply evaluate the all-zero input to learn the constant. To double-check that
the function is indeed linear (or affine), we can evaluate it on random inputs
and compare the results to those that we get using the recovered matrix (and
constant). Of course, the same caveats about additional inputs apply again.

There is, however, another caveat, namely the ordering of the inputs and
outputs. Given that we do not know the order of the flip-flops within our re-
covered state registers, they are equal to the actual state registers only up to
a permutation of the bits. Consider the block cipher PRESENT, for which the
linear layer is just a bit permutation. In other words, bit permutations can be
sufficient to build linear layers and therefore a truly solid linear layer extraction
would need to recover the exact linear layer and not only the linear layer up to
a permutation of the input and outputs. Of course, if we detect a known S-box,
we could try to find the linear layer of the matching cipher. But as soon as the
S-box is unknown, this is not possible anymore and hence we believe that the
most reasonable approach then is to fall back to a semi-automated approach.
6 See Footnote 4.
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Example 5 (Round-based AES). Our running example illustrates one of the in-
conveniences we have to deal with: it features control inputs that change the
functionality of the linear layer. However, there are only two control inputs;
hence, we can simply restore the linear layer for all four possible control states.
If we do so, we get a zero matrix twice, a permutation matrix, and then a more
complex matrix M . We consider the linear layer for each component separately,
i.e., all matrices are 32 × 32 binary matrices. As discussed before, those ma-
trices represent the linear layer only up to a permutation of the inputs and
outputs. Since we already know that we are examining the AES by identifying
its S-boxes, reordering the inputs and outputs is straightforward. If we do so,
the permutation matrix becomes the identity and M becomes the MixColumn
matrix. Against this background, it becomes apparent that the two control in-
puts determine whether the plaintext (additional input set to zero) is loaded and
whether MixColumns takes place.

3.4 Analyzing ARX and Shift Registers

Certainly, SPNs are not the only strategy to design modern symmetric ciphers.
Two other approaches are ARX constructions and shift register-based ciphers.
Well-known examples for ARX, i.e., ciphers based on modular addition, rotation
and XOR, are ChaCha and SHA-2. Arguably, a cipher like ChaCha was built
to be efficient in software and hence searching for it in hardware is only of low
interest. SHA-2, however, which is implemented in innumerable Bitcoin min-
ing accelerators, surely demonstrates that ARX primitives are also implemented
in hardware. Admittedly, we did not investigate ARX in detail. Still, since the
overall structure for such ARX ciphers is also based on iterated rounds, we can
actually make use of the modularity of our tool and use prior work on detect-
ing additions in hardware [40,53] to check whether detected round functions
incorporate additions. We believe this to be a good indicator for ARX ciphers.

In recent years, symmetric cryptography based on shift registers got a lot
of attention in the context of backdoors. That is, it was discovered that the
secret cipher suites GEA [9] and TEA [46], both standardized by the European
Telecommunications Standards Institute (ETSI), contain deliberate weaknesses.
As already mentioned in the introduction, uncovering such proprietary or secret
ciphers was a clear motivation for developing HAWKEYE. Although we did not aim
to detect shift-register-based ciphers, depending on the specific implementation,
HAWKEYE can already detect some of them in gate-level netlists, see Section 4.4.
The reason for this is that partially unrolled implementations of, e.g., Trivium
look similar to implementations of block ciphers.

4 Evaluation

4.1 Methodology

To evaluate our approach, we implemented HAWKEYE as a plugin to the open-
source netlist analysis framework HAL [33,37]. The core of the plugin is written
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in C++, but can be interacted with using Python. This plugin is available in
the HAL GitHub repository.7 All benchmark netlists discussed in the following
will be made available in the artifacts associated with this paper.8 The runtimes
given in this section were derived using an Apple Macbook Pro with an M2 Max
processor.

Access to real-world devices containing secret or proprietary ciphers is limited
and the engineering overhead of netlist extraction from them would far exceed
the scope of this work, cf. Section 2.2. However, gate-level netlists are not only
encountered during reverse engineering, but also as part of the hardware design
flow. Hence, we can simply synthesize ciphers on our own to generate the respec-
tive gate-level netlists and then use them to evaluate our approach. To generate
these benchmarks, we searched for public hardware implementations of (pri-
marily) symmetric ciphers. We tested on third-party designs to reduce the bias
of trying to detect something that we ourselves created. We leveraged Xilinx
Vivado to synthesize the benchmarks for Xilinx 7-Series FPGAs and Synop-
sys Design Compiler with the Synopsys LSI_10k technology library to generate
ASIC benchmarks. We chose these tools since Xilinx is the world’s largest FPGA
vendor and Synopsys dominates the electronic design automation tool market.
This way, we demonstrate that our approach is technology agnostic and even
works across platforms. The aforementioned design tools retain meaningful la-
bels in the gate-level netlists after synthesis that allow us to manually identify
state registers based on flip-flop names and thereby generate a ground truth for
evaluation. Of course, HAWKEYE does not interpret these labels during analysis.

Based on our findings, we discuss key differences between FPGA and ASIC
implementations, the challenges that arise therefrom, and how to address them.
In Section 4.2, we demonstrate the effectiveness of our approach on OpenTi-
tan, an industry-grade open-source hardware design of a root of trust security
SoC. Thereby, we show that HAWKEYE is effective in detecting implementations of
symmetric ciphers even in large gate-level netlists comprising many components
other than cryptography. Based on our findings on a smaller SoC in Section 4.3,
we argue that cryptographic and non-cryptographic components of a larger de-
sign can be analyzed separately when evaluating our approach. This allows us
to run HAWKEYE on a vast number of small benchmark designs in Section 4.4.

4.2 OpenTitan – Case Study on a Secure Micro-Controller

OpenTitan is «the first open source project building a transparent, high-quality
reference design and integration guidelines for silicon root of trust chips» [43].
Within this ecosystem, Earl Grey is a standalone secure micro-controller design
that implements a RISC-V CPU, a big-number accelerator, cryptographic ac-
celerators, interfaces, and some periphery, see Fig. 6. Earl Grey is one of only
a few industry-grade open-source hardware implementations. To the best of our

7 See Footnote 4.
8 See https://artifacts.iacr.org/.

https://artifacts.iacr.org/
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knowledge, it is the only such design of a secure microcontroller featuring im-
plementations of cryptographic algorithms. Namely, it implements AES with
128, 192, and 256-bit key sizes, an HMAC based on SHA-256, a KMAC, a
Xoshiro256++ PRNG, and memory scramblers based on round-reduced vari-
ants of PRINCE and PRESENT. The OpenTitan project is administered by the
lowRISC initiative [42] and supported by industry partners such as Google.

Fig. 6: Overview of the Earl Grey hardware architecture taken from [44].

We evaluated HAWKEYE on a self-synthesized FPGA implementation of Earl
Grey. While Earl Grey offers on-demand side-channel protections that can be
configured during design, we did not enable them as our work does not deal with
side-channel-protected cipher implementations. The resulting gate-level netlist
contains 424 341 gates. Running the state register identification (see Section 3.1)
of HAWKEYE takes 44.3 seconds when using Method 1, i.e., filtering flip-flops by
their control inputs. This produces the 25 candidates listed in Table 2. When ad-
ditionally using Method 2, i.e., SCC detection, the runtime slightly increases to
46.6 seconds, and 21 candidates are found (Candidates 1-21). Obviously, HAWKEYE
also identifies candidates not related to cryptographic implementations. Still, at
12 out of 25 (or 21) candidates actually implementing cryptography primitives,
it provides surprisingly accurate results in a matter of seconds, a task that would
otherwise take a human weeks if not months to complete. Employing SCC-based
detection reduces the number of false positives from 13 to 9 while detecting
the same cryptographic implementations as before, thereby lowering the man-
ual verification effort even further. Hence, we observe SCC detection generally
improving our results, at the cost of a higher runtime.
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True Positives. Of the 1600-bit Keccak state register, HAWKEYE identifies 640
flip-flops. This is the case because some flip-flops of this register rely on different
enable signals. Given that the number of 640 flip-flops directly relates to the
message pipeline size of 10 × 64 bits, we assume that the synthesizer somehow
takes the state of the message pipeline into account when enabling 640 of the
Keccak state flip-flops. The state flip-flops of the AES round function, the AES
key schedule, SHA-2, and Xoshiro256++ are accurately found. For the candidate
that is the correct state register of the AES round function, HAWKEYE automat-
ically extracts and identifies its S-box. For PRNGs such as Xoshiro256++, we
consider them to be a true positive despite them not being cryptographically
secure because a priori it cannot be known whether such LFSRs are used in
a cryptographic setting. Both PRESENT and PRINCE are used for memory
scrambling and are implemented in round-reduced, unrolled variants to boost
performance. As HAWKEYE is not designed to detect unrolled implementations, we
assume that these candidates have been found because of surrounding registers
that have a size equal to the respective candidate’s output register. In addition
to all these cryptographic primitives, we find five PRNGs that are mostly used
for wiping secret keys or data in general. Many of these PRNGs are implemented
using LFSRs, detection of which was not among HAWKEYE’s initial design goals.
Still, these results hint at our approach also being (at least to some extent) useful
to find LFSR-based implementations.

We note that we cannot generate a fully accurate ground truth for Earl
Grey, as some of the primitives discovered during our evaluation are not even
mentioned in the official documentation. Exhaustive manual analysis of the entire
netlist to generate such a ground truth was also not feasible. Still, we know
that Earl Grey features additional PRINCE implementations at various memory
interfaces, which we did not detect due to them being fully unrolled.

False Positives. Two false-positive candidates identified by HAWKEYE (Candi-
dates 13 and 14) can be attributed to error-correcting codes that are sometimes
implemented using structural properties similar to those of symmetric cryptogra-
phy. Of these two, Candidate 14 additionally implements a multiply-accumulate
unit where the accumulator also forms a round-based structure. In addition, the
four discovered 40-bit counters are used to keep track of the LFSRs of Candi-
dates 11 and 12 in order to reset them once their maximum output length has
been reached. Counters feature a register for the current counter state and com-
binational logic to update the state based on the current counter value, which is
similar to a round-based cipher implementation. Another class of false-positives
can be attributed to FSMs that usually exhibit a structure similar to counters.
Particularly in the security-related components of Earl Grey, these are imple-
mented using sparse, one-hot encoding. This encoding choice results in large
state register sizes, especially when counters are implemented as part of such
an FSM. HAWKEYE also finds two candidates that are the input packers for the
HMAC and KMAC implementations, respectively. Although not completely un-
related to cryptography, we view them as utility circuitry and classify them as
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false positives. Finally, we note that when additionally using Method 2, we get
refined results in that the false-positive candidates 22 to 25 are no longer found.

Table 2: Overview of the candidates that HAWKEYE found for OpenTitan’s Earl
Grey. For every candidate, we list the number of flip-flops it contains, indicate
whether it is indeed a cryptographic primitive, and provide a brief description.

No. #FFs Crypto? Description

1 640 ✓ partial Keccak state
2 128 ✓ AES state
3 256 ✓ AES round key
4 256 ✓ SHA-2 state
5 256 ✓ Xoshiro256++ state
6 192 ✓ PRESENT state and key
7 64 ✓ PRINCE output
8 64 ✓ LFSR of PRNG within analog sensors
9 64 ✓ key manager clearing PRNG
10 64 ✓ AES clearing PRNG
11 40 ✓ LFSR of PRNG in memory controller
12 40 ✓ LFSR of PRNG in memory controller

13 1153 ✗ error-correcting code output
14 312 ✗ bignum multiply-accumulate with error-correcting code
15 40 ✗ counter in memory controller
16 40 ✗ counter in memory controller
17 40 ✗ counter in memory controller
18 40 ✗ counter in memory controller
19 384 ✗ secured state machine
20 320 ✗ secured state machine
21 96 ✗ secured state machine

22 44 (✗) SPI Host 1 state machine
23 44 (✗) SPI Host 0 state machine
24 135 (✗) HMAC packer
25 88 (✗) KMAC packer

4.3 Cryptographic Accelerators in a Small SoC

Given the complexity of OpenTitan, we conduct additional experiments on a
smaller SoC that allows us to easily swap the implemented cryptographic prim-
itives. To this end, we chose the WBSoC benchmark provided by the CAD For
Assurance [22] project. In our configuration, it contains a PicoRV32 RISC-V
CPU, some memory, a UART interface, and a 32-bit Wishbone bus connecting
the individual components. In addition, we adapted the SoC design such that
a single cryptographic primitive is implemented at a time. For this purpose, we
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synthesized the SoC once for each of three different cryptographic algorithms,
namely AES-128, ASCON [30], and SHA-256. As the SoC has been designed for
Xilinx FPGAs, we could not synthesize it for ASICs.

Table 3: Overview of our results for the three different WBSoC implementations.
We deem an experiment successful if one of our methods finds a cryptographic
state register or if no false-positive candidates are discovered for noise bench-
marks. TP and FP are the number of true and false positives, respectively.
Runtimes are given in columns t. S? denotes whether the S-box of the cipher
was identified.

Name Suc. Method 1 Method 2 S? Gates Src.
TP FP t TP FP t

AES-128 ✓ 1 4 0.08s 2 1 1.13s ✓ 4830 [1]
ASCON ✓ 0 4 0.18s 1 1 1.76s ✓ 4962 [60]
SHA-256 ✓ 1 4 0.27s 1 1 2.77s - 5655 [58]

We analyzed all three resulting gate-level netlists with HAWKEYE, the results
of these experiments are given in Table 3. To this end, we initially set smin = 32
and tested two different HAWKEYE configurations. First, we tested our candidate
search using Method 1, hence filtering by flip-flop types and control inputs before
assembling the neighborhoods. Second, we executed this search again while only
using Method 2, i.e., applying SCC detection on the neighborhoods.

HAWKEYE detects correct candidates for AES-128 and SHA-256 even without
additional SCC detection, although the number of false positives declines when
resorting to SCC detection instead. ASCON is not detected this way, because
in our implementation some flip-flops of the state are enabled by different in-
puts than others. Hence, HAWKEYE can only locate ASCON with SCC detection
enabled and flip-flop filtering disabled. The increased runtime of HAWKEYE with
SCC detection can mostly be attributed to the missing control input checks, as
this causes more flip-flops to be considered during analysis. We observe that the
runtime increases with the state size of the implemented algorithm. AES-128
features a 128-bit state, ASCON a 320-bit state, and SHA-2 a 256-bit state.

Regarding the false positives during candidate search, we find that HAWKEYE
always detects the very same candidates because the logic surrounding each of
the three cryptographic implementations does not change. When searching with-
out SCC detection, two false candidates of size 33 and two of size 32 are detected
independent of the implemented cipher. Hence, this indicates that increasing
smin to, e.g., 40 helps reduce false positives without affecting the identification
of correct candidates. Similarly, we determined that setting cmin = 10 reduces
the number of false positives even further compared to other values of cmin.
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4.4 Isolated (Non-)Cryptographic Benchmarks

Based on our findings in Section 4.3, we argue that finding a cryptographic im-
plementation with HAWKEYE is independent of its surroundings in that the imple-
mentation of, e.g., the PicoRV32 CPU does not influence the detection of cryp-
tographic candidates. Hence, we evaluated HAWKEYE on a wide selection of stand-
alone open-source implementations of cryptographic primitives and “noise”, i.e.,
implementations of non-cryptographic hardware designs such as CPUs and sig-
nal processing modules. To show the applicability of HAWKEYE beyond FPGAs
netlists, we synthesized all benchmark netlists for both ASICs and FPGAs as
described in Section 4.1. We refer to Table 4 for our evaluation results on FPGA
and ASIC netlists. For this part of our evaluation, we only consider a candidate
a true positive if it contains the full state and/or round-key register. Partial hits
are considered a false positive and are discussed in more detail below. We do not
expect many other false positives as the benchmarks implement nothing but the
cipher and an additional UART interface for communication.

FPGA Benchmarks. HAWKEYE successfully locates the three DES state reg-
isters of 3DES, even without additional SCC detection. In general, we observe
that SCC detection is rarely needed to locate cryptographic implementations on
FPGA netlists. As we have seen in the two previous case studies, it can still
help reduce false positives. However, for pipelined implementations such as the
AES-128p and DES benchmarks, enabling SCC detection will actually prevent
HAWKEYE from locating these primitives, as pipelined implementations do not
form an SCC in the first place. For AES-128p, we do not find any candidates as
its S-boxes are implemented in memory, which we did not consider when design-
ing our algorithms. Extending HAWKEYE to deal with this issue is straightforward,
but we did not implement this to avoid over-fitting to our benchmarks. For the
pipelined DES, a Feistel cipher with 16 rounds, we find 13 state registers. This is
expected, as three iterations of our candidate search algorithm must be executed
before the state size does not grow anymore and the algorithm terminates.

AES-128r is a round-based AES implementation, for which HAWKEYE swiftly
finds the state register when applying flip-flop filtering and the state register and
round-key register when instead resorting to SCC detection. A similar behavior
can be observed for PRESENT-80 and PRESENT-128 [18]. Furthermore, when
using SCC detection we not only find the main 256-bit state of SHA-256, but
also another 256-bit intermediate register, resulting in a single 512-bit candidate.
For SIMON, we only find the round-key register and not the state register when
using Method 2, most likely because HAWKEYE times out before the rather slow
diffusion of SIMON causes the state size to saturate if SCCs are considered. For
many other ciphers, there is no difference in the number of results found when
using Method 2 compared to when Method 1 is used.

In addition to SPN, Feistel, and ARX ciphers, we also tested HAWKEYE on
benchmarks that it was not designed to handle. For the NLFSR-based KATAN
and KTANTAN [23] ciphers, it finds the key register and state register respec-
tively only when SCC detection is enabled and control input checks are disabled.
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It does not find the state register for KATAN, but only its key register. Surpris-
ingly, for KTANTAN it only finds the state register, but not the key register.
PRINCE is implemented fully unrolled, i.e., without any registers in between
the individual rounds. HAWKEYE is not designed to detect such implementations,
which is why no candidate is identified. When running HAWKEYE on RSA-512,
we find candidates that correspond to the registers of the multiplication and
square units of the RSA implementation, but we do not consider them to be a
hit, despite them most likely being useful for further manual analysis.

We additionally experimented with the NLFSR-based cipher Trivium [24],
as it is designed especially with hardware implementations in mind. It allows
parallel computation of multiple NLFSR bits at once, which results in a structure
similar to a round-based cipher. Hence, we set out to explore whether HAWKEYE
can detect such implementations and how much parallelization is required for
reliable detection. Using Method 1, we find parts of the state register only for
Trivium64, i.e., an implementation where 64 bits of the next NLFSR state are
computed in parallel. When using Method 2, we can reliably detect the state
register starting at 32 bits of parallelization. Together with our observations
on KATAN and KTANTAN as well as in Section 4.2, this unintended finding
hints at HAWKEYE being partially applicable to ciphers based on shift registers on
FPGAs as well.

Regarding the S-box analysis, we find that HAWKEYE successfully extracts
and identifies ciphers with round functions essentially consisting only of a full
S-box layer and a linear layer. Exceptions are SHA-3 and Piccolo [63] because of
their dense linear layer in combination with lightweight S-boxes. For (3)DES [54]
and Magma [31], the expansion step and the modular key addition respectively,
each taking place before the S-box layer, introduce dependencies that prevent
successful S-box detection. As we found no candidate for PRINCE, we cannot
recover an S-box.

ASIC Benchmarks. In ASIC netlists, we observe that many of the syn-
chronous control inputs that were directly connected to flip-flops in FPGA
netlists and helped us to differentiate the state from the ciphertext register are
now implemented in the combinational fan-in of the flip-flop data inputs. Hence,
for round-based implementations, we cannot properly prevent HAWKEYE from es-
caping the state computation during candidate search, which is also reflected in
our low detection rates when using Method 1. To resolve this issue, we initially
experimented with identifying and tracing control inputs through the combina-
tional logic by computing intersections of inputs to the combinational fan-in of
connected flip-flops, but this did not produce reliable results and came with a
hefty runtime overhead. In the end, we opted to follow our SCC-based approach
known as Method 2, as it performed better across all of our benchmarks.

For pipelined implementations such as AES-128p and DES, this issue does
not persist since one state register is always only followed by another state reg-
ister but has no additional outputs. Because AES-128p is fully implemented in
combinational logic for ASICs—in contrast to FPGAs, where the S-boxes were
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implemented in memory—, HAWKEYE now also reliably detects 7 of its state regis-
ters. Using Method 2 prevents HAWKEYE from finding pipelined implementations,
as previously observed for the FPGA benchmarks.

For most ASIC benchmarks, HAWKEYE produced results similar to the FPGA
benchmarks when using Method 2. Most notably, it only finds two out of three
state registers for 3DES in the ASIC case, which is still sufficient for further
analysis. For PRINCE, HAWKEYE finds 193 partially overlapping false positive
candidates. Surprisingly, for ASIC netlists, HAWKEYE is better in locating Trivium
with less parallelization, which is a contradictory finding to the FPGA case.

Generally, longer runtimes can be observed for ASIC netlists compared to
FPGA netlists, as they require more combinational gates to implement the same
functionality as LUTs in FPGAs. This also increases the size of the graph that
HAWKEYE needs to traverse to identify candidates. Regarding S-box detection, we
get slightly worse results compared to FPGAs. More specifically, we can no longer
identify the S-boxes of ASCON and Midori [6]. Furthermore, HAWKEYE correctly
isolates the S-boxes of GIFT [7] and PRESENT-128 but cannot restore them
due to some misclassified control inputs.

Noise Benchmarks. For both ASICs and FPGAs, we observe at most three
false positives when running HAWKEYE on non-cryptographic benchmarks. For
most of them, we actually only find no or one incorrect candidate. Upon closer
inspection, almost all identified candidates exhibit sizes that are atypical for
cryptographic implementations. Hence, we argue that such a low number of false
positives combined with straightforward manual verification can be tolerated.



30 G. Leander, C. Paar, J. Speith, and L. Stennes

T
ab

le
4:

O
ur

re
su

lt
s

fo
r

F
P

G
A

an
d

A
SI

C
.S

ee
T
ab

le
3

fo
r

ex
pl

an
at

io
n

of
th

e
co

lu
m

ns
.

F
P

G
A

A
S
IC

N
am

e
S
u
c.

M
et

h
od

1
M

et
h
od

2
S
?

G
at

es
S
u
c.

M
et

h
od

1
M

et
h
od

2
S
?

G
at

es
S
rc

.
T

P
F
P

t
T

P
F
P

t
T

P
F
P

t
T

P
F
P

t

3D
E

S
✓

3
0

0.
05

s
3

0
0.

30
s

✗
3

45
8

✓
0

1
0.

25
s

2
0

0.
08

s
✗

9
91

6
[5

8]
A

E
S-

12
8 r

✓
1

0
0.

06
s

2
0

0.
40

s
✓

3
45

8
✓

0
1

0.
79

s
2

0
0.

53
s

✓
12

80
4

[1
]

A
E

S-
12

8 p
✗

0
0

0.
02

s
0

0
0.

02
s

✗
8

06
4

✓
7

0
0.

62
s

0
0

1.
98

s
✗

15
4

47
7

[2
]

A
SC

O
N

✓
0

0
0.

11
s

1
0

1.
64

s
✓

5
32

3
✓

0
1

2.
44

s
1

0
2.

21
s

✗
11

78
6

[6
0]

C
R

A
F
T

✓
1

0
0.

01
s

1
0

0.
22

s
✓

1
54

7
✓

0
1

0.
25

s
1

0
0.

26
s

✓
3

50
3

[1
]

D
E

S
✓

13
0

0.
09

s
0

0
0.

14
s

✗
3

95
6

✓
13

0
0.

15
s

0
0

0.
20

s
✗

19
97

6
[2

]
G

IF
T

✓
1

0
0.

01
s

1
0

0.
08

s
✓

1
51

2
✓

0
1

0.
15

s
1

0
0.

12
s

(✓
)

2
96

9
[1

]
LE

D
-6

4
✓

1
0

0.
01

s
1

0
0.

06
s

✓
1

32
8

✓
0

1
0.

20
s

1
0

0.
09

s
✓

2
79

8
[1

]
LE

D
-1

28
✓

1
0

0.
01

s
1

0
0.

09
s

✓
1

54
1

✓
0

1
0.

30
s

1
0

0.
14

s
✓

2
98

9
[1

]
M

ag
m

a
✓

1
0

0.
02

s
1

0
0.

17
s

✗
1

80
8

✓
1

0
0.

56
s

1
0

0.
13

s
✗

4
89

4
[5

8]
M

id
or

i
✓

1
0

0.
01

s
1

0
0.

11
s

✓
1

48
9

✓
0

1
0.

28
s

1
0

0.
17

s
✗

2
82

4
[1

]
P

ic
co

lo
✓

1
0

0.
01

s
1

0
0.

10
s

✗
1

40
5

✓
0

1
0.

27
s

1
0

0.
14

s
✗

3
50

0
[1

]
P

R
E

SE
N

T
-8

0
✓

1
0

0.
02

s
2

0
0.

02
s

✓
1

30
2

✓
1

0
0.

05
s

2
0

0.
04

s
✓

2
93

7
[5

8]
P

R
E

SE
N

T
-1

28
✓

1
0

0.
02

s
2

0
0.

08
s

✓
1

53
8

✓
0

1
0.

17
s

2
0

0.
14

s
(✓

)
3

48
6

[1
]

SH
A

-2
56

✓
1

0
0.

27
s

1
0

1.
64

s
-

3
54

7
✓

0
2

0.
77

s
1

0
2.

94
s

-
7

15
2

[5
8]

SH
A

-3
✓

1
0

5.
50

s
1

0
16

.1
1s

✗
8

14
3

✓
0

1
9.

65
s

1
0

15
.8

7s
✗

22
41

4
[5

8]
SI

M
O

N
-1

28
✓

1
0

0.
01

s
1

0
0.

11
s

-
1

53
9

✓
0

1
0.

09
s

1
0

0.
16

s
-

3
62

0
[1

]
SK

IN
N

Y
-6

4
✓

1
0

0.
01

s
1

0
0.

07
s

✓
1

22
1

✓
0

1
0.

11
s

1
0

0.
11

s
✓

2
19

7
[1

]



HAWKEYE – Recovering Symmetric Cryptography From Hardware Circuits 31

T
ab

le
4:

(c
on

ti
nu

ed
).

F
P

G
A

A
S
IC

N
am

e
S
u
c.

M
et

h
od

1
M

et
h
od

2
S
?

G
at

es
S
u
c.

M
et

h
od

1
M

et
h
od

2
S
?

G
at

es
S
rc

.
T

P
F
P

t
T

P
F
P

t
T

P
F
P

t
T

P
F
P

t

K
A

T
A

N
-8

0
✓

0
0

0.
01

s
1

0
0.

03
s

-
1

24
6

✓
0

1
0.

06
s

1
0

0.
07

s
-

3
16

0
[1

]
K

T
A

N
T
A

N
-8

0
✓

0
0

0.
00

s
1

0
0.

03
s

-
1

11
8

✓
0

1
0.

06
s

1
0

0.
08

s
-

2
54

3
[1

]
P

R
IN

C
E

✗
0

1
0.

06
s

0
0

0.
15

s
✗

2
60

0
✗

0
19

3
0.

34
s

0
0

0.
42

s
✗

7
23

8
[3

9]
R

SA
-5

12
✗

0
4

8.
55

s
0

2
9.

96
s

-
20

90
8

✗
0

3
20

.5
6s

0
3

14
.3

5s
-

82
16

7
[2

]
T
ri

vi
um

8
✗

0
0

0.
01

s
0

1
0.

01
s

-
1

22
5

✓
0

0
0.

05
s

1
0

0.
05

s
-

3
02

2
[2

5]
T
ri

vi
um

3
2

✓
0

0
0.

01
s

1
0

0.
09

s
-

1
42

7
✗

0
1

0.
08

s
0

1
0.

19
s

-
2

86
7

[2
5]

T
ri

vi
um

6
4

✓
0

1
0.

02
s

1
0

0.
49

s
-

1
68

3
✗

0
1

0.
19

s
0

1
0.

35
s

-
3

53
2

[2
5]

E
th

er
ne

t
✓

-
0

0.
05

s
-

0
0.

27
s

-
5

67
6

✗
-

1
19

.8
3s

-
1

0.
47

s
-

42
16

1
[5

8]
C

IC
fil

te
r

✓
-

0
0.

01
s

-
0

0.
01

s
-

57
2

✓
-

0
0.

02
s

-
0

0.
05

s
-

1
22

1
[5

8]
H

ilb
er

t
tr

an
s.

✓
-

0
0.

02
s

-
0

0.
03

s
-

1
39

0
✓

-
1

0.
07

s
-

0
0.

06
s

-
3

00
4

[5
8]

C
P

U
E

dg
e

✗
-

0
0.

61
s

-
1

2.
23

s
-

11
14

4
✗

-
3

2.
71

s
-

3
2.

86
s

-
41

90
9

[2
]

C
P

U
Ib

ex
✗

-
1

0.
43

s
-

1
1.

21
s

-
6

34
0

✗
-

1
20

.0
6s

-
1

36
.2

3s
-

12
75

1
[2

]
C

P
U

op
en

8
✗

-
0

0.
02

s
-

1
0.

02
s

-
1

21
6

✗
-

0
0.

02
s

-
1

0.
02

s
-

1
88

8
[2

]



32 G. Leander, C. Paar, J. Speith, and L. Stennes

5 Conclusion

In this work, we presented the first comprehensive approach dedicated to the
recovery of implementations of symmetric cryptography from netlists, i.e., gate-
level descriptions of hardware. Overall, our evaluation proved our techniques to
be instrumental and efficient. Generally, despite one failing FPGA benchmark,
reliability, runtime, and accuracy of HAWKEYE are better for FPGA netlists than
for ASIC ones. Still, HAWKEYE generates convincing results in both cases. Of
the two methods we proposed for candidate detection, Method 1 performs best
for FPGA designs, while Method 2 is better suited for ASIC netlists. However,
to check for pipelined implementations on ASICs, Method 1 should always be
executed on them as well. Automated S-box extraction not only proved helpful
to identify known cryptographic algorithms but could also aid in pin-pointing
proprietary ciphers.

Limitations and Future Work. Certainly, there are interesting challenges left
that have not been addressed by our work. For instance, we saw that HAWKEYE
produces some typical false positives, especially for state machines, counters,
and error-correcting codes. Additional filters should be developed in the future
to refine results. Moreover, the extraction of S-boxes and linear layers can be
improved. In particular, HAWKEYE cannot restore S-boxes from memory and strug-
gles with lightweight S-boxes in combination with a dense linear layer or if there
are complex operations in front of the S-box. Incorporating the first is straight-
forward, but for the latter, improved heuristics are needed. The extraction of the
linear layer is only semi-automated. For full automation, it would be necessary
to study consecutive rounds instead of only a single isolated round function.
Furthermore, we mostly ignored unrolled implementations, feedback shift regis-
ters, and (side-channel) countermeasures. Those surely are interesting topics for
future work, as is applying HAWKEYE to proprietary real-world implementations.

Another line of future work is to study countermeasures against HAWKEYE
and how to overcome such protections again. That is, a designer aware of our
approach could defeat HAWKEYE. Similarly, once an attacker becomes aware of
additional protections, it is likely easy to adapt HAWKEYE to beat them. Hence,
we expect this to become a cat-and-mouse game. Putting S-boxes in memory
and using side-channel protections will significantly hamper HAWKEYE for now,
but only until it is adapted to tackle these challenges. Finally, we believe some of
our techniques could potentially be transferred to software reverse engineering.
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