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Abstract. Keeping decrypting parties accountable in public key encryption is notoriously hard since the secret key owner can decrypt any arbitrary ciphertext. Threshold encryption aims to solve this issue by distributing the power to decrypt among a set of parties, who must interact via a decryption protocol. However, such parties can employ cryptographic tools such as Multi-party Computation (MPC) to decrypt arbitrary ciphertexts without being detected. We introduce the notion of (threshold) encryption with Self-Incriminating Proofs, where parties must produce a self-incriminating proof of decryption when decrypting every ciphertext. In the standard public key encryption case, the adversary could destroy these proofs, so we strengthen our notion to guarantee that the proofs are published when decryption succeeds. This creates a decryption audit trail, which is useful in scenarios where decryption power is held by a single trusted party (e.g., a Trusted Execution Environment) who must be kept accountable. In the threshold case, we ensure that at least one of the parties who execute the decryption protocol will learn a self-incriminating proof, even if they employ advanced tools such as MPC. The fact that a party learns the proof and may leak it at any moment functions as a deterrent for parties who do not wish to be identified as malicious decryptors (e.g., a commercial operator of a service based on threshold encryption). We investigate the (im)possibility and applications of our notions while providing matching constructions under appropriate assumptions. In the threshold case, we build on recent results on Individual Cryptography (CRYPTO 2023).

1 Introduction

The now ubiquitous notion of public key encryption [25] gives full control over the privacy of a message encrypted under a given public key to the party who knows the corresponding secret key. In other words, whoever has the corresponding secret key has full discretion to decrypt ciphertexts generated under a given public key, learning the plaintext message and deriving whatever utility it may afford. More importantly, the secret key holder may do so at any time without being detected. Compared with the other main public key primitive of digital signatures, observe that this problem is unique for decryption. This is because a digital signature is in itself an unforgeable proof that a cryptographic operation has been carried out, thus any use of an adversarially constructed signature will in itself provide detection of the misuse.

Instead of giving the full power to decrypt a ciphertext to a single party who controls a secret key, the notion of threshold public key encryption [23,24] distributes decryption power among a set of parties (i.e., a decryption committee). In this setting, no single party can decide to decrypt a ciphertext and a set of more than \( t \) out of \( n \) total parties must cooperate to successfully decrypt. Compared to the standard public key encryption notion, threshold encryption allows the decryption committee to enforce rules about what ciphertexts should be decrypted. However, this notion requires that no more than \( t \) parties act maliciously. Otherwise, the same issue from the standard public key setting occurs as a sufficiently
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large subset of corrupted parties in the decryption committee can easily decrypt any arbitrary ciphertext without detection.

It is notoriously hard to achieve accountability for both standard and threshold encryption schemes when the party (or parties) with the power to decrypt act maliciously. Despite decades of research on public key cryptography, the majority of current encryption schemes still allow malicious parties with knowledge of the secret key to perform “rogue” decryptions of arbitrary ciphertexts without ever being detected. Even if we construct schemes that readily allow for detecting rogue decryptions through publicly available information, powerful cryptographic tools such as anonymous channels [15] and Multiparty Computation (MPC) [16, 32] can be employed by malicious parties to avoid detection. In this context, we ask the following questions:

Is it possible to detect rogue decryptions in (threshold) public key encryption schemes? If yes, is that still possible even when the secret key owner(s) employ cryptographic tools to avoid detection?

We answer both questions in the affirmative by proposing definitions and matching constructions of both standard and threshold public key encryption schemes where the decryption process intrinsically forces parties to produce proofs that decryption has happened. We call such proofs Self-Incriminating Proofs (SIP), as they reveal that a party or committee of parties has acted to decrypt a given ciphertext. Our notions guarantee security even against adversaries who may employ cryptographic tools such as MPC to avoid producing a SIP, thus thwarting advanced “cryptovirological” attacks.

Besides settling a long-standing theoretical question, our solution also finds practical applications in several real-world scenarios where public key cryptography is used. In general, any applications of public key encryption where parties with the ability to decrypt must be kept accountable can benefit from our new notions and constructions. In particular, in cases where the secret key for a standard public key encryption is stored in a Trusted Execution Environment (TEE), our notions can help detect the TEE’s malfunctioning (or malfeasance) if it performs rogue decryptions. On the other hand, in many applications of threshold encryption, clients submit ciphertexts to be decrypted by committees that provide threshold decryption as a service and are implicitly trusted by their clients, without any means for detecting malfeasance.

One concrete example of where accountability in decryption can bring utility is in the case of “encrypted mempools”. In the blockchain space, a mempool is the set of transactions that are known, but have not yet been persisted to the ledger. More specifically they are known to the miners/validators. Thus allowing the miners/validators to “front-run” these during persistence, to gain financial profit via so-called “miner extractable value” [19]. A common way of preventing this is to encrypt the mempools until they are persisted [45] using standard public key encryption, executed by TEEs, or threshold encryption, executed as a service by committees. Thus when using encrypted mempools there is a clear incentive for the TEE or the committee to misbehave and purposefully decrypt the pools to front-run. On the other hand, if these rogue decryptions can be detected, clients can react to the malfeasance appropriately.

In other cases, the decrypting party (or parties) might not be incentivized to misbehave, but external parties might be incentivized to bribe the decrypter to incorrectly decrypt and share the plaintext. This for example occurs when encryption is used as part of a protocol facilitating computation on private data from multiple clients. This happens in the threshold setting when using outsourced secure multi-party computation [39] with a scheme based on homomorphic encryption [6, 21]. For example in the case of loan benchmarking; where clients are banks who input customers’ confidential financial information [29], which if revealed to competing banks, could give them a competitive advantage. In the blockchain space, we see this in systems realizing privacy-preserving smart contracts, such as Oasis [44] (based on TEEs) or Zama’s fhEVM [18] (based on fully homomorphic encryption with threshold decryption). While knowledge of other client’s private information could in itself be valuable, certain smart contracts are more vulnerable than others. Gambling contracts that require randomness computed from a seed are particularly vulnerable to malicious decryptions, as knowledge of the seed could yield knowledge of all future values of “random” variables.

1.1 Our Contributions

We look at the issue of detecting rogue decryptions of arbitrary ciphertexts in standard and threshold public key encryption schemes as a problem on its own and introduce the notion of “Self-Incriminating Proof” (SIP) as a central tool to solve it. A SIP proves unequivocally to any third party that a given ciphertext has been decrypted while providing unforgeability properties ensuring that it cannot be generated unless the ciphertext is indeed decrypted. Starting from this concept, we define the following
primitives: Encryption with Self-Incriminating Proof (SIPE), Encryption with Public Self-Incriminating Proof (PSIPE), and Threshold Encryption with Self-Incriminating Proof (TSIPE). These new primitives enrich standard public key encryption with the guarantees that a SIP must be produced (SIPE) or published (PSIPE) during the decryption process, and enrich threshold encryption with the guarantee that a SIP must be learned by one of the decrypting parties (TSIPE) if a ciphertext is decrypted. We provide concrete constructions of our proposed primitives and investigate the limits of these notions. We summarize our main contributions as follows:

- Definitions for the notions of Encryption with Self-Incriminating Proof (SIPE), which guarantees that a SIP is produced, and of Encryption with Public Self-Incriminating Proof (PSIPE), which guarantee that a SIP is published, in the context of standard encryption.
- A construction of Encryption with Public Self-Incriminating Proof (PSIPE) building on a public ledger to ensure publication of SIPS and to instantiate the witness encryption building block.
- Definitions and a matching construction for the notion of Threshold Encryption with Self-Incriminating Proof (SIPE), building on Individual Cryptography by Dziembowski et al. [26].

In our SIPE notion, we model the guarantee that a party who decrypts a ciphertext must produce a SIP. However, as we discuss later, this guarantee’s usefulness is questionable, since an adversary can always erase the SIP that it has produced internally. Moreover, the SIPE notion seems intrinsically intertwined with the notion of extractable witness encryption, leaving little hope for realizing it under standard assumptions without setup.

The issues with the SIPE notion motivate us to investigate a stronger notion of standard public key encryption with SIPS where we force the decrypting party to publish the SIP as part of the decryption process. We call this notion PSIPE and define it for an underlying public ledger, which is assumed as a setup. Notice that assuming this setup is necessary for capturing the guarantee that a SIP is published, i.e., all honest parties learn the SIP. Although this notion requires setup, we show a construction based on standard assumptions. This construction could trivially be generalized to the threshold setting, by each party doing a partial decryption, and validating a quorum of proofs of partial decryption. Still, such a construction would be expensive. Furthermore, if we can assume at least one honest party then there is no need to force each party to post a proof to a public ledger (since an honest party would always publish the necessary information according to the protocol). Thus we introduce a new protocol for the threshold notion TSIPE, which does not require a public ledger, nor witness encryption. This protocol ensures that at least one of the parties who cooperate in decrypting a given ciphertext will learn a SIP showing that this ciphertext has been decrypted. This guarantee holds even if the parties performing rogue decryption employ MPC to try and learn the plaintext, while hiding the SIP. The motivation for this notion is that this SIP can be used as a deterrent to keep parties from joining rogue decryption operations, lest the SIP be leaked and their collective malfeasance revealed. We show a construction build from a regular threshold encryption scheme, a commitment scheme, and a non-interactive proof of knowledge, which we prove secure in a similar model as the recent work on Individual Cryptography [26].

1.2 Technical Overview

We present a construction of a PSIPE scheme based on a public ledger realized by a Proof-of-Stake blockchain, an extractable witness encryption (eWE) scheme for a specific language, and a signature scheme. We later show that we can realize this eWE efficiently from standard assumptions using the underlying blockchain via techniques from [37] suitably combined with a publicly verifiable secret sharing scheme to enforce public proofs of malfeasance as proposed in [12]. We also present a construction of TSIPE based on a (regular) threshold encryption scheme, a commitment scheme, a non-interactive zero-knowledge proof, and an MPC-hard function, which cannot be feasibly computed by an MPC protocol in the model from [26].

In our construction ΠPSIPE realizing the notion of PSIPE, the core idea is to force the decryptor to generate and publish on the blockchain a signature σ on a reference message d that is valid under a given public key pk to decrypt a ciphertext c. To do so, we encrypt a message m using an eWE scheme under a statement pk, d, B for a random d, the prescribed pk and a current state of the blockchain B, obtaining a ciphertext c’ and defining our PSIPE as c = (c’, d). Now c’ can only be decrypted by a party who has a witness (σ, B) where B is a future valid state of the blockchain that evolved from B containing σ such that σ verifies as a valid signature on d under pk. Hence, the decryptor is forced to publish σ to obtain a B that allows it to decrypt c. We build on a Proof-of-Stake blockchain as it has been shown that it is possible to non-interactively verify whether a blockchain B evolved from a previous blockchain B via
an honest protocol execution [36]. We later also use the blockchain to realize the eWE scheme based on standard assumptions using the “eWE on Blockchains” construction from [37], using techniques from [12] to ensure that it cannot be abused to decrypt a ciphertext without generating a SIP.

In the threshold setting, we start from the distributed adversarial model and the concept of MPC-hard function, both introduced in the recent work on Individual Cryptography [26]. In the distributed adversary model, each corrupted party is a sub-adversary that acts individually, without being controlled by a monolithic adversary. However, sub-adversaries can execute interactive protocols, including MPC-based ones, to mount their attacks. Simply, a function is said to be MPC-hard if it is infeasible to compute in MPC, but easy to compute in plain. This helps in reasoning that at least one of the sub-adversaries must learn the entire input to the MPC-hard function to feasibly evaluate it. As shown in [26], MPC-hard functions can be constructed from hash functions similarly to Proof-of-Work puzzles used in blockchain-based consensus protocols, with careful analysis to avoid attacks that exploit the structure of the underlying hash function and of the puzzle.

When constructing our protocol $\Pi_{TSIPE}$, which realizes the notion for TSIPE, we start with a regular threshold encryption scheme and embed the computation of an MPC-hard function in the threshold decryption process, using the input to this MPC-hard function to generate a SIP. The rationale is that we prevent the sub-adversaries from executing the threshold decryption process within MPC to obtain the message while discarding the SIP, which they cannot do as at least one sub-adversary must learn the input to evaluate the MPC-hard function. To encrypt a message $m$ we first sample an input $\mathbf{in}$ to an MPC-hard function and compute it to obtain an output $\mathbf{out}$, which is used to derive a one-time pad key $H(\mathbf{out})$ using a random oracle $H$. Our ciphertext is then composed by a commitment $c_1$ to $(\mathbf{in}, \mathbf{out}, m)$, an encryption $c_2$ of $\mathbf{in}$ with the underlying threshold encryption scheme and $c_3 = H(\mathbf{out}) \oplus m$. To decrypt $c_1, c_2, c_3$, the sub-adversaries must first compute $\mathbf{out}$, which requires at least one of them to learn $\mathbf{in}$. Now we can generate a SIP as a zero-knowledge proof showing knowledge of an opening to commitment $c_1$ and of a secret key share for the underlying threshold encryption scheme, without revealing which secret key share is used.

1.3 Related Work

The concept of identifying malicious decryptions carried out by a key-holder was initially considered by Ryan [46] and dubbed accountable encryption. Later, it was more formally defined by Li et al. [42], who showed security definitions and protocols for the identification of malicious decryptions when the decryption key is stored and used through a single TEE.

Using cryptography for malicious purposes was first considered by Young and Yung [48] in 1996. They studied the idea of “Cryptovirology”, which consists of using cryptographic tools maliciously. Specifically, the work of [48] focuses on the malicious use of public-key encryption. For example, they show how cryptographic tools can be used to mount extortion-based attacks that cause loss of access to information, loss of confidentiality, and information leakage; tasks which cryptography typically prevents. In our case, we initiate the study of Distributed Cryptovirology, specifically, we consider the use of distributed cryptographic protocols (e.g., MPC) as a tool to subvert (threshold) encryption and investigate how to prevent such attacks.

Another approach to prevent leaking secrets has been studied extensively in the context of traitor-tracing [17,35,41]. Chor et al. [17] described traitor tracing as a method for providing personal decryption keys to users, such that there is a single encryption key corresponding to all the decryption keys, and any possible decryption key, even one that was generated by a coalition of corrupt users (traitors), identifies the personal keys that were used to generate it. Recently, Boneh et al. [10] initiated the study of traitor-tracing in the context of threshold decryption and showed several constructions for it. However, as mentioned in [26], none of above approaches [10,17,41,48] considers a distributed adversarial model [26]. On the other hand, we approach the problem of detecting when a distributed adversary performs (threshold) decryption but does not necessarily require the identification of individual sub-adversaries (i.e., corrupted parties) who take part in a decryption process.

The notions of collusion-free [1,3] and collusion-preserving [2] MPC address the setting where corrupted parties cannot collude. In other words, corrupted parties are not fully controlled by a monolithic adversary but instead must act individually according to their own strategies without coordination. These works investigate the construction of MPC protocols by leveraging that corrupted parties do not communicate (or have no incentive to communicate). In our setting, we assume instead that corrupted parties act individually but can communicate, and have an incentive to do so but are disincentivized from sharing their secret key shares in plain.
Recently, Dziembowski et al. [26] considered a distributed adversarial model and studied the malicious use of MPC within it. More specifically, they introduced and studied the notion of individual cryptography. They say an algorithm is individual if, in every implementation of that algorithm, there always exists a single party with full knowledge of the input to that algorithm. They construct two individual cryptographic primitives: (i) proof of individual knowledge (PoIK), a tool for proving that a given message is fully known to a single “individual” machine, i.e., that the data is not shared among a group of parties; and (ii) individual secret sharing (ISS), a scheme for sharing a secret between a group of parties so that the parties do not know the secret as long as they do not reconstruct it, while reconstruction ensures that if the shareholders attempt to collude, one of them will learn the entire secret. Concurrently, Kelkar et al. [40] introduced the concept of proof of complete knowledge (PoCK) which is very similar to the notion of PoIK in [26]. A PoCK guarantees that a single party has complete knowledge of its secret. In particular, Kelkar et al. [40] showed a construction of PoCK that directly achieves a zero-knowledge property.

1.4 Organization

The rest of the paper is organized as follows: Sec. 2 discusses our technical preliminaries. Sec. 3 introduces the syntax and security definition of our SIPE notion. Sec. 4 presents the syntax, security definition, and construction of our PSIPE notion. Sec. 5 presents the syntax, security definition, and construction of our TSIPE notion. Sec. 6 concludes our work with some future research directions.

2 Preliminaries

In this section, we introduce the notation, building blocks, and models used in this paper. We refer the reader to Appendix A for more details.

Basic Notation. We denote the security parameter by $\lambda \in \mathbb{N}$. In threshold settings, we use $n$ to denote the number of parties and $t$ the highest threshold of parties that cannot compromise security. Hence $0 < t < n$. We use $[a, b]$ for $a, b \in \mathbb{Z}$, $a \leq b$, to denote $\{a, a + 1, \ldots, b - 1, b\}$. $[b]$ denotes the set $[1, b]$. We denote the concatenation of $x$ and $y$ by $(x||y)$. Given a set $\mathcal{X}$, we denote by $x \xleftarrow{\$} \mathcal{X}$ the sampling of a value $x$ from the uniform distribution on $\mathcal{X}$. A function $\text{negl} : \mathbb{N} \rightarrow \mathbb{R}$ is negligible if it vanishes faster than any polynomial. We denote by $x = \text{val}$ or $x \leftarrow \text{val}$ the assignment of a value $\text{val}$ to the variable $x$. We denote evaluating a PPT algorithm $\mathcal{A}$ that produces an output $\text{out}$ from an input in with randomness $r \xleftarrow{\$} \{0, 1\}^*$ as $\text{out} \leftarrow \mathcal{A}(\text{in}; r)$, omitting the randomness when it is obvious or not explicitly required. By $\mathcal{A}^{\text{alg}_\text{param}}_{\text{param}}$ we denote that we run $\mathcal{A}$ with oracle access to $\text{alg}_{\text{param}}$, i.e., $\mathcal{O}$ executes $\text{alg}$ with parameters $\text{param}$ on inputs of $\mathcal{A}$’s and returns the corresponding outputs. We will also use the notion of an extractor algorithm, $\text{EXT}$, in connection with game-based security. $\text{EXT}$ is a PPT algorithm that is queried on a transcript and must produce an output of a specific format with a certain success probability. We typically use this on the transcript of one or more adversarial algorithm executions, including their input, output, and randomness.

2.1 Building Blocks

Digital Signatures. A digital signature scheme is a tuple of PPT algorithms $\text{SIG} = (\text{KG}, \text{Sign}, \text{Vf})$. The key generation algorithm $(\text{pk}_{\text{SIG}}, \text{sk}_{\text{SIG}}) \leftarrow \text{KG}(1^\lambda)$ outputs a key-pair $(\text{pk}_{\text{SIG}}, \text{sk}_{\text{SIG}})$. The signing algorithm $\sigma \leftarrow \text{Sign}(\text{sk}_{\text{SIG}}, m)$, outputs a signature $\sigma$ on message $m \in \{0, 1\}^*$ under $\text{sk}_{\text{SIG}}$. The verification algorithm $1/0 \leftarrow \text{Vf}(\text{pk}_{\text{SIG}}, m, \sigma)$, outputs 1 if and only if $\sigma$ is a valid signature on $m$ generated under $\text{sk}_{\text{SIG}}$. A SIG scheme must satisfy the notions of correctness and existential unforgeability against adaptive chosen message attacks (EUF-CMA) [34]), formalized in Appendix A.1.

Commitment Schemes. A commitment scheme $\text{CS}$ consists of the tuple of PPT algorithms $(\text{Setup}, \text{Commit})$. The setup algorithm $\text{ck} \leftarrow \text{Setup}(1^\lambda)$ outputs a commitment key $\text{ck}$, defining a message space $\mathcal{M}$ and a randomness space $\mathcal{R}$. The commitment algorithm $\text{cm} \leftarrow \text{Commit}(\text{ck}, s; \rho)$ takes as inputs $\text{ck}$, a message $s \in \mathcal{M}$ and randomness $\rho \in \mathcal{R}$, outputting a commitment $\text{cm}$. A commitment scheme $\text{CS}$ must satisfy the standard properties of computational binding and hiding, formalized in Appendix A.2.
Extractable Witness Encryption. We recall the concept of witness encryption from [30]. Let $L_{\text{ewe}}$ be an NP language with witness relation $R_{\text{ewe}}$. An extractable witness encryption scheme $eWE$ for language $L_{\text{ewe}}$ with message space $M \subseteq \{0, 1\}^*$ consists of PPT algorithms $(\text{Enc}, \text{Dec})$. The encryption $c \leftarrow \text{Enc}(1^\lambda, L_{\text{ewe}}, \text{inst}, m)$ takes as input the language $L_{\text{ewe}}$, a statement inst and a message $m \in M$, outputting a ciphertext $c$. The decryption algorithm $m/\bot \leftarrow \text{Dec}(c, \text{wit})$ takes as input a ciphertext $c$ and a (witness) wit, outputting $m$ if and only if $(\text{inst}, \text{wit}) \in R_{\text{ewe}}$. We require an extractable witness encryption scheme $eWE$ to satisfy the properties of correctness and extractable security (i.e., it is possible to extract wit from an adversary who distinguishes ciphertexts), formalized in Appendix A.3.

Threshold Encryption. A threshold encryption scheme $TE$ consists of a tuple of PPT algorithms $(\text{Setup}, \text{Enc}, \text{ParDec}, \text{Combine})$. The setup algorithm $(pk, \{sk_i\}_{i \in \{1\}}) \leftarrow \text{Setup}(1^\lambda, n, t)$, it takes as input the security parameter $1^\lambda$, the number of shares $n$ and the threshold $t$, outputting a public key $pk$ and a threshold decryption key share $sk_i$ for each party $P_i$. The encryption algorithm $c \leftarrow \text{Enc}(pk, m)$, takes as input $pk$ and a message $m$, outputting a ciphertext $c$. The partial decryption algorithm $\mu_i \leftarrow \text{ParDec}(pk, sk_i, c)$, it takes as input $pk$, $sk_i$ and $c$, producing a partial decryption $\mu_i$. The combine algorithm $m/\bot \leftarrow \text{Combine}(pk, c, \{\mu_i\}_{i \in T})$, takes as input $pk$, $c$ and $\{\mu_i\}_{i \in T}$ where $|T| \geq t+1$, and outputs the plaintext message $m$. We require a threshold encryption scheme $TE$ to satisfy the standard properties of correctness and IND-CPA security, formalized in Appendix A.4.

NIZKs. A non-interactive zero-knowledge (NIZK) [9] proof system for an NP-language $L_{\text{nizk}}$ with witness relation $R_{\text{nizk}}$ is a tuple of PPT algorithms $(\text{Gen}, P, V)$. Algorithm $\text{crs} \leftarrow \text{Gen}(1^n)$ outputs a common random string $\text{crs}$, implicitly used by the other algorithms. The prover algorithm $\pi \leftarrow P(\text{crs}, \text{inst}, \text{wit})$, the prover algorithm takes as input a statement inst $\in L_{\text{nizk}}$ and a witness wit, outputting a proof $\pi$. The verifier algorithm $1/0 \leftarrow V(\text{crs}, \text{inst}, \pi)$ takes as input a statement inst $\in L_{\text{nizk}}$ and a proof $\pi$, outputting 1 if and only if it accepts the proof $\pi$. We require a NIZK proof system $\text{NIZK} = (\text{Gen}, P, V)$ to satisfy the properties of completeness, soundness, and zero-knowledge. Relations are written as $R_{\text{nizk}} = \{(\text{inst}, \text{wit}) | R(\text{inst}, \text{wit}) = 1\}$ where $\text{inst} \in L_{\text{nizk}}$ is the statement, wit is the witness and $R$ is some predicate. Our construction uses non-interactive zero-knowledge proof for knowledge (NIZKPoK), thus requiring the proof constructor to know the witness wit. We write $\text{NIZKPoK}(\text{wit} | (\text{inst}, \text{wit}) \in R_{\text{nizk}})$ to denote a generic non-interactive zero-knowledge proof of knowledge for relation $R_{\text{nizk}}$. The syntax and security definition are formalized in Appendix A.5.

2.2 Proof-of-Stake (PoS) Blockchains

In this section, we recall in almost verbatim form the overview given in [13] of the model for PoS blockchain protocol execution of [36]. In PoS-based blockchains, each participant is associated with some stake in the system, which could be measured as a positive rational value. These protocols rely on a lottery mechanism that ensures (of all eligible parties) that each party succeeds in generating the next block with probability proportional to its stake in the system. To formally argue about executions of such protocols, we start with the framework of Goyal et al. [36] which, in turn, builds on the analysis done in [28, 43]. We refer the reader to revisit the abstraction used in [36]. Below we present a summary of the framework and the main properties we will use in this paper. Moreover, we note that in [36] it is proven that there exist PoS blockchain protocols (e.g., Snow White [8], Ouroboros Praos [22]) with the properties described below. We refer the reader to Appendix A.6 for a detailed description of blockchain protocol execution and its properties.

Blockchain Structure. A genesis block $B_0 = \{\text{SIG.pk}_1, \text{aux}_1, \text{stake}_1\}, \ldots, \{\text{SIG.pk}_n, \text{aux}_n, \text{stake}_n\}, \text{aux}\}$ associates each party $P_i$ to a signature scheme public key $\text{SIG.pk}_i$, an amount of stake $\text{stake}_i$ and auxiliary information $\text{aux}_i$ (i.e., any other relevant information required by the blockchain protocol, such as verifiable random function public keys). A blockchain $B$ relative to a genesis block $B_0$ is a sequence of blocks $B_1, \ldots, B_\ell$, associated with a strictly increasing sequence such that $B_i = (H(B_{i-1}), d, \text{aux})$ where $H(B_{i-1})$ is a collision-resistant hash of the previous block, $d$ is data and $\text{aux}$ is auxiliary information required by the blockchain protocol. We denote by $B^\ell$ the chain (sequence of blocks) $B$ where the last $\ell$ blocks have been removed and if $\ell \geq |B|$ then $B^\ell = \epsilon$ (empty symbol). Also, if $B_1$ is a prefix of $B_2$ we write $B_1 \preceq B_2$. Each party participating in the protocol has public identity $P_i$ and most messages will be a transaction of the following form: $m = (P_i, P_j, q, \text{aux})$ where $P_i$ transfers $q$ coins to $P_j$ along with some optional, auxiliary information $\text{aux}$.
Blockchain Protocol Execution. A blockchain protocol $I^V$ consists of the following three polynomial-time algorithms ($\text{UpdateState}^V$, $\text{GetRecords}$, $\text{Broadcast}$) with a validity predicate $V$. The update state algorithm $\text{st} \leftarrow \text{UpdateState}(1^\lambda)$, takes as input the security parameter $1^\lambda$ and outputs $\text{st}$ which is the local state of the blockchain along with metadata. The get records algorithm $B \leftarrow \text{GetRecords}(1^\lambda, \text{st})$, takes as input the security parameter $1^\lambda$ and state $\text{st}$, and outputs the longest sequence of valid blocks $B$ (with respect to $V$). The broadcast algorithm $\text{Broadcast}(1^\lambda, m)$, takes as input the security parameter $1^\lambda$ and a message $m$, and broadcasts the message $m$ over the network to all parties executing the blockchain protocol.

More UC formally, we model the blockchain as a uniquely defined execution based on the inputs, random coins, and messages received from all involved parties in line with the work of Goyal et al. [36]. More specifically, we define the execution as a random variable $\text{EXEC}^V(A, Z, 1^\lambda)$ when executing the blockchain $I^V$ with security parameter $1^\lambda$ with the UC environment $Z$ and adversary $A$. The view of each participating party $P_i$ is then denoted as $\text{VIEW}_{P_i}(\text{EXEC}^V(A, Z, 1^\lambda))$, and the view of the adversary $A$ as $\text{VIEW}_A(\text{EXEC}^V(A, Z, 1^\lambda))$. We simplify this expression with $\text{VIEW}_i$, respectively $\text{VIEW}_A$, when it does not lead to ambiguity.

Defining $u$-stakefrac. We denote the state of party $P_i$ as $\text{stake}_i = \text{stake}(B, i)$ which takes as input a local blockchain $B$ and a party $P_i$ and outputs a number representing the stake of party $P_i$ as per the blockchain $B$. Here, $\text{stake}(:, :)$ is a polynomial time algorithm that takes as inputs the blockchain $B$ and a party’s public identity and outputs a rational value.

Let an adversary $A$ that controls all parties with public identities in the set $\mathcal{X}$, its sum of stake controlled by the adversary as per blockchain $B$ can be computed as $\text{stake}_A(B) = \sum_{j \in \mathcal{X}} \text{stake}(B, j)$, and the total stake held by all parties can be computed as $\text{stake}_{\text{total}}(B) = \sum_i \text{stake}(B, j)$. We compute the adversaries relative stake ratio as $\frac{\text{stake}_{\text{ratio}}_A(B) = \frac{\text{stake}_A(B)}{\text{stake}_{\text{total}}(B)}}$. Also, we will simply write $\text{stake}_A$, $\text{stake}_{\text{total}}$, and $\text{stake}_{\text{ratio}}_A$ whenever $B$ is clear from context.

We also consider the PoS-fraction $u$-stakefrac($B, \ell$) as the amount of unique stake whose proof is provided in the last $\ell$ mined blocks. More precisely, let $M$ be the index $i$ corresponding to miners $P_i$ of the last $\ell$ blocks in $B$ then we compute the PoS-fraction as follows,

$$u\text{-stakefrac}(B, \ell) = \frac{\sum_{i \in B} \text{stake}(B, i)}{\text{stake}_{\text{total}}}.$$  

Evolving Blockchains. To define Encryption with Public Self-Incriminating Proofs scheme (in Definition 8), we need to be able to non-interactively verify that a blockchain has evolved from a previous state such that the current state includes a certain message. In particular, we want to make sure that the initial chain $B$ has “correctly” evolved into the final chain $\bar{B}$. A sufficiently long chain in an honest execution can be distinguished from a forger generated by the adversary by looking at the combined amount of stake proven in such a sequence of blocks. We encapsulate this property in a predicate called evolved$(\cdot, \cdot)$ defined as follows.

Definition 1. Let $I^V = (\text{UpdateState}^V, \text{GetRecords}, \text{Broadcast})$ be a blockchain protocol with validity predicate $V$ and where the $(\alpha, \beta, \ell_1, \ell_2)$-distinguishable forking property (formally defined in Definition 37). Also, let $B \leftarrow \text{GetRecords}(1^\lambda, \text{st})$ and $\bar{B} \leftarrow \text{GetRecords}(1^\lambda, \text{st})$. We define an evolved predicate as a polynomial time function evolved that takes as input blockchains $B$ and $\bar{B}$, evolved$(B, \bar{B}) \in \{0, 1\}$ if and only if all the following properties are satisfied: (i) $V(B) = V(\bar{B}) = 1$, (ii) $B$ and $\bar{B}$ are consistent i.e., $B_{\geq \kappa} \preceq B$, where $\kappa$ is the common prefix parameter, and (iii) Let $\ell' = |\bar{B}| - |B|$ then it holds that $\ell' \geq \ell_1 + \ell_2$ and $u$-stakefrac$(B, \ell' - \ell_1) \geq \beta$.

NP-Relation for Proof Inclusion on an Evolving Blockchains. Assume a blockchain protocol $I^V = (\text{UpdateState}^V, \text{GetRecords}, \text{Broadcast})$ with validity predicate $V$. We define a relation $R_{I^V}$ that captures the fact that a valid signature $\sigma$ on a reference message $d$ generated under $pk$ is included in the common prefix of a blockchain $\bar{B}$ that has evolved from an initial blockchain $B$ via a valid execution of the protocol. This relation is formalized in Definition 2 below.

Definition 2 (NP-Relation for Proof Inclusion). Let $I^V = (\text{UpdateState}^V, \text{GetRecords}, \text{Broadcast})$ be a blockchain protocol with validity predicate $V$ with the $(\alpha, \beta, \ell_1, \ell_2)$-distinguishable forking property (as in Definition 37) and associated predicate evolved$(B, \bar{B}) \in \{0, 1\}$ (as in Definition 1). Let $\text{SIG} = \{0, 1\}$.
Let $\mathcal{L}_{\Gamma^\mathcal{V}}$ be the language specified by the relation $\mathcal{R}_{\Gamma^\mathcal{V}}$. This language is in $\mathsf{NP}$ because verification of blockchains and signatures are polynomial time algorithms, as are the verification of the additional chain predicates in Definition 2.

2.3 The Distributed Adversarial Model and MPC-hard Functions

In this section, we describe the distributed adversarial model and an MPC-hard function that we consider for our proposed primitive TSIPE definition and construction. This description is taken almost verbatim from [26].

The distributed adversary [26] is a tuple $A_1, \ldots, A_n$ of poly-time interactive machines (also called the sub-adversaries) that can efficiently evaluate a cryptographic task via an MPC protocol or a similarly distributed manner. Dziembowski et al. [26] define the notion of MPC-hard cryptographic tasks. Informally, a cryptographic task/function is MPC-hard if executing it securely in a distributed way takes a significant amount of time. This implies that if a cryptographic task is MPC-hard, then to run it efficiently, the parties need to execute it individually. In other words, by using an MPC-hard task, we want to enforce that the distributed adversary must run the cryptographic task locally. More concretely, if the adversaries manage to complete the cryptographic task within some specified time bound, then one of the adversaries, say $A_j$, must know (or have “knowledge” of) some secret information $s$ completely.

MPC-hard Functions and a $(\delta, \mathcal{T})$-Distributed Adversary. The distributed adversary $A_1, \ldots, A_n$ is given access to a special oracle $O_{\text{Fun}}$ that allows evaluation of a fixed input-length function $\text{Fun} : \{0,1\}^\lambda \rightarrow \{0,1\}^\delta$. The oracle accepts queries of the form $(x, \text{mode})$, where $x \in \{0,1\}^\lambda$ and $\text{mode} \in \{\text{fast}, \text{slow}\}$. If $\text{mode} = \text{fast}$, then a query is called fast, otherwise, the query is called slow. Let us give some intuition on these two modes:

1. The fast queries are $\text{Fun}$ function evaluations that a sub-adversary $A_j$ runs locally, in this case $A_j$ has to know (or have “knowledge”) the $x$ entirely.
2. The slow queries model an evaluation of the $\text{Fun}$ function using an MPC protocol. In particular, this means that the sub-adversaries $A_1, \ldots, A_n$ can learn $\text{Fun}(x)$ without knowing $x$.

Each query coming from any of the sub-adversary $A_j$ is answered to $A_j$ with $\text{Fun}(x)$ (we also say that $A_j$ evaluated $\text{Fun}$ on input $x$).

The execution of a protocol with a distributed adversary can now be divided into a preprocessing phase (where the adversary does not know the relevant input) followed by an online phase where relevant input is known. In the preprocessing phase, the sub-adversaries can send an arbitrary number of slow queries to the oracle $O_{\text{Fun}}$. In the online phase, however, the sub-adversaries are limited in the number of queries they can make to the oracle $O_{\text{Fun}}$. We observe that the notion of an independent preprocessing phase is common to MPC protocols [6,21].

More specifically, we say $A_1, \ldots, A_n$ is a $(\delta, \mathcal{T})$-distributed adversary relative to a function $\text{Fun}$ if the total number of slow queries made by any sub-adversary $A_j$ to $O_{\text{Fun}}$ in the online phase is bounded by $\mathcal{T}$, for at most $\delta$ rounds. The total number of fast queries is only bounded by the time complexity of the adversaries (i.e., it is polynomial in $\lambda$). The adversaries run in at most $\delta$ rounds, where each of them has the following form: (1) each sub-adversary $A_j$ performs some local computation, at the end of which $A_j$ outputs a string $\text{str}_j$, and (2) each $\text{str}_j$ is delivered to every other sub-adversary.

Security Games for Distributed Adversary. To formalize “knowledge” in the distributed adversary attack scenario, Dziembowski et al. [26] used the concept of a “knowledge extractor” proposed in [5]. Bellare and Rogaway [5] consider an adversary $A$ with access to a function $\text{Fun}$ (they assume that the $\text{Fun}$ is a hash function; which is modeled as a random oracle). It is assumed that if an adversary $A$ evaluated $\text{Fun}$ on some input $x$, then $A$ knows the input $x$ and the corresponding output $\text{Fun}(x)$. Technically, the
(input, output) pairs are later given to an algorithm \( k\text{EXT} \) called “knowledge extractor”. If \( k\text{EXT} \) outputs some message \( s \), then we assume that “\( A \) knows \( s \)” (since \( A \) could have computed \( s \) by observing the oracle queries and corresponding replies).

Now, we define the information each party received as a result of the fast oracle queries at the end of the execution of a protocol: We define the local transcript of a party \( A_j \) to be the sequence \( \tau_j \) of function inputs that \( O_{\text{Fun}} \) received from \( A_j \) (in the same order in which they were received). Let \( \tau_j^{\text{fast}} \) be the sub-sequence of \( \tau_j \) containing only the inputs corresponding to fast queries (call it a local fast-function transcript of a party \( A_j \)). A knowledge extractor \( k\text{EXT} \) is a deterministic poly-time machine that takes \( \tau_j^{\text{fast}} \) as input and produces as output a finite set \( k\text{EXT}(\tau_j^{\text{fast}}) \subset \{0,1\}^* \).

In the distributed adversary settings, Dziembowski et al. [26] use the concept of a knowledge extractor but slightly adjust it in the following way:

1. There is a knowledge extractor \( k\text{EXT}_j \) for each of the sub-adversaries \( A_j \).
2. Each such knowledge extractor \( k\text{EXT}_j \) takes as input the transcript of queries \( \tau_j^{\text{fast}} \) that \( A_j \) has made to the oracle \( O_{\text{Fun}} \) only in mode = fast. Queries made by \( A_j \) in mode = slow (recall that these queries model MPC evaluations of \( \text{Fun} \) with a potentially unknown input) are not given to \( k\text{EXT}_j \).
3. Finally, we say that an adversary \( A_j \) individually knows a secret \( s \) if there exists an efficient knowledge extractor \( k\text{EXT}_{\rho_j} \) such that \( s \in k\text{EXT}_{\rho_j}(\tau_j^{\text{fast}}) \).

**Instantiating an MPC-hard Function.** Dziembowski et al. [26] defined an MPC-hard function based on iterative hash function computation. They modeled the function \( \text{Fun} \) as the evaluation of a fixed input-length hash function \( H : \{0,1\}^\alpha \rightarrow \{0,1\}^\beta \) (and the access of oracle \( O_{\text{Fun}} \) as \( O_H \)). Since the evaluation of a hash function using MPC technology is conceivably much slower than using a regular CPU or even customized hardware, like an ASIC, we assume that the budget of the adversary for such queries is comparably small, i.e., bounded by some parameter.

We reproduce the scratch function from [26] in Figure 1. The main idea behind scratch is that it forces a party to sequentially compute \( d \) times \( H \) on every block \( s_l = (s_1 || s_2 || \ldots || s_n) \). The scratch procedure takes as input two random \( s \leftarrow \{0,1\}^{\alpha - \beta - 2} \) where each \( s_l = \alpha - \beta - 2 \) and \( z \leftarrow \{0,1\}^\beta \), and a nonce \( w \in \{0,1\}^{\alpha - \beta - 2} \), and then it sequentially computes \( d \) times hashes \( H \) on every block of \( s \) and finally outputs a value \( q \) (refer to Figure 1(a) in [26] for a schematic overview of scratch procedure.). Note that the scratch procedure computes \( nd + 1 \) hashes \( H \) in total.

For the purpose of our TSIPE construction (in Figure 11), we use scratch function and the goal is that searches for \( \beta \) number of nonces \( w_1, \ldots, w_\beta \in \{0,1\}^{\alpha - \beta - 2} \) such that the first \( \zeta \) bits (where \( \zeta \) can be a function of \( \beta \)) of each \( q_i \leftarrow \text{scratch}(s, z, w_i) \) are zero, for all \( i \in [1, \beta] \). We refer the reader to Sec. 4 in [26] for a more detailed description, correctness, and security (MPC-hardness) of the scratch procedure.

<table>
<thead>
<tr>
<th>MPC-hard Function: scratch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters:</strong> ( \alpha, \beta, d, n \in \mathbb{N} ).</td>
</tr>
<tr>
<td><strong>Building block:</strong> A hash function ( H : {0,1}^\alpha \rightarrow {0,1}^\beta ) with ( \alpha \geq 2\beta ) is computed by accessing the special oracle ( O_H ) (where ( O_H ) allows for evaluating a fixed input-length hash function ( H )).</td>
</tr>
<tr>
<td><strong>Input:</strong> ( s \in {0,1}^{\alpha - \beta - 2} ) and ( z \in {0,1}^\beta ), ( w \in {0,1}^{\alpha - \beta - 2} ).</td>
</tr>
<tr>
<td><strong>scratch</strong> ( (s, z, w) ):</td>
</tr>
<tr>
<td>1. Parse ( s ) as ( (s_1</td>
</tr>
<tr>
<td>2. For ( k = 1 ) to ( d ):</td>
</tr>
</tbody>
</table>
| (a) For \( l = 1 \) to \( n \):
| i. If \( k = 1 \) and \( l = 1 \) then compute: \( q^k_l = H(00 || z || w) \)
| ii. Else if \( k \neq 1 \) and \( l = 1 \) then compute: \( q^k_l = H(10 || s_n || q^k_{n-1}) \)
| iii. Else if \( l = 2 \) then compute: \( q^k_l = H(01 || s_1 || q^k_1) \)
| iv. Else if \( l > 2 \) then compute: \( q^k_l = H(01 || s_{l-1} || q^k_{l-1}) \)
| 3. Compute \( q = H(10 || s_n || q^k_n) \). |
| 4. Output \( q \). |

Fig. 1: Construction of a MPC-hard Function from [26].
We use the MPC-hard function \( \text{scratch} \) in our constructions, our goal is to later extract the inputs to \( \text{scratch} \) from one of the transcripts \( \tau_{\text{fast}} \) of fast queries made to \( O_H \) by one of the sub-adversaries \( A_j \). To argue about this extractability, we derive Lemma 1 below from the proof of Theorem 1 in [26].

Now, before proceeding with the formal Lemma 1, let us comment on another parameter in the lemma statement. We define a party \( P \) as a \( \eta \)-bounded party if we bound the total number of fast queries made by the party \( P \) to the oracle \( O_H \) in the online phase by \( \eta \). Note that each computation of the \( \text{scratch} \) procedure requires \( (nd+1) \) hashes \( H \). For a party, observe that each \( \text{scratch} \) attempt succeeds with probability \( 2^{-5} \) (by “succeeding” we mean finding a value that starts with \( \zeta \) zeros). Since the party needs to be successful \( \beta \) times, the party needs, on average, \( [(nd+1) \cdot 2^\beta / (nd+1)] = 2^\beta \cdot (nd+1) \) \( \text{scratch} \) attempts. We set \( \eta \) to be the double of this parameter, i.e., \( \eta = \beta \cdot (nd+1) \cdot 2^{d+1} \), to make the probability that the party is successful (refer to Definition 2 in [26] for the formal statement) less than \( 2^\beta \) times exponentially small. Note that this budget allows the \( \eta \)-bounded party \( P \) to evaluate \( \text{scratch} \) up to \( [(nd+1) \cdot 2^{d+1} \cdot \beta / (nd+1)] = 2^{d+1} \cdot \beta \) times.

**Lemma 1 (Derived from [26])**. Let \( \text{scratch} \) be the function defined in Figure 1 with parameters \( d,n \in \mathbb{N} \), and also let \( \alpha, \beta, \zeta \in \mathbb{N} \) be arbitrary parameters with \( \alpha \geq 2\beta \) (where \( \zeta \) can be a function of \( \beta \)) and a special oracle \( O_H \) that allows for evaluating a fixed input-length hash function \( H : \{0,1\}^\alpha \rightarrow \{0,1\}^\beta \). Let \( A_1, \ldots, A_n \) be a \( (\delta, T) \)-distributed adversary where \( \delta \leq d - 1 \) and \( T \leq 2^{d-3} \). Let \( \eta = \beta \cdot (nd+1) \cdot 2^{d+1} \) and \( P \) be a \( \eta \)-bounded party. For random \( s \in \{0,1\}^{\alpha - \beta - 2} \) and \( z \in \{0,1\}^\beta \), the following holds:

1. The \( \eta \)-bounded party \( P \) can compute \( \beta \) number of nonces \( w_1, \ldots, w_\beta \in \{0,1\}^{\alpha - \beta - 2} \) by accessing the oracle \( O_H \) such that for all \( i \in [\beta] \) the \( q_i \leftarrow \text{scratch}(s, w_i) \) has its first \( \zeta \) bits equal to \( 0 \) except with negligible probability over the choice of \( s,z \).
2. If \( (\delta, T) \)-distributed adversary \( A_1, \ldots, A_n \) can compute \( \beta \) number of nonces \( w_1, \ldots, w_\beta \in \{0,1\}^{\alpha - \beta - 2} \) such that for all \( i \in [\beta] \) the \( q_i \leftarrow \text{scratch}(s, w_i) \) has its first \( \zeta \) bits equal to \( 0 \) with access to an oracle \( O_H \), then except with negligible probability over the choice of \( s,z \), there exists an extractor \( \text{kEXT}(\tau_{\text{fast}}) \) that outputs \( s \) for at least one \( j \in [1, a] \), where \( \tau_{\text{fast}}^j \) is transcript of the fast hash queries made to \( O_H \) by the sub-adversaries \( A_j \).

**Proof (Sketch).** This lemma follows from Theorem 1 of [26], which proves the security of the Proof of Individual Knowledge scheme introduced in that work. Point 1 follows from the completeness of the Proof of Individual Knowledge. Intuitively, an \( \eta \)-bounded party for \( \eta = \beta \cdot (nd+1) \cdot 2^{d+1} \) can compute \( \text{scratch} \) a sufficient number of times to find such \( \beta \) number of nonces \( w_1, \ldots, w_\beta \) by accessing the oracle \( O_H \), except with negligible probability. Point 2 follows from the soundness of the Proof of Individual Knowledge, more specifically from the existence of an extractor that successfully extracts a malicious prover’s witness from \( \tau_{\text{fast}}^j \) for a sub-adversary \( A_j \) given a \( (\delta, T) \)-distributed adversary \( A_1, \ldots, A_n \) where \( \delta \leq d - 1 \) and \( T \leq 2^{d-3} \) with access to \( O_H \).

### 3 Encryption with Self-Incriminating Proofs

In this section, we introduce the notions of public key Encryption with Self-Incriminating Proof (SIPE). This notion captures the fact that a decryptor who knows a secret key must produce a Self-Incriminating Proof (SIP) when they decrypt a ciphertext generated under the corresponding public key. We capture this property by requiring the decryption algorithm to output a valid SIP that can be verified by a new SIP-verification algorithm, \( Vf \). We observe that a simple SIPE notion where the adversary may choose never to output the SIP it has produced is not useful for applications, besides implying the strong notion of extractable witness encryption. Based on this observation, we introduce the notion of a public key Encryption with Public Self-Incriminating Proof (PSIPE), where the decryptor is forced to publish the SIP to successfully decrypt a ciphertext. Notably, this notion requires an underlying public ledger (where the proof is published). We show a PSIPE construction based on witness encryption but also describe how the public ledger, used during setup, allows us to realize the witness encryption needed via techniques from [37].

#### 3.1 Formal Syntax and Security Definitions

Here, we describe the syntax of SIPE, followed by formal security definitions.

**Definition 3 (Encryption with Self-Incriminating Proofs)**. An encryption with self-incriminating proof scheme SIPE consists of the following PPT algorithms (KG, Enc, Dec, Vf), which have the following syntax:
1. \((pk, sk) \leftarrow KG(1^\lambda)\), the key generation algorithm takes as input a security parameter \(1^\lambda\) and outputs a key-pair \((pk, sk)\) where \(pk\) is a public key and \(sk\) is a secret key.

2. \(c \leftarrow Enc(pk, m)\), the encryption algorithm takes as input the public key \(pk\) and a message \(m \in \{0, 1\}^\lambda\), and outputs a ciphertext \(c\).

3. \((\pi, m) / \perp \leftarrow Dec(pk, sk, c)\), the decryption algorithm takes as input the public key \(pk\), the secret key \(sk\) and a ciphertext \(c\). It outputs a self-incriminating proof \(\pi\) and a plaintext message \(m\).

4. \(1/0 \leftarrow Vf(pk, c, \pi)\), the verification algorithm takes as input the public key \(pk\), a ciphertext \(c\) and a self-incriminating proof \(\pi\). It outputs 1 if \(\pi\) is a valid self-incriminating proof for \(c\), otherwise, it outputs 0.

An encryption with self-incriminating proof scheme SIPE must satisfy the following properties: Correctness (Definition 4), Unforgeability (Definition 5), IND-CPA Security (Definition 6) and Self-Incriminating Proof Extractability (Definition 7).

**Correctness:** The notion of correctness ensures that for a ciphertext correctly generated under a given public key, decryption using the corresponding secret key will always output: (1) a valid self-incriminating proof, and (2) the original plaintext message.

**Definition 4 (Correctness).** A scheme SIPE = \((KG, Enc, Dec, Vf)\) is correct if for any security parameter \(\lambda\) and any message \(m \in \{0, 1\}^\lambda\), the following holds:

- **Message decryption correctness:**
  \[\Pr \left[ Dec(pk, sk, c) = (\pi, m) \left| (pk, sk) \leftarrow KG(1^\lambda) \right. c \leftarrow Enc(pk, m) \right] = 1\]

- **Self-incriminating proof correctness:**
  \[\Pr \left[ Vf(pk, c, \pi) = 1 \left| Dec(pk, sk, c) = (\pi, m) \left| (pk, sk) \leftarrow KG(1^\lambda) \right. c \leftarrow Enc(pk, m) \right] = 1\]

**Unforgeability:** We define a notion of unforgeability for the self-incriminating proofs produced by our primitive which is similar to the notion of existential unforgeability under chosen message attacks for signatures [34]. This type of unforgeability ensures that an adversary should not be able to generate self-incriminating proof for a ciphertext encrypted under a certain public key if they do not possess the corresponding secret key. This holds even if the adversary is the one generating the ciphertext, which is important to avoid falsely incriminating a decryptor. We formally define this notion in Definition 5 via a game \(\text{Game}_{\text{SIPE}, A}^{\text{Unforge}}\), which is presented in Figure 2.

**Game steps:**
1. Initialize an empty list \(Q \leftarrow \emptyset\)
2. \((pk, sk) \leftarrow KG(1^\lambda)\)
3. \((c', \pi') \leftarrow A^{Dec^*}(1^\lambda, pk)\)

**Oracle:**
- \(O^{Dec}_{sk}(c):\)
  1. \(Q \leftarrow Q \cup c\)
  2. \((\pi, m) \leftarrow Dec(pk, sk, c)\)
  3. \(\text{return } (\pi, m)\)

The adversary’s advantage in this game is:
\[\text{Adv}_{\text{SIPE}, A}^{\text{Unforge}} = \Pr \left[ Vf(pk, c', \pi') = 1 \land c' \notin Q \right]\]

Fig. 2: Unforgeability Game for SIPE scheme executed between a challenger and an adversary \(A\) given unlimited oracle access to \(O^{Dec}_{sk}(c)\).
Definition 5 (Unforgeability). A scheme \( \text{SIPE} = (\text{KG}, \text{Enc}, \text{Dec}, \text{Vf}) \) is unforgeable if for any security parameter \( \lambda \) and for all \( \text{PPT} \) adversaries \( A \) given unlimited oracle access to \( \text{Dec}(\cdot, \cdot) \), advantage \( \text{Adv}_{\text{Unforge}}^{\text{SIPE}, A} \) of the Game_{\text{SIPE}, A} (in Figure 2) is negligible.

IND-CPA Security: We define IND-CPA Security for Encryption with Self-Incriminating Proof in the standard manner. This notion is formally defined in Definition 6 via a game \( \text{Game}^{\text{IND-CPA}, \text{SIPE}, A} \), which is presented in Figure 3.

\[
\begin{align*}
\text{Game steps:} \\
1. \quad (pk, sk) \leftarrow \text{KG}(1^\lambda) \\
2. \quad (st, m_0, m_1) \leftarrow A_1(1^\lambda, pk) \\
3. \quad \text{Sample } b \overset{\$}{\leftarrow} \{0, 1\} \\
4. \quad c_b \leftarrow \text{Enc}(pk, m_b) \\
5. \quad b' \leftarrow A_2(1^\lambda, st, pk, c_b) \\
6. \quad \text{return } b'
\end{align*}
\]

As there are only two outcomes, there is a \( \frac{1}{2} \) probability that a random guess will be correct, the adversary’s advantage in this game is:

\[
\text{Adv}^{\text{IND-CPA}, \text{SIPE}, A} = \left| \Pr[b = b'] - \frac{1}{2} \right|
\]

Fig. 3: IND-CPA Security Game for SIPE scheme.

Definition 6 (IND-CPA Security). A scheme \( \text{SIPE} = (\text{KG}, \text{Enc}, \text{Dec}, \text{Vf}) \) is IND-CPA secure if for any security parameter \( \lambda \) and for all \( \text{PPT} \) adversaries \( A = (A_1, A_2) \), advantage \( \text{Adv}^{\text{IND-CPA}, \text{SIPE}, A} \) of \( A \) in \( \text{Game}^{\text{IND-CPA}, \text{SIPE}, A} \) (in Figure 3) is negligible.

Self-Incriminating Proof Extractability. This property guarantees that decryption always produces a self-incriminating proof, i.e., there exists an extractor that can obtain this proof by interacting with an adversary who succeeds in distinguishing between challenge ciphertexts. We formalize this notion in Definition 7 via a game \( \text{Game}^{\text{SIP-Ext}, \text{SIPE}, A} \) for self-incriminating proof extractability with a standard monolithic adversary, shown in Figure 4.

\[
\begin{align*}
\text{Game steps:} \\
1. \quad (pk, sk) \leftarrow \text{KG}(1^\lambda) \\
2. \quad (st, m_0, m_1) \leftarrow A_1(1^\lambda, pk, sk) \\
3. \quad \text{Sample } b \overset{\$}{\leftarrow} \{0, 1\} \\
4. \quad c_b \leftarrow \text{Enc}(pk, m_b) \\
5. \quad b' \leftarrow A_2(st, c_b) \\
6. \quad \text{return } b'
\end{align*}
\]

As there are only two outcomes, there is a \( \frac{1}{2} \) probability that a random guess will be correct, the adversary’s advantage in this game is:

\[
\text{Adv}^{\text{SIP-Ext}, \text{SIPE}, A} = \left| \Pr[b = b'] - \frac{1}{2} \right|
\]

The extractor EXT’s advantage in this game is:

\[
\text{Succ}^{\text{SIP-Ext}} = \left| \Pr[\pi \leftarrow \text{EXT}(A_1(1^\lambda, pk, sk), A_2(st, c_b)) \mid \text{Vf}(pk, c_b, \pi) = 1] \right|
\]

Fig. 4: Self-Incriminating Proof Extractability Game for SIPE scheme.
Definition 7 (Self-Incriminating Proof Extractability). A scheme SIPE $= (\text{KG, Enc, Dec, Vf})$ has self-incriminating proof extractability if for any security parameter $\lambda$ and for all polynomials $p(\cdot)$ and PPT adversaries $A = (A_1, A_2)$ with $\text{Adv}_{\text{SIPE}, A}^{\text{SIPE}, \text{Ext}}$ in Game$_{\text{SIPE}, A}$ (Figure 4), there exist a polynomial $q(\cdot)$ and PPT extractor $\text{EXT}$ that outputs $\pi \leftarrow \text{EXT}(A_1, A_2)$ such that $\text{Vf}(pk, c_b, \pi) = 1$ with success probability $\text{Succ}_{\text{SIPE}, \text{Ext}}$ such that the following holds:

$$\text{Adv}_{\text{SIPE}, A}^{\text{SIPE}, \text{Ext}} \geq \frac{1}{p(\lambda)} \Rightarrow \text{Succ}_{\text{SIPE}, \text{Ext}} \geq \frac{1}{q(\lambda)}$$

3.2 Theoretical and Practical Issues with SIPE Notion

We introduce SIPE in the monolithic adversary setting (in Definition 3). This notion captures that a decryptor who knows a secret key must produce a Self-Incriminating Proof (SIP) when they decrypt a ciphertext, generated under the corresponding public key. However, we observe that a simple SIPE notion in the monolithic adversary setting seems very hard to realize based on standard assumptions. Namely, formalizing that a SIP must be produced by an adversary who knows the secret key, requires us to define a notion of extractability akin to extractable witness encryption. Besides the seeming relationship of this notion with very strong primitives, even if we could do it, its usefulness would be unclear. More specifically, the adversary may just choose to erase the SIP that it is forced to produce during decryption. Hence, the original SIPE notion is not very useful for any real-world applications. This is our main motivation for investigating the stronger notion of Encryption with Public Self-Incriminating Proof, which we introduce in Sec. 4. While this stronger notion requires a public ledger as a setup, it solves the significant practical and theoretical shortcomings of our original SIPE notion.

4 Encryption with Public Self-Incriminating Proof

Since the notion of Self-Incriminating Proof Extractability has limited applicability and is strongly related to extractable witness encryption, we investigate a variation of this notion that moreover requires the SIP to be published. The notion of Encryption with Public Self-Incriminating Proof (PSIPE) is stronger than the former notion but provides a more meaningful guarantee. While it must be defined with respect to a public ledger (for publishing SIPs), this setup also helps realize it without resorting to strong building blocks. We define PSIPE in Definition 8, followed by formal security properties. Then we provide a construction of our PSIPE in Figure 6.

Intuitively, our primitive allows for creating ciphertexts that can only be decrypted by a party if the party has published a SIP on the public ledger. To capture the notion of a public ledger in our security games, we use the model of a PoS blockchain-based public ledger protocol execution introduced in [37] and recalled in 2.2. In this model, algorithms are defined in the context of a blockchain $\Gamma^V$, meaning that parties executing these algorithms are also part of an execution of an underlying blockchain protocol. This protocol is used to implement the public ledger we require, where parties that execute the protocol can read/write messages. Given such a protocol execution, it is possible to non-interactively verify if a future state $\hat{B}$ of the ledger has evolved from an initial state $B$, which is crucial for our definitions and constructions. This verification is captured by the evolving blockchain predicate (defined in Sec. 2.2), i.e., evolved$(B, \hat{B}) = 1$ if $\hat{B}$ is obtained as a future state of executing the blockchain protocol starting from $B$.

We believe that a PoS blockchain is the minimal primitive we can use to fulfill our requirements since it exactly affords an incorruptible, public append-only database, whose updates are validated based on an NP-relation. All of these are features we require in our PSIPE solution.

Definition 8 (Encryption with Public Self-Incriminating Proof). An encryption with public self-incriminating proof scheme PSIPE consists of the following PPT algorithms $(\text{KG, Enc, Dec, Vf, ProofExt})$ in the context of a blockchain $\Gamma^V$ with evolved predicate evolved (as in Definition 1), which have the following syntax:

1. $(pk, sk) \leftarrow \text{KG}(1^\lambda)$: same as SIPE.$\text{KG}(1^\lambda)$.
2. $c \leftarrow \text{Enc}(pk, m)$: same as SIPE.$\text{Enc}(pk, m)$.
3. $(m, \pi) \perp \perp \leftarrow \text{Dec}(pk, sk, c)$: same as SIPE.$\text{Dec}(pk, sk, c)$.
4. $1/0 \leftarrow \text{Vf}(pk, c, \pi)$: same as SIPE.$\text{Vf}(pk, c, \pi)$. 
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5. \( \pi/\perp \leftarrow \text{ProofExt}(pk, c) \), the self-incriminating proof extraction algorithm takes as input the public key \( pk \) and a ciphertext \( c \). It extracts the self-incriminating proof \( \pi \) of the corresponding ciphertext \( c \) from the underlying blockchain \( \Gamma^V \) and outputs \( \pi \), otherwise output \( \perp \).

An encryption with public self-incriminating proof PSIPE scheme must satisfy the following properties: **Correctness**, **Unforgeability**, **IND-CPA Security** and **Public Self-Incriminating Proof** (Definition 9).

The **Correctness**, **Unforgeability**, and **IND-CPA Security** properties of our PSIPE primitive are identical to those of SIPE (defined in Definition 3) as specified in Definition 4, Definition 5, and Definition 6, respectively.

**Public Self-Incriminating Proof.** We formalize the public self-incriminating proof property in the context of a blockchain \( \Gamma \) in Definition 9 via a game \( \text{Game}_{\text{PSIPE}, \Gamma} \), presented in Figure 5. For this notion, we need to ensure that the key pair has been generated correctly, rather than allowing the adversary to generate an arbitrary key pair. In order to capture this requirement in the simplest way possible, the challenger generates the key pair and gives it to the adversary. This can be captured by requiring key registration, i.e., each party must publish their public key on the public ledger together with a zero-knowledge proof of knowledge of a valid corresponding secret key.

![Figure 5: Public Self-Incriminating Proof game for PSIPE scheme.](image)

**Definition 9 (Public Self-Incriminating Proof).** A scheme PSIPE in the context of a blockchain protocol \( \Gamma \) executed by PPT machines \( A = (A_1, A_2, A_3, A_4, A_5) \) and \( Z \) has the public self-incriminating proof property if for any security parameter \( \lambda \), any polynomial \( p(\cdot) \), any \( Z \) and any \( A \) with advantage \( \text{Adv}_{\text{PSIPE}, \Gamma} \), in \( \text{Game}_{\text{PSIPE}, \Gamma} \), there exists a polynomial \( q(\cdot) \) and a PPT extractor \( \text{EXT} \) that outputs \( \pi \leftarrow \text{EXT}(pk, c_b, \tilde{b}_i) \) such that \( \text{Vf}(pk, c_b, \pi) = 1 \) for \( \tilde{b}_i \leftarrow \text{GetRecords}(1^\lambda, \tilde{st}) \) obtained by any honest party \( P_i \) from \( \tilde{st} \leftarrow \text{UpdateState}(1^\lambda) \) executed on its view \( \text{VIEW}_{P_i} \) with success probability \( \text{Succ}_{\text{EXT}, i}^{\text{PSIPE}} \) where

\[
\text{Adv}_{\text{PSIPE}, \Gamma} = \frac{1}{p(\lambda)} \Rightarrow \text{Succ}_{\text{EXT}, i}^{\text{PSIPE}} \geq \frac{1}{q(\lambda)}
\]

**Remark 1 (On the requirement of Proof-of-Stake for PSIPE).** The PSIPE definition requires a notion of consensus that allows for third parties to non-interactively verify that a message is agreed upon without
IND-CPA Security vs. Public Self-Incriminating Proofs. Notice that we do not formally require that a published SIP for a decrypted ciphertext leaks no information about the message contained in c (i.e., that IND-CPA Security holds even when the adversary has access to a published SIP). While non-interactive proofs that a message has been agreed upon can be obtained for classical byzantine agreement protocols, their guarantees under semi-synchrony or asynchrony are limited by fundamental impossibility results and their scalability is limited by round/communication complexity lower bounds. Hence, we base our definition on the weaker notion of blockchain-based consensus, which both circumvents such impossibility results over semi-synchronous networks and allows for large scale executions of the consensus protocol. We specifically base our definition on Proof-of-Stake (PoS) blockchains because in a Proof-of-Work (PoW) blockchain the adversary can always simulate a chain where it generates all blocks. Notice, however, that while the PoS blockchain model matches this requirement, it can also be obtained by alternative consensus protocols with similar non-interactive proofs of agreement, e.g., HotStuff [47].

4.1 Construction of PSIPE

In this section, we present a concrete construction of encryption with public self-incriminating proof PSIPE = (KG, Enc, Dec, Vf, ProofExt), which we call \( \Pi_{PSIPE} \). Our construction is described formally in Figure 6. We require as setup a blockchain protocol \( \Gamma = (\text{UpdateState}, \text{GetRecords}, \text{Broadcast}) \) with validity predicate \( V \) (discussed in Sec. 2.2). We realize the notion of PSIPE from a signature scheme \( \text{SIG} = (\text{KG}, \text{Sign}, \text{Vf}) \) (in Definition 15) and an extractable witness encryption scheme \( e\text{WE} = (\text{Enc}, \text{Dec}) \) (in Definition 21) for the language \( \mathcal{L}_{PV} \) specified by the relation \( \mathcal{R}_{PV} \) (in Definition 2).

In Sec. 4.3, we observe that since we assume a PoS blockchain as a setup, the witness encryption scheme can be realized under standard assumptions via the \textit{extractable Witness Encryption on Blockchain (eWEB)} notion of [37] using techniques from [37] and [12].

**Overview of our \( \Pi_{PSIPE} \).** At a high level, the core idea is to force the decryptor to produce and publish on the blockchain a signature \( \pi \) on a reference signing message \( d \) for the message \( m \), and the signature must be valid under a given public key \( pk \) in order to decrypt a ciphertext \( c \).

To achieve this, we encrypt a message \( m \) using an eWE scheme with respect to a statement \( (pk, d, B) \), where \( d \) is the reference signing message \( d \) for the message \( m \), \( pk \) is the prescribed public key and \( B \) denotes the current state of the blockchain. This outputs a ciphertext \( \hat{c} \) and finally defining our PSIPE ciphertext as \( c = (\hat{c}, d) \).

To decrypt ciphertext \( c = (\hat{c}, d) \), the decryptor must first generate a signature \( \pi \) on \( d \), and then \( \hat{c} \) can only be decrypted by a party who has a witness \( (\pi, B) \) where \( B \) denotes a future valid state of the blockchain that evolved from \( B \) containing \( \pi \) such that \( \pi \) verifies as a valid signature on \( d \) under \( pk \). Therefore, the decryptor is forced to publish \( \pi \) in order to obtain a \( B \) that allows it to decrypt \( \hat{c} \).

We build on a Proof-of-Stake blockchain as it has been shown that it is possible to non-interactively verify whether a blockchain \( B \) evolved from a previous blockchain \( B \) via an honest protocol execution [36] and ensure that the protocol cannot be abused to decrypt a ciphertext without publishing a SIP.

4.2 Security Analysis

We formally state the security of \( \Pi_{PSIPE} \) in Theorem 1, which is proven in Appendix B.

**Theorem 1.** Assuming that: (i) \( \Gamma \) is a blockchain protocol (as in Definition 31) with validity predicate \( V \), the \((\alpha, \beta, \ell_1, \ell_2)\)-distinguishable forking property (as in Definition 37) and associated predicate...
Construction of PSIPE Scheme: $\Pi_{PSIPE}$

**Parameters:** A security parameter $\lambda$.

**Building-blocks:** Our construction uses the following building blocks:

- A blockchain protocol $\Gamma = (\text{UpdateState, GetRecords, Broadcast})$ (as in Definition 31) with validity predicate $V$ and the $(\alpha, \beta, \ell_1, \ell_2)$-distinguishable forking property (as in Definition 37) and associated predicate $\text{evolved}(B, \hat{B}) \in \{0, 1\}$ (as in Definition 1).
- An extractable witness encryption scheme $\text{eWE} = (\text{Enc, Dec})$ (defined in Sec. 2.1) for the language $L_{RV}$ specified by the relation $R_{RV}$ (defined in Definition 2).
- An EUF-CMA secure signature scheme $\text{SIG} = (\text{KG, Sign, Vf})$ (described in Sec. 2.1).

- $\text{KG}(1^\lambda)$:
  1. Run $(pk, sk) \leftarrow \text{SIG.KG}(1^\lambda)$.
  2. Output $(pk, sk)$.

- $\text{Enc}(pk, m)$:
  1. Run $st \leftarrow \text{UpdateState}(1^\lambda)$ and $B \leftarrow \text{GetRecords}(1^\lambda, st)$.
  2. A randomly chosen $d \in \{0, 1\}^\lambda$ for the message $m$.
  3. Encrypt the message $m$ as $\hat{c} \leftarrow \text{eWE.Enc}(1^\lambda, L_{RV}, (pk, d, B), m)$, where $(pk, d, B) \in L_{RV}$.
  4. Output $\hat{c}$.

- $\text{Dec}(pk, sk, c)$:
  1. Parse $c$ as $(\hat{c}, d)$.
  2. Execute the self-incriminating proof as $\pi \leftarrow \text{SIG.Sign}(pk, sk, d)$.
  3. Publish the self-incriminating proof $\pi$ on the blockchain $\Gamma$ by executing $\text{Broadcast}(1^\lambda, (pk, d, \pi))$.
  4. Run $st \leftarrow \text{UpdateState}(1^\lambda)$ and $B \leftarrow \text{GetRecords}(1^\lambda, st)$ until the message $(pk, d, \pi)$ appears in a block $B^* \in B$ of blockchain $B$ such that the chain extends $B^*$ by $\ell_1 + \ell_2$ block.
  5. Decrypt $\hat{c}$ with self-incriminating proof $\pi$ and $B$; $m \leftarrow \text{eWE.Dec}(\hat{c}, (\pi, B))$.
  6. Output $(m, \pi)$.

- $\text{Vf}(pk, c, \pi)$:
  1. Parse $c$ as $(\hat{c}, d)$.
  2. Output $\text{SIG.Vf}(pk, d, \pi)$.

- $\text{ProofExt}(pk, c)$:
  1. Parse $c$ as $(\hat{c}, d)$.
  2. Run $st \leftarrow \text{UpdateState}(1^\lambda)$ and $\hat{B} \leftarrow \text{GetRecords}(1^\lambda, st)$.
  3. Find a block $B^* \in \hat{B}^{\ell_1 + \ell_2}$ containing the record $(pk, d, \pi) \in B^*$, and output $\pi$.
  4. Otherwise, if $(pk, d, \pi) \not\in \hat{B}$, then output $\bot$.

Fig. 6: Construction of Encryption with Public Self-Incriminating Proof.

evolved($B, \hat{B}$) $\in \{0, 1\}$ (as in Definition 1), (ii) $\text{eWE}$ is an extractable witness encryption scheme (as in Definition 21) for the language $L_{RV}$ specified by the relation $R_{RV}$ (Definition 2), (iii) $\text{SIG}$ is a EUF-CMA secure signature scheme as per Definition 15. Then our protocol $\Pi_{PSIPE}$ in Figure 6 is a secure encryption with public self-incriminating proof scheme PSIPE as per Definition 8.

4.3 Instantiating $\Pi_{PSIPE}$

In the construction of $\Pi_{PSIPE}$ in Figure 6 we employ a extractable witness encryption (eWE) scheme as a building block. Although we only require a eWE scheme that supports one specific language, it is an arguably complex language and no such schemes are known under standard assumptions. Hence, in order to obtain a concrete instantiation of $\Pi_{PSIPE}$, we build on the underlying blockchain-based public ledger to instantiate a eWE scheme for the language we require while using only standard assumptions.

It has been shown in [37] that a flavor of (extractable) witness encryption can be realized using a Proof-of-Stake (PoS) blockchain ledger as setup, which we already do in $\Pi_{PSIPE}$. This notion is called extractable Witness Encryption on a Blockchain (eWEB) and provides the same functionality as a regular extractable WE scheme, provided that the parties executing the eWEB scheme have access to the underlying PoS ledger. The main idea of the eWEB construction of [37] is to use dynamic proactive secret sharing to store the encrypted message in such a way that it can be re-shared towards new committees as parties join and leave the PoS blockchain protocol execution. When a party who knows a witness to the instance under which a ciphertext was generated wants to decrypt it, they publish a non-interactive zero knowledge proof.
of knowledge of that witness, which allows the committee to verify whether the party indeed knows the witness (also allowed the simulator to extract this witness). Extractable privacy for eWEB holds given that the majority of the committee is honest, and thus refuses to help a party reconstruct an encrypted message unless it publishes such a valid NIZKPoK.

In order to meaningfully employ eWEB in instantiating our $\Pi_{\text{PSIPE}}$ construction, we must prevent dynamic proactive secret sharing committees from leaking messages encrypted under eWEB without being detected, which would circumvent the need to publish a self-incriminating proof. Notice that we cannot prevent such a committee from leaking a message, but in our case it is sufficient that this leakage is detected in public if it happens. We achieve this property via the techniques of [12] by storing each message encrypted under eWEB as shares held by dynamic anonymous committees chosen at random. Since each committee is anonymous, even an adaptive adversary does not know which parties to corrupt to take control of a committee (as in the YOSO model [31]). We observe that this construction can be instantiated with the efficient publicly verifiable secret sharing scheme for random anonymous committees presented in [14], which also allows for the secret to be periodically re-shared towards a newly selected dynamic anonymous committee.

The key observation of [12], is that since each secret message is held by a different anonymous committee chosen at random, adversarial committee members cannot leak the secret without communicating in public (e.g., announcing their shares, or their willingness to leak shares). Hence, we can modify the eWEB construction of [37] to employ such publicly verifiable secret sharing with randomly chosen dynamic anonymous committees to store messages encrypted under eWEB, instead of using standard dynamic proactive secret sharing. Notice that this only modifies the encryption step of the construction from [37], requiring encryptors to use this alternative secret sharing scheme, while the decryption remains the same. As observed in [12], instead of requiring a new committee to hold shares of each encrypted message, this solution can be instantiated by threshold encrypting under a public key whose corresponding secret key shares are held by randomly chosen dynamic anonymous committees, who re-share this secret key towards new committees whenever a decryption happens or when parties leave the protocol execution (akin to a YOSO threshold encryption scheme [7]).

Notice that even when randomly chosen dynamic anonymous committees are employed, an attacker may still offer to bribe committee members to leak their shares. Such a bribe proposition can be publicized by the attacker, who is then contacted privately by each opportunistic committee member. This sort of attack can be thwarted in our setting by choosing larger committees in way that providing such bribes to sufficiently many committee members becomes economically infeasible. Analysing such incentive structures is beyond the scope of this work. Providing such an analysis as well as alternative constructions of eWEB that offer better resilience against such attacks is left for future works.

5 Threshold Encryption with Self-Incriminating Proof

In this section, we introduce a novel primitive called “threshold encryption with self-incriminating proof” (TSIPE). A threshold encryption system assigns a key share to each of the $n$ parties so that at least $t+1$ of these parties can decrypt a ciphertext. As in the standard public key encryption case, any set of $t$ parties can perform an out-of-band attack to decrypt a ciphertext without being detected. However, since multiple parties need to cooperate in order to perform decryption, we do not necessarily need to force the SIP to be published. Instead, our notion of TSIPE guarantees that one of the parties involved in decryption learns a SIP; this party can then choose to leak the proof at any time.\footnote{A rational party can be incentivized to publish this proof of decryption.}

In order to argue about security in the threshold setting, we use the Distributed Adversary model and the notion of MPC-hard computation introduced by Dziembowski et al. [26], which we recall in Sec. 2.3. This model allows us to argue about security in a setting where all parties are potentially corrupted and may collude in order to decrypt arbitrary ciphertexts but must do so by means of an interactive protocol that evaluates a MPC-hard function. A distributed adversary is composed of multiple sub-adversaries $A_1, \ldots, A_n$ who may interact with the others when performing an attack. When evaluating the MPC-hard function within an MPC protocol, the communication and computational overhead are captured by means of an oracle $O_H$, which the parties must call via “slow” queries. While each sub-adversary has a strict bound on the number of “slow” calls to this oracle, they may perform a much larger number of “fast” calls only bounded by their runtime, which models computing the MPC-hard function in the clear.

We provide a formal syntax and security definition of our primitive TSIPE in Sec. 5.1. Finally, we provide a construction of TSIPE in Sec. 5.2.
Obtaining a Threshold Version of PSIPE. The goal of our TSIPE notion is to ensure that one party executing a threshold decryption protocol learns a SIP without requiring a public ledger as setup as in our previous PSIPE notion. Notice, however, that it is possible to trivially obtain a threshold version of our PSIPE construction, where the decryption power is shared among a number of parties and the SIP generated by a threshold decryption operation is guaranteed to be published. This can be done by realizing our PSIPE construction using a threshold signature protocol along with a suitable distributed key generation protocol to distribute secret shares of the signing key to the set of parties performing decryption. In this setting, a minimum number of parties must collaborate to generate the signature \( \pi \) on \( d \) that is used as SIP and that must be published on the public ledger in order to decrypt the eWE ciphertext containing the message. The rest of the construction does not need to be modified, since composable threshold signature protocols and distributed key generation protocols can be obtained in general for any signature scheme (in case efficient specific purpose protocols for a given signature scheme do not exist, they can be obtained via general purpose secure multi-party computation). In the remainder of this section, our goal is to obtain a notion of TSIPE where a public ledger is not required, and instead obtain a weaker guarantee that at least one party obtains a SIP by exploring the fact that a set of computationally constrained parties must execute an interactive threshold decryption protocol. While this notion does not guarantee that this SIP will be learned by an honest party, it significantly relaxes the setup assumptions we must rely on in the PSIPE setting.

5.1 Formal Syntax and Security Definitions

We first describe the syntax of TSIPE, followed by formal security definitions.

**Definition 10 (Threshold Encryption with Self-Incriminating Proof).** A threshold encryption with self-incriminating proof scheme TSIPE consists of the following probabilistic polynomial-time (PPT) algorithms (Setup, Enc, ParDec, Combine, Vf) with the following syntax:

1. \((pk, \{sk_i\}_{i \in [n]}) \leftarrow \text{Setup}(1^\lambda, n, t)\), the key generation algorithm is executed by a trusted third party. It takes as input the computational security parameter \( \lambda \), the number of parties \( n \), and the threshold \( t \) and outputs \((pk, \{sk_i\}_{i \in [n]}\) where \( pk \) is the public key and \( sk_i \) is threshold decryption key share for party \( P_i \). The trust third party distributes \( sk_i \) to each party \( P_i \) before execution starts.

2. \(c \leftarrow \text{Enc}(pk, m)\), the encryption algorithm takes as input the public key \( pk \) and a message \( m \in \{0, 1\}^\lambda\).
   
   It outputs a ciphertext \( c \).

3. \(\nu_i \leftarrow \text{ParDec}(sk_i, c)\), the partial decryption algorithm takes as input a secret key share \( sk_i \) and a ciphertext \( c \), outputting a partial decryption \( \nu_i \).

4. \((m, \pi) / \perp \leftarrow \text{Combine}(pk, sk_i, c, \{\nu_i\}_{i \in T})\), the partial decryption combining algorithm that takes as input the public key \( pk \), a secret key share \( sk_i \) and the partial decryption \( \{\nu_i\}_{i \in T} \) for a set \( T \) where \( |T| \geq t + 1 \). It outputs a message \( m \) and a self-incriminating proof \( \pi \), otherwise, it outputs \( \perp \).

5. \(1/0 \leftarrow \text{Vf}(pk, c, \pi)\), the verification algorithm takes as input the public key \( pk \), the ciphertext \( c \), and the self-incriminating proof \( \pi \). It outputs 1 if \( \pi \) is a valid self-incriminating proof, otherwise outputs 0.

A threshold encryption scheme self-incriminating proof TSIPE scheme must satisfy the following properties: Correctness (Definition 11), Unforgeability (Definition 12), IND-CPA Security (Definition 13), and Self-Incriminating Proof Extractability (Definition 14).

**Correctness** The notion of correctness ensures that: (1) a set of at least \( t \) honestly generated partial decryptions always produce the original message and a correct self-incriminating proof, and (2) an honestly generated self-incriminating proof always verifies.

**Definition 11 (Correctness).** A threshold encryption scheme self-incriminating proof scheme TSIPE = (Setup, Enc, ParDec, Combine, Vf) is correct if for any security parameter \( \lambda \), any \( n, t \in \mathbb{N} \) where \( 0 < t < n \) and any message \( m \in \{0, 1\}^\lambda \), we have the following two following properties:

- Combined decryption correctness: for any \( T \subseteq \{sk_i\}_{i \in [n]} \) with \( |T| \geq t + 1 \) and \( i \in T \) and any message \( m \in \{0, 1\}^\lambda \) we have that,

\[
\Pr \left[ \text{Combine}(pk, sk_i, c, \{\nu_i\}_{i \in T}) = (m, \pi) \left| \begin{array}{l}
(pk, \{sk_i\}_{i \in [n]} \leftarrow \text{Setup}(1^\lambda, n, t)) \\
(c \leftarrow \text{Enc}(pk, m)) \\
\forall i \in T : \nu_i \leftarrow \text{ParDec}(sk_i, c)
\end{array} \right. \right] = 1
\]
• **Self-incriminating proof correctness:** for any $T \subseteq \{sk_i\}_{i \in [n]}$ with $|T| \geq t + 1$ and any message $m \in \{0, 1\}^\lambda$ we have that,

$$\Pr \left[ Vf(pk, c, \pi) = 1 \middle| \text{Combine}(pk, sk_i, c, \{\nu_i\}_{i \in T}) = (m, \pi) \right] = 1$$

**Unforgeability.** The notion of unforgeability ensures that an adversary should not be able to forge self-incriminating proofs for a ciphertext. In the threshold case, our notion of unforgeability holds only in the case where the party generating a ciphertext is not part of the decryption committee, i.e., when the forger does not possess a secret key share. While we do not guarantee unforgeability against a member of the decryption committee, we argue that this notion is sufficient for many applications where threshold decryption is provided as a service for ciphertexts given as input by clients who are not in the decryption committee. In this case, a decryption committee member generating a “forged” SIP for an arbitrary ciphertext that they generate locally does not imply misbehavior.

We wish to guarantee security against two different attacks: 1. An adversary who is not part of the decryption committee and tries to forge a SIP against the decryption committee; 2. A subset $T$ of the decryption committee with $|T| \leq t$ (i.e., without the power to decrypt) who tries to forge a SIP against the decryption committee. The first scenario is captured by a variation of the game for Unforgeability against a monolithic adversary with access to the public key and a decryption oracle that we have defined for the standard public key encryption scenario. In the context of threshold schemes, we define game $\text{Game}_\text{TSIPE,}\mathcal{A}_1^{\text{Unforge}_1}$ presented in Figure 7, where a monolithic adversary has access to the public key and to a decryption oracle that will decrypt any ciphertext under any sufficiently large set of secret key shares, generating a SIP under any secret key share. The second scenario is formalized in game $\text{Game}_\text{TSIPE,}\mathcal{A}_1^{\text{Unforge}_2}$ presented in Figure 8. In this game, a subset of the decryption committee has access to an oracle that generates decryption shares and another oracle that generates ciphertexts encrypting arbitrary messages while keeping the encryption randomness secret. This captures the guarantee that subsets of the decryption committee are not able to forge a SIP for a ciphertext that was generated by a third party but not yet decrypted.

Requiring that the adversaries have a negligible advantage in both aforementioned games captures the fact that we guarantee unforgeability only against an adversary who does not collude with the decryption committee (or is part of the decryption committee itself). We formalize self-incriminating proof unforgeability in Definition 12 via games $\text{Game}_\text{TSIPE,}\mathcal{A}_1^{\text{Unforge}_1}$ and $\text{Game}_\text{TSIPE,}\mathcal{A}_1^{\text{Unforge}_2}$ presented in Figures 7 and 8, respectively.

**Fig. 7:** Self-Incriminating Proof Unforgeability Game for TSIPE with a monolithic adversary ($\mathcal{A}$) given $pk$ and oracle access to $\mathcal{O}_{\text{Dec}}^\mathcal{A}_{sk_i \in [n]}(j, T, c)$.

**Definition 12 (Unforgeability).** A threshold encryption scheme self-incriminating proof scheme TSIPE = $(\text{Setup}, \text{Enc}, \text{ParDec}, \text{Combine}, \text{Vf})$ is unforgeable if for any security parameter $\lambda$, for any $n, t \in \mathbb{N}$
Definition 13 (IND-CPA Security). A threshold encryption scheme self-incriminating proof scheme TSIPE = (Setup, Enc, ParDec, Combine, Vf) is IND-CPA secure if for any $n, t \in \mathbb{N}$ where $0 < t < n$, and
for all PPT \((\delta, T)\)-distributed adversary \((A_1, \ldots, A_a)\) where \(|a| \leq t\), the advantage \(\text{Adv}_{\text{IND-CPA}}^{\text{TSIPE} \cdot A_1, \ldots, A_a}\) of \((A_1, \ldots, A_a)\) in Game\(\text{IND-CPA}_{\text{TSIPE} \cdot A_1, \ldots, A_a}\) (in Figure 9) is negligible.

**Self-Incriminating Proof Extractability.** We define self-incriminating proof extractability for Threshold Encryption with Self-Incriminating Proof, via a game \(\text{Game}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a}\) between a challenger and \((\delta, T)\)-distributed adversary \(A_1, \ldots, A_a\). The game is presented in Figure 10.

**Game steps:**

1. The \((\delta, T)\)-distributed adversary \((A_1, \ldots, A_a)\) picks \(n\) and \(t\).
2. \(A_1, \ldots, A_a\) chooses a subset \(\tilde{T} \subset [n]\) of parties to corrupt, such that \(|\tilde{T}| = a \geq t + 1\).
3. \((pk, \{sk_i\}_{i \in [n]}) \leftarrow \text{Setup}(\lambda, n, t)\)
4. The sub-adversaries \(A_1(1^{\lambda}, pk, sk_1), \ldots, A_a(1^{\lambda}, pk, sk_a)\) engage in an interactive protocol with \(\delta\)-bounded access to oracle \(O_H\), at the end of which, \(A_1\) outputs \((st, m_0, m_1)\).
5. Sample \(b \leftarrow \{0, 1\}\)
6. \(c_i \leftarrow \text{Enc}(pk, m_i)\)
7. The sub-adversaries \(A_1(1^{\lambda}, st, pk, sk_1, c_1), \ldots, A_a(1^{\lambda}, st, pk, sk_a, c_a)\) engage in an interactive protocol with \(\delta\)-bounded access to oracle \(O_H\), at the end of which, \(A_1\) outputs, \(b'\).
8. return \(b'\)

As there are only two outcomes, there is a \(\frac{1}{2}\) probability that a random guess will be correct, the adversary’s advantage in this game is:

\[
\text{Adv}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a} = \Pr[b = b'] - \frac{1}{2}
\]

Define extractor \(\pi_i \leftarrow k_{\text{SIP-EXT}}(pp, c, sk_i, \tau_i^{\text{fast}})\) for \(i \in [a]\) taking as input the public Setup values \(pp = (\lambda, n, t, pk)\), the ciphertext \(c\), secret key share \(sk_i\), transcript \(\tau_i^{\text{fast}}\) of fast queries to oracle \(O_H\) from sub-adversary \(A_i\), and outputs a SIP \(\pi_i\) with the following success probability:

\[
\text{Succ}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a} = \Pr[\exists i \in [a] \text{ s.t. } \pi_i \leftarrow k_{\text{SIP-EXT}}(pp, c, sk_i, \tau_i^{\text{fast}}) \land Vf(pk, c, \pi_i) = 1]
\]

Fig. 10: Self-Incriminating Proof Security Game for TSIPE scheme.

Observe that unlike the work of Dziembowski et al. [26] described in Sec. 2.3, we require an extractor \(k_{\text{SIP-SEC}}\) to not only take as input the transcript of fast calls to \(O_H\) for a party holding \(sk_i\), but also the public setup parameters along with the secret key share \(sk_i\) itself. While on the surface this might seem like cheating, we point out that this does not make the extractor trivial. In particular, at least \(t + 1\) secret key shares should be required by any reasonable protocol in order to allow decryption. Thus, since each extractor is individual and unable to communicate with the other extractors, we are not giving it more power than any minimal party participating in the protocol. Furthermore, the notion is closely related to the idea of a knowledge extractor for soundness in zero-knowledge proofs. In practice, it is reasonable to assume that the Setup procedure is either carried out by a trusted third party or a distributed key generation protocol. Hence, parties will only be convinced of the correctness of the setup if there is a maliciously secure interactive protocol that has executed the setup, which will imply that the secret key shares can be extracted at the moment of setup.

**Definition 14 (Self-Incriminating Proof Extractability).** A threshold encryption scheme self-incriminating proof extractability scheme \(\text{TSIPE} = (\text{Setup}, \text{Enc}, \text{ParDec}, \text{Combine}, \text{Vf})\) has self-incriminating proof extractability if for any \(\lambda\) and \(t \in \mathbb{N}\) where \(0 < t < n\), there exist knowledge extractors \(k_{\text{SIP-SEC}}\) such that for every PPT \((\delta, T)\)-distributed adversary \((A_1, \ldots, A_a)\) where \(|a| \geq t + 1\) we have that,

\[
\text{Succ}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a} \geq \text{Adv}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a} - \text{neg}(\lambda)
\]

where \(\text{Adv}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a}\) is the advantage of \((A_1, \ldots, A_a)\) and \(\text{Succ}^{\text{SIP-SEC}}_{\text{TSIPE} \cdot A_1, \ldots, A_a}\) is the extractors’ success probability in the Game\(\text{SIP-SEC}^{\text{TSIPE} \cdot A_1, \ldots, A_a}\) defined in Figure 10 and \(\tau_i^{\text{fast}}\) is a transcript of the queries that the sub-adversary \(A_i\) has made to the oracle \(O_H\) only in mode = fast (defined in Sec. 2.3).
5.2 Construction

In this section, we present a concrete construction of our threshold encryption with self-incriminating proof scheme $\Pi_{TSIPE} = (K, G, Enc, ParDec, Combine, Vf)$, which we call $\Pi_{TSIPE}$. The formal construction of our scheme $\Pi_{TSIPE}$ is described in Figure 11.

Threshold Encryption with Self-Incriminating Proof Scheme: $\Pi_{TSIPE}$

Parameters: Security parameter $\lambda$, number of parties $n$ and threshold $t$ such that $0 < t < n$, value $\alpha$, $\beta$, $\zeta \in N$ with $\alpha \geq 2\beta$ (and $\zeta$ can be a function of $\beta$).

Building-blocks: Our construction uses the following building blocks:
- A threshold encryption scheme $TE = (Setup, Enc, ParDec, Combine)$ described in Sec. 2.1.
- A commitment scheme $CS = (Setup, Commit)$ described in Sec. 2.1.
- An MPC-hard function scratch described in Figure 1.
- A NIZKPok proof system described in Sec 2.1.

- Random Oracles: $\mathcal{H}: \{0,1\}^\ast \rightarrow \{0,1\}^\lambda$.
- Threshold Encryption with Self-Incriminating Proof Scheme (TSIPE).

Setup Phase: A trusted third party executes the Setup algorithm as follows:
1. Run $\mathcal{H}$.
2. Compute $cm_\zeta = CS\text{Commit}(ck, sk^{TE}_i, \rho_{\zeta})$ where $\rho_{\zeta} \leftarrow \mathcal{H}(sk^{TE}_i)$ for $i \in [n]$.
3. Set $pk = (pk^{TE}_i, c)$, $c = \mathcal{H}(sk^{TE}_i, \rho_{\zeta})$.
4. Finally: (i) Output $sk_i = (sk^{TE}_i, \rho_{\zeta})$ to party $P_i$; and (ii) Output $pk$ to all parties.

Enc($pk$, $m$):
1. Parse $pk$ as $(pk^{TE}_i, c)$.
2. Choose two random $s$ and $z$ as: $s \leftarrow \{0,1\}^n$, $z \leftarrow \{0,1\}^\beta$.
3. Search for $\beta$ number of nonces by setting $cnt = 1$, $w_1 = \mathcal{H}_3(pk||s||z||cnt)$ and $i = 1$, and proceeding as follows:
   a. While $\beta < t$ do the following:
      i. Compute $q_i \leftarrow scratch(s, z, w_1)$.
      ii. If the first $\beta$ bits of $q_i$ are 0 then do the following:
         A. Record $w_1$.
         B. Set $cnt = cnt + 1$, $w_{i+1} = \mathcal{H}_3(pk||s||z||cnt)$ and $i = i + 1$, and go to (a).
         iii. Else, set $cnt = cnt + 1$, $w_1 = \mathcal{H}_3(pk||s||z||cnt)$, and go to (i).
   4. Set $c = (w_1||\ldots||w_{\beta})$ and $q = (q_1||\ldots||q_{t-\beta})$.
   5. Compute $\rho = \mathcal{H}_1(s||w) - \mathcal{H}_2(s||m)$.
5. Compute the following values:
   $c_1 \leftarrow CS\text{Commit}(ck, (s||m||\rho), c_2 \leftarrow TE\text{Enc}(pk^{TE}_i, s), c_3 = \mathcal{H}_3(s||w||q) \oplus m$.
7. Output $c = (c_1, c_2, c_3, z)$.

ParDec($sk_i$):
1. Parse $sk_i$ as $(sk^{TE}_i, \rho_{\zeta})$.
2. Compute partial decryption $\nu_i \leftarrow TE\text{ParDec}(pk^{TE}_i, c_2)$.
3. Output $\nu_i$.

Combine($pk$, $sk_i$, $c$, $\{\nu_i\}_{i \in [t]}$):
1. Parse $pk$ as $(pk^{TE}_i, c)$ and $sk_i$ as $(sk^{TE}_i, \rho_{\zeta})$.
2. Decrypt $c_2$ by computing $s \leftarrow TE\text{Combine}(pk^{TE}_i, \{\nu_i\}_{i \in [t]}$.
3. Search for $\beta$ number of nonces by setting $cnt = 1$, $w_1 = \mathcal{H}_3(pk||s||z||cnt)$ and $i = 1$, and proceeding as follows:
   a. While $\beta < t$ do the following:
      i. Compute $q_i \leftarrow scratch(s, z, w_1)$.
      ii. If the first $\beta$ bits of $q_i$ are 0 then do the following:
         A. Record $w_1$.
         B. Set $cnt = cnt + 1$, $w_{i+1} = \mathcal{H}_3(pk||s||z||cnt)$ and $i = i + 1$, and go to (a).
         iii. Else, set $cnt = cnt + 1$ and $w_1 = \mathcal{H}_3(pk||s||z||cnt)$, and go to (i).
   4. Set $w = (w_1||\ldots||w_{\beta})$ and $q = (q_1||\ldots||q_{t-\beta})$.
5. Compute $\rho = \mathcal{H}_1(s||w)$.
5. Retrieve the plaintext message as: $m = c_3 \oplus \mathcal{H}_3(s||w||q)$.
7. Compute a self-incriminating proof $\pi$, with $sk_i = (sk^{TE}_i, \rho_{\zeta})$ as:
   $\pi_i \leftarrow \text{NIZKPok}\left\{(s, \rho, m, sk^{TE}_i, \rho_{\zeta})\mid |CS\text{Commit}(ck, (s||m)); \rho = c_1 \land \left(V_{\zeta} \in \{0,1\}|CS\text{Commit}(ck, sk^{TE}_i, \rho_{\zeta}) = cm_\zeta}\right)\right\}$.
8. Output $(m, \pi_i)$

Vf($pk$, $c$, $\pi$):
1. Parse $pk$ as $(pk^{TE}_i, c)$ and $c$ as $(c_1, c_2, c_3, z)$.
2. Output 1 if $\pi$ is a valid NIZKPok for the statement above, otherwise output 0.

* Observe that any party with any $sk_i$, for $i \in [n]$ can compute a valid proof $\pi \in \{\pi_1, \ldots, \pi_n\}$.
Overview of $\Pi_{\text{TSIPE}}$: We show a TSIPE construction, starting from a regular threshold encryption scheme and embed the computation of an MPC-hard function in the threshold decryption process, using the input to this MPC-hard function to generate a SIP. The rationale is that we prevent the sub-adversaries from executing the threshold decryption process within MPC in order to obtain the message while discarding the SIP, which they cannot do as at least one sub-adversary must learn the input in order to evaluate the MPC-hard function. A brief sketch of our protocol is described below:

To encrypt a message $m$, we first sample two random $s \xleftarrow{\$} \{0, 1\}^{n(\alpha - \beta - 2)}$ and $z \xleftarrow{\$} \{0, 1\}^\beta$ as an input to an MPC-hard function $\text{scratch}(s, z)$ and then search for $\beta$ number of nonces $w_1, \ldots, w_\beta \in \{0, 1\}^{\alpha - \beta - 2}$ by computing $q_i \leftarrow \text{scratch}(s, z, w_i)$ such that the first $\zeta$ bits of $q_i$ are zero, for all $i \in [1, \beta]$ (as described in Step 2 in Figure 11), and use its outputs to derive a one-time pad key as $H_2(s\|w\|q)$ using a random oracle $H_2$ where $w = (w_1\|\ldots\|w_\beta)$ and $q = (q_1\|\ldots\|q_\beta)$. Our ciphertext $c = (c_1, c_2, c_3, z)$ is then composed by a commitment to $c_1$ to $(s, m)$, an encryption $c_2$ of $s$ with the underlying threshold encryption scheme and $c_3 = H_2(s\|w\|q) \oplus m$, akin to the technique of [27] but using the MPC-hard function to obtain the extra values $w, q$ needed to derive the “one-time pad” key encrypting $m$.

In order to decrypt $c = (c_1, c_2, c_3, z)$, a set of $t + 1$ or more parties first threshold decrypt $c_2$ and output $s$, then the sub-adversaries must first compute $w = (w_1\|\ldots\|w_\beta)$ and $q = (q_1\|\ldots\|q_\beta)$ by computing an MPC-hard function $\text{scratch}(s, z, \cdot)$, which requires at least one of them to learn $s$. Finally, we can retrieve the message as $m = c_3 \oplus H_2(s\|w\|q)$.

Now notice that we can generate a SIP as a zero-knowledge proof showing knowledge of an opening $(s, m)$ to commitment $c_1$ and of a secret key share for the underlying threshold encryption scheme, without revealing which secret key share is used. A party simply verifies that SIP is a valid zero-knowledge proof for the statement above with respect to ciphertext $c = (c_1, c_2, c_3, z)$.

Detecting Key Share Leakage in the Distributed Adversary Model. We analyze the security of $\Pi_{\text{TSIPE}}$ in the Distributed Adversary model, where it is assumed that multiple independent malicious parties collaborate via an interactive protocol in order to break the TSIPE security guarantees. Hence, we focus on the worst case where each malicious party keeps their decryption key share secret while executing an arbitrary interactive protocol to achieve decryption without generating a SIP. However, malicious parties could still send their shares to a single party who locally performs decryption. In order to make it possible to generate a SIP in this case, we set $\text{cm}_{sk_i} = \text{CS.Commit}(ck, sk_i^{\text{TE}}; \rho_{sk_i})$ such that $\rho_{sk_i} \leftarrow H_4(sk_i^{\text{TE}})$ where $H_4 : \{0, 1\}^* \rightarrow \{0, 1\}^\lambda$ is a random oracle. Since $sk_i^{\text{TE}}$ has enough min-entropy (as it is a secret share) and $H_4$ is a random oracle, $\rho_{sk_i}$ is indistinguishable from a uniformly random string of same length to a PPT adversary and the commitment $\text{cm}_{sk_i}$ remains computationally binding and hiding. Generating $\text{cm}_{sk_i}$ in this manner allows any party who learns $sk_i$ to prove (potentially in zero knowledge) that they have an opening to $\text{cm}_{sk_i}$, i.e., proving that $sk_i$ has leaked. Combining $t + 1$ such proofs for different $sk_i$ gives a SIP that any ciphertext generated under the corresponding $pk$ may be decrypted. We observe that a commitment $\text{cm}_{sk_i}$ can also be used in external mechanisms to disincentivize parties from sharing their key shares, e.g., through the use of a smart contract where a proof of knowledge of $sk_i$ can be used to non-interactively extract value from party $i$.

5.3 Security Analysis

We formally state the security of $\Pi_{\text{TSIPE}}$ in Theorem 2, which is proven in Appendix C.

Theorem 2. Assuming that: (i) TE is an IND-CPA threshold encryption scheme as per Definition 24, (ii) CS is a secure commitment scheme as per Definition 18, (iii) scratch is a correct and secure MPC-hard function as per Figure 1, (iv) NIZKPoK is a secure non-interactive zero-knowledge proof of knowledge system as per Definition 27, and (v) $H_1, H_2,$ and $H_3$ are random oracles. Let $d, \alpha, \beta, \zeta \in \mathbb{N}$ with $\alpha \geq 2\beta$ and $\beta + (\beta - \zeta) \geq 2\lambda$ (where $\zeta$ can be a function of $\beta$), $s \in \{0, 1\}^{n(\alpha - \beta - 2)}$. Also, let $\eta = \beta \cdot (n + 1) \cdot 2^{\kappa + 1}$, $T \leq \beta \cdot 2^{\kappa - 3}$ and $\delta \leq d - 1$. Then our protocol $\Pi_{\text{TSIPE}}$ is a secure threshold encryption with self-incriminating proof scheme SIP as per Definition 10 with $\eta$-bounded parties against a $(d, T)$-distributed adversary $A_1, A_2, \ldots, A_n$ (as defined in Sec. 2.3).

6 Conclusion

In this work, we have started the foundational work on self-incriminating proofs of decryption; ensuring that if a ciphertext has been decrypted, then there is a public proof of this fact. We have shown how
to do this both in the standard public-key encryption case with our scheme encryption with public self-incrimination proof PSIPE construction, by leveraging a proof-of-stake based public ledger and in the threshold public-key encryption case with our scheme threshold encryption with public self-incrimination proof TSIPE construction, presenting a big step in the direction for trusting outsourcing of secret key material for encryption schemes. However, in the threshold setting our work only presents the first step in insuring that secure outsourcing of secret keys, as we have not considered tracing the leakage to any specific party. A promising direction for identifying cheating parties is integrating recent research in traitor tracing [17, 35, 41] or traceable secret sharing [11, 38] into a TSIPE construction, which we leave as future work. Moreover, it is desirable to get a stronger notion of SIP unforgeability in the threshold case, ensuring that a non-qualified set of parties in the decryption committee cannot forge a SIP for a ciphertext even if they know its plaintext message and randomness. We leave achieving this stronger notion as future work. In both cases, future work also remains on how to incentivize parties to both be available and provide appropriate threshold decryption when requested, along with how to incentivize them not to misuse shares, something we believe to be achievable by means of financial incentives orchestrated by smart contracts on a blockchain.
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A Additional Preliminaries

In this section, we provide our additional technical preliminaries.

A.1 Digital Signatures

Here, we describe the general syntax for digital signature in Definition 15.

Definition 15 (Digital Signature). A digital signature scheme is a tuple of PPT algorithms $\text{SIG} = (\text{KG}, \text{Sign}, \text{Vf})$ defined as follows:

1. $(\text{pk}_\text{SIG}, \text{sk}_\text{SIG}) \leftarrow \text{KG}(1^\lambda)$ is a randomized key generation algorithm that takes as input the security parameter $1^\lambda$ and outputs a key-pair $(\text{pk}_\text{SIG}, \text{sk}_\text{SIG})$;
2. $\sigma \leftarrow \text{Sign}(\text{sk}_\text{SIG}, m)$, the signing algorithm takes an input a a secret key $\text{sk}_\text{SIG}$ and a message $m \in \{0, 1\}^\lambda$, outputting a signature $\sigma$;
3. $1/0 \leftarrow \text{Vf}(\text{pk}_\text{SIG}, m, \sigma)$, the verification algorithm outputs 1 if $\sigma$ is a valid signature on $m$ generated with $\text{sk}_\text{SIG}$, and outputs 0 otherwise.

A signature scheme $\text{SIG}$ must satisfy the standard notions of correctness (Definition 16) and unforgeability (Definition 17) (i.e., existentially unforgeable against adaptive chosen message attacks (EUF-CMA) [34]) described below.

Definition 16 (Correctness). A signature scheme $\text{SIG} = (\text{KG}, \text{Sign}, \text{Vf})$ is correct if for any security parameter $\lambda$ and any message $m \in \{0, 1\}^\lambda$, we have that

$$\Pr \left[ \text{Vf}(\text{pk}_\text{SIG}, m, \sigma) = 1 \mid (\text{pk}_\text{SIG}, \text{sk}_\text{SIG}) \leftarrow \text{KG}(1^\lambda) \right] = 1$$

Definition 17 (Unforgeability). A signature scheme $\text{SIG} = (\text{KG}, \text{Sign}, \text{Vf})$ is unforgeable if for any security parameter $\lambda$ and for all PPT adversaries $A$, advantage $\text{Adv}_{\text{SIG}, A}^{\text{Unforge}}$ of the $\text{Game}_{\text{SIG}, A}$ (in Figure 12) is negligible.

<table>
<thead>
<tr>
<th>Game steps:</th>
<th>Oracle:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialize an empty list $Q \leftarrow \emptyset$</td>
<td>$\mathcal{O}^\text{Sign}(m)$ :</td>
</tr>
<tr>
<td>2. $(\text{pk}<em>\text{SIG}, \text{sk}</em>\text{SIG}) \leftarrow \text{KG}(1^\lambda)$</td>
<td>1. $Q \leftarrow Q \cup m$</td>
</tr>
<tr>
<td>3. $(m', \sigma') \leftarrow A^{\text{SIG}}(1^\lambda, \text{pk}_\text{SIG})$</td>
<td>2. $\sigma \leftarrow \text{Sign}(\text{pk}<em>\text{SIG}, \text{sk}</em>\text{SIG}, m)$</td>
</tr>
<tr>
<td></td>
<td>3. return $\sigma$</td>
</tr>
</tbody>
</table>

The adversary’s advantage in this game is:

$$\text{Adv}_{\text{SIG}, A}^{\text{Unforge}} = \Pr \left[ \text{Vf}(\text{pk}_\text{SIG}, m', \sigma') = 1 \wedge m' \notin Q \right]$$

Fig. 12: Unforgeability Game for $\text{SIG}$ scheme executed between a challenger and an adversary $A$ given unlimited oracle access to $\mathcal{O}^\text{Sign}(m)$.
A.2 Commitment Scheme

Here, we recall the syntax for a commitment scheme.

**Definition 18 (Commitment Scheme).** A commitment scheme $CS$ consists of the tuple of PPT algorithms $(\text{Setup}, \text{Commit})$ defined as follows:

1. $\text{ck} \leftarrow \text{Setup}(1^\lambda)$, is a randomized algorithm that takes as input the security parameter $1^\lambda$ and outputs a commitment key $\text{ck}$. The commitment key $\text{ck}$ defines a message space $M$ and a randomizer space $R$.
2. $\text{cm} \leftarrow \text{Commit}(\text{ck}, s; \rho)$, the commitment algorithm takes as inputs the commitment key $\text{ck}$, an input message $s \in M$ and randomness $\rho \in R$, and outputs a commitment $\text{cm}$.

A commitment scheme $CS$ must satisfy the standard properties of **binding** (Definition 19) and **hiding** (Definition 20) described below.

**Definition 19 (Binding).** A commitment scheme $CS = (\text{Setup}, \text{Commit})$ is binding if for any security parameter $\lambda$, if no PPT adversary can come up with two pairs $(s, \rho), (s', \rho')$ such that $s \neq s'$ and $\text{Commit}(\text{ck}, s; \rho) = \text{Commit}(\text{ck}, s'; \rho')$ for $\text{ck} \leftarrow \text{Setup}(1^\lambda)$.

**Definition 20 (Hiding).** A commitment scheme $CS = (\text{Setup}, \text{Commit})$ is hiding if for any security parameter $\lambda$, for any PPT adversary $A = (A_1, A_2)$, advantage $\text{Adv}_{CS, A}^{\text{HIDE}}$ of the Game$^{\text{HIDE}}_{CS, A}$ (in Figure 13) is negligible.

<table>
<thead>
<tr>
<th>Game steps:</th>
<th>Game$^{\text{HIDE}}_{CS, A}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $\text{ck} \leftarrow \text{Setup}(1^\lambda)$</td>
<td>$\text{Adv}_{CS, A}^{\text{HIDE}} = \left</td>
</tr>
<tr>
<td>2. $(\text{st}, s_0, s_1) \leftarrow A_1(1^\lambda, \text{ck})$</td>
<td></td>
</tr>
<tr>
<td>3. Sample $b \overset{$}{\leftarrow} {0, 1}$</td>
<td></td>
</tr>
<tr>
<td>4. $\text{cm}_b \leftarrow \text{Commit}(\text{ck}, s_b; \rho)$</td>
<td></td>
</tr>
<tr>
<td>5. $b' \leftarrow A_2(1^\lambda, \text{st}, \text{cm}_b)$</td>
<td></td>
</tr>
<tr>
<td>6. return $b'$</td>
<td></td>
</tr>
</tbody>
</table>

As there are only two outcomes, there is a $\frac{1}{2}$ probability that a random guess will be correct, the adversary’s advantage in this game is:

Fig. 13: Hiding Game for CS scheme.

A.3 Extractable Witness Encryption: Syntax and Security

Here, we recall the syntax and security definition of extractable witness encryption following broadly the definitions of [30,33] as presented in [29].

**Definition 21 (Extractable Witness Encryption).** Let $L_{\text{EWE}}$ be an NP language with witness relation $R_{\text{EWE}}$. An extractable witness encryption scheme $eWE$ for language $L_{\text{EWE}}$ with message space $M \subseteq \{0,1\}^*$ consists of the following two polynomial-time algorithms $(\text{Enc}, \text{Dec})$ are as follows:

1. $c \leftarrow \text{Enc}(1^\lambda, L_{\text{EWE}}, \text{inst}, m)$, the encryption algorithm takes as input a security parameter $1^\lambda$, the language $L_{\text{EWE}}$, an unbounded-length string inst, and a message $m \in M$, and outputs a ciphertext $c$.
2. $m/\perp \leftarrow \text{Dec}(c, \text{wit})$, the decryption algorithm takes as input a ciphertext $c$ and an unbounded-length string (witness) wit, and outputs a message $m$, otherwise output $\perp$.

A scheme $eWE$ must satisfy the following properties: **Correctness** (Definition 22) and **Extractable Security** (Definition 23) described below.

**Definition 22 (Correctness).** An extractable witness encryption scheme $eWE = (\text{Enc}, \text{Dec})$ for language $L_{\text{EWE}}$ is correct if for any security parameter $\lambda$, for any message $m \in M$, and for any inst $\in L_{\text{EWE}}$ such that $R_{\text{EWE}} \in (\text{inst}, \text{wit})$ holds, we have that,

$$\Pr[\text{Dec(wit, c)} = m \mid \text{Enc}(1^\lambda, L_{\text{EWE}}, \text{inst}, m)] = 1$$
**Extractable Security.** An extractable witness encryption scheme is said to be extractable secure if an adversary can learn some non-trivial information about the encrypted message only if it knows a *witness* for the instance used during encryption. We define the formal extractability in Definition 23.

**Definition 23 (Extractable Security).** An extractable witness encryption scheme $eWE = (Enc, Dec)$ for language $L_{eWE}$ with witness relation $R_{eWE}$ is extractable secure if for any security parameter $\lambda$ and for all PPT adversary $A = (A_1, A_2)$ and polynomial $p(\cdot)$, there exists a PPT extractor $EXT$ and polynomial $q(\cdot)$ such that for every pair of messages $m_0, m_1 \in M$ and for any inst $\in L_{eWE}$,

$$Adv_{eWE,A}^{EXT-SEC} \geq \frac{1}{2} + \frac{1}{p(\lambda)}$$

$$\Rightarrow Succ_{eWE,EXT}^{EXT-SEC} \geq \frac{1}{q(\lambda)}$$

where $Adv_{eWE,A}^{EXT-SEC}$ is advantage of an adversary $A = (A_1, A_2)$ in $Game_{eWE,\lambda}$ (in Figure 14) and $Succ_{eWE,EXT}^{EXT-SEC}$ is the success probability of the extractor $EXT$ for extracting the witness $wit$ such that $(\text{inst}, \text{wit}) \in R_{eWE}$.

<table>
<thead>
<tr>
<th>Game$_{eWE,\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $(\text{st}, \text{inst}, m_0, m_1) \leftarrow A_1(1^\lambda, L_{eWE})$</td>
</tr>
<tr>
<td>2. Sample $b \xleftarrow{} {0, 1}$</td>
</tr>
<tr>
<td>3. $c_0 \leftarrow Enc(1^\lambda, L_{eWE}, \text{inst}, m_0)$</td>
</tr>
<tr>
<td>4. $b' \leftarrow A_2(1^\lambda, \text{st}, c_0)$</td>
</tr>
<tr>
<td>5. return $b'$</td>
</tr>
</tbody>
</table>

As there are only two outcomes, there is a $\frac{1}{2}$ probability that a random guess will be correct, the adversary’s advantage in this game is:

$$Adv_{eWE,A}^{EXT-SEC} = Pr[b = b']$$

The extractor $EXT$’s success probability is:

$$Succ_{eWE,EXT}^{EXT-SEC} = Pr[(\text{inst}, \text{wit}) \in R_{eWE} | \text{wit} \leftarrow EXT_A^{EXT}(1^\lambda, L_{eWE}, \text{inst}, m_0, m_1)]$$

Fig. 14: Extractable Security Game for $eWE$ scheme.

**A.4 Threshold Encryption**

We here outline the formal algorithms and definitions we assume for threshold decryption.

**Definition 24 (Threshold Encryption).** A threshold encryption scheme $TE$ consists of the tuple of PPT algorithms $(Setup, Enc, ParDec, Combine)$ with the following requirements:

1. $(pk, \{sk_i\}_{i \in [n]}) \leftarrow Setup(1^\lambda, n, t)$, is a randomized algorithm that takes as input the security parameter $1^\lambda$, the number of shares $n$ and the threshold $t$. It computes key parameters threshold encryption where $pk$ is the public encryption key and $sk_i$ is threshold decryption key share for party $P_i$.
2. $c \leftarrow Enc(pk, m)$, is a randomized algorithm that takes as input the public key $pk$ and a message $m$, outputting a ciphertext $c$.
3. $\mu_i \leftarrow ParDec(pk, sk_i, c)$, the partial decryption algorithm takes as input the public key $pk$, the secret key share $sk_i$ and a ciphertext $c$, producing a partial decryption $\mu_i$.
4. $m\perp \leftarrow Combine(pk, c, \{\mu_i\}_{i \in T})$, the partial decryption combine algorithm that takes as input the public key $pk$, the partial decryption $\{\mu_i\}_{i \in T}$ for a set $T$ where $|T| \geq t + 1$. It outputs the original message $m$ which $c$ encrypts, otherwise output $\perp$.

We require a threshold encryption scheme $TE$ satisfy the standard properties: *Correctness* (Definition 25) and *IND-CPA Security* (Definition 26) below.
Definition 25 (Correctness). A threshold encryption scheme TE = \((\text{Setup}, \text{Enc}, \text{ParDec}, \text{Combine})\) is correct for any security parameter \(\lambda\) with correctly generated keys \((pk, \{sk_i\}_{i\in[n]})\) \(\leftarrow\) \(\text{Setup}(1^\lambda, n, t)\) and for any \(m \in \{0,1\}^\lambda\) (from the permissible domain) where \(c \leftarrow \text{Enc}(pk, m)\), we have:

\[
\forall T \subset [n] \text{ with } |T| \geq t + 1 : \Pr \left[ \text{Combine}(pk, c, \{\text{ParDec}(pk, sk_i, c)\}_{i \in T}) = m \right] = 1
\]

Definition 26 (IND-CPA Security). A threshold encryption scheme TE = \((\text{Setup}, \text{Enc}, \text{ParDec}, \text{Combine})\) is IND-CPA secure if for any \(n\) and \(t\) where \(0 < t < n\), and for all PPT adversaries \(A\), advantage \(\text{Adv}_{\text{TE},A}^{\text{IND-CPA}}\) of the Game\(_{\text{TE},A}\) (in Figure 15) is negligible.

Game\(_{\text{TE},A}\):

1. The adversary \(A\) picks \(n\) and \(t\).
2. \(A\) chooses a subset \(T \subset [n]\) of parties to corrupt, such that \(|T| \leq t\).
3. \((pk, \{sk_i\}_{i \in [n]}) \leftarrow \text{Setup}(1^\lambda, n, t)\)
4. \((m_0, m_1) \leftarrow A(1^\lambda, pk, \{sk_i\}_{i \in T})\)
5. Sample \(b \leftarrow \{0,1\}\)
6. \(c_0 \leftarrow \text{Enc}(pk, m_0)\)
7. \(b' \leftarrow A(1^\lambda, pk, \{sk_i\}_{i \in T}, c_0, \{\mu_0, \lambda\}_{i \in \tilde{T}})\)
8. return \(b'\)

As there are only two outcomes, there is a \(\frac{1}{2}\) probability that a random guess will be correct, the adversary’s advantage in this game is:

\[
\text{Adv}_{\text{IND-CPA}}^{\text{TE,A}} = \left| \Pr[b = b'] - \frac{1}{2} \right|
\]

Fig. 15: IND-CPA Security Game for TE scheme.

A.5 NIZK Proof

We here outline the formal algorithms and definitions we assume for non-interactive zero-knowledge (NIZK) [9] proof system.

Definition 27 (Non-Interactive Zero-Knowledge Proof). A non-interactive zero-knowledge proof system NIZK for an NP-language \(L_{\text{NIZK}}\) with witness relation \(R_{\text{NIZK}}\) is a tuple of PPT algorithms \((\text{Gen}, \text{P}, \text{V})\) such that:

1. \(\text{crs} \leftarrow \text{Gen}(1^\lambda)\), is a randomized algorithm that takes as input the security parameter \(1^\lambda\) and outputs a common random string \(\text{crs}\).
2. \(\pi \leftarrow \text{P}(\text{crs}, \text{inst}, \text{wit})\), the prover algorithm takes as input a common random string \(\text{crs}\), a statement \(\text{inst} \in L_{\text{NIZK}}\) and a witness \(\text{wit}\) and outputs a proof \(\pi\).
3. \(1/0 \leftarrow \text{V}(\text{crs}, \text{inst}, \pi)\), the verifier algorithm takes as input a common random string \(\text{crs}\), a statement \(\text{inst} \in L_{\text{NIZK}}\) and a proof \(\pi\). It outputs \(1\) if it accepts the proof \(\pi\), otherwise outputs \(0\).

We require a NIZK proof system NIZK = \((\text{Gen}, P, V)\) must satisfy the following properties: **Completeness, Soundness**, and **Zero-Knowledge** described below. A NIZK proof system satisfying all these properties is called a **secure NIZK** [9] proof system.

Definition 28 (Completeness). A NIZK proof system NIZK = \((\text{Gen}, P, V)\) for an NP-language \(L_{\text{NIZK}}\) with witness relation \(R_{\text{NIZK}}\) is correct if for any security parameter \(\lambda\), and for any \(\text{inst} \in L_{\text{NIZK}}\) such that \(R_{\text{NIZK}} \in (\text{inst}, \text{wit})\) holds, we have that:

\[
\Pr \left[ \text{V}(\text{crs}, \text{inst}, \pi) = 1 \left| \text{crs} \leftarrow \text{Gen}(1^\lambda) \right. \right] = 1
\]

Definition 29 (Soundness). A NIZK proof system NIZK = \((\text{Gen}, P, V)\) for an NP-language \(L_{\text{NIZK}}\) with witness relation \(R_{\text{NIZK}}\) is sound if for any security parameter \(\lambda\), for all PPT provers \(P^*\) and for any \(\text{inst} \notin L_{\text{NIZK}}\), then there exists a negligible function \(\text{negl}(\cdot)\), such that:

\[
\Pr \left[ \text{V}(\text{crs}, \text{inst}, \pi) = 1 \left| \text{crs} \leftarrow \text{Gen}(1^\lambda) \right. \right. \left. \left. \pi \leftarrow P^*(\text{crs}) \right] \leq \text{negl}(\lambda) \right.
\]
Definition 30 (Zero-Knowledge). A NIZK proof system \( \text{NIZK} = (\text{Gen}, \text{P}, \text{V}) \) for an \( \text{NP} \)-language \( \mathcal{L}_{\text{NIZK}} \) with witness relation \( \mathcal{R}_{\text{NIZK}} \) is zero-knowledge if for any security parameter \( \lambda \) there exists a PPT simulator \( S \) such that for every \( \mathcal{R}_{\text{NIZK}} \in (\text{inst}, \text{wit}) \), the following distribution ensembles are computationally indistinguishable,

\[
\left\{ \left( \text{crs}, \pi \right) \bigg| \text{crs} \leftarrow \text{Gen}(1^\lambda), \pi \leftarrow \text{P}(\text{crs}, \text{inst}, \text{wit}) \right\}_{\lambda \in \mathbb{N}} \approx \left\{ \left( \text{crs}, \pi \right) \bigg| \text{crs} \leftarrow \text{Gen}(1^\lambda), \pi \leftarrow S(1^\lambda, \text{crs}, \text{inst}) \right\}_{\lambda \in \mathbb{N}}
\]

NIZK Proof-of-Knowledge (NIZKPoK) [4]. A proof-of-knowledge is an additional property which a NIZK proof system can have. We say that a zero-knowledge proof system is a NIZKPoK if an adversary must “know” a witness \( \text{wit} \) to compute a proof for \((\text{inst}, \text{wit}) \in \mathcal{R}_{\text{NIZK}} \). More formally, a NIZK proof system is said to be an NIZKPoK for the relation \( \mathcal{R}_{\text{NIZK}} \), if the following are satisfied:

- Completeness: On common input statement \( \text{inst} \in \mathcal{L}_{\text{NIZK}} \), if the honest prover \( \text{P} \) gets as private witness \( \text{wit} \) such that \((\text{inst}, \text{wit}) \in \mathcal{R}_{\text{NIZK}} \), then the verifier \( \text{V} \) always accepts.
- Soundness: The soundness for proofs-of-knowledge is formalized by defining a prover \( \text{P}^* \) which outputs an accepted proof \( \pi \) and demonstrating an efficient algorithm \( \text{EXT} \) called the knowledge extractor which can interact with \( \text{P}^* \) and output a witness \( \text{wit} \) such that \((\text{inst}, \text{wit}) \in \mathcal{R}_{\text{NIZK}} \). Depending on the proof construction, the extractor may need to rewind \( \text{P}^* \) (a rewinding extractor) or inspect \( \text{P}^* \)’s internal state (a non-black box extractor).
- Zero-Knowledge: A proof-of-knowledge is zero-knowledge if the proof \( \pi \) reveals nothing about the witness \( \text{wit} \). Formally, this is established by an efficient algorithm \( \text{S} \) called the simulator which is given any statement \( \text{inst} \in \mathcal{L}_{\text{NIZK}} \) and the ability to program the random oracle to give specified responses, can output simulated proofs \( \pi' \) which is indistinguishable from real proofs such that the verifier \( \text{V} \) accepts the proofs \( \pi' \).

Throughout our paper, we write \( \text{NIZKPoK}\{\text{wit} \mid (\text{inst}, \text{wit}) \in \mathcal{R}_{\text{NIZK}} \} \) to denote a generic non-interactive zero-knowledge proof of knowledge for relation \( \mathcal{R}_{\text{NIZK}} \).

A.6 Proof-of-Stake (PoS) Blockchains

In this section, we give an overview of the framework from [36] for arguing about PoS blockchain protocol security.

Blockchain Protocol Execution. We recall in almost verbatim form the overview given in [13] of the blockchain execution model from [36].

Definition 31 (Blockchain Protocol Execution [36]). A blockchain protocol \( I^V \) consists of the following three polynomial-time algorithms (\( \text{UpdateState}^V \), \( \text{GetRecords} \), \( \text{Broadcast} \)) with a validity predicate \( V \), are described as follows:

- \( \text{st} \leftarrow \text{UpdateState}(1^\lambda) \), the algorithm takes as input the security parameter \( 1^\lambda \) and outputs \( \text{st} \) which is the local state of the blockchain along with metadata.
- \( \mathbb{B} \leftarrow \text{GetRecords}(1^\lambda, \text{st}) \), the algorithm takes as input the security parameter \( 1^\lambda \) and state \( \text{st} \), and outputs the longest sequence of valid blocks \( \mathbb{B} \) (with respect to \( V \)).
- \( \text{Broadcast}(1^\lambda, m) \), the algorithm takes as input the security parameter \( 1^\lambda \) and a message \( m \), and broadcast the message \( m \) over the network to all parties executing the blockchain protocol.

At a very high level, execution of a blockchain protocol \( I^V \) is as follows: The participant in the protocol runs the UpdateState algorithm to get the latest blockchain state, the GetRecords algorithm is used to extract an ordered sequence of blocks encoded in the blockchain state variable and the Broadcast algorithm is used by a party when it wants to post a new message on the blockchain if accepted by \( V \).

The blockchain protocol \( I^V \) execution is directed by the environment \( Z \) which classifies parties as either honest or corrup, and is also responsible for providing inputs/records to all parties in each round. All honest parties execute \( I^V \) on input \( 1^\lambda \) with an empty local state \( \text{st} \), and all corrupted parties are controlled by the adversary \( A \) who also controls network including delivery of messages between all parties. The execution of the protocol proceeds as follows (and the following description is mostly taken from [13, 36]).
• The execution proceeds in rounds that model time steps. In each round $r$, all the honest parties potentially receive a message(s) $m$ from the environment $Z$ and potentially receive incoming network messages delivered by the adversary $A$. The honest parties may perform any computation, broadcast messages (using Broadcast algorithm), and/or update their local states.

• The adversary $A$ is responsible for delivering all messages sent by honest parties to all other parties. $A$ cannot modify messages broadcast by honest parties but may delay and reorder messages on the network.

• At any point $Z$ can communicate with adversary $A$ or use GetRecords to retrieve a view of the local state of any party participating in the protocol.

The joint view of all parties (i.e., all inputs, random coins, and messages received) in the above protocol execution can be denoted by the random variable $\text{EXEC}^{rV}_i(A, Z, 1^\lambda)$. Note that the joint view of all parties fully determines the execution. We define the view of the party $P_i$ as $\text{VIEW}_{P_i}(\text{EXEC}^{rV}_i(A, Z, 1^\lambda))$ and the view of the adversary $A$ as $\text{VIEW}_A(\text{EXEC}^{rV}_i(A, Z, 1^\lambda))$. If it is clear from the context which execution the argument is referring to, then we just write $\text{VIEW}_i$. We assume that it is possible to take a snapshot i.e., a view of the protocol after the first $r$ rounds have been executed. We denote that by $\text{VIEW}^r \leftarrow \text{EXEC}^{rV}_i(A, Z, 1^\lambda)$. Furthermore, we can resume the execution starts with this view and continue until round $\tilde{r}$ resulting in the full view including round $\tilde{r}$ denoted by $\text{VIEW}^{\tilde{r}} \leftarrow \text{EXEC}^{V}_{\text{VIEW}, \tilde{r}}(A, Z, 1^\lambda)$.

**Defining stake and u-stakefrac.** We denote the stake of party $P_i$ as stake$_i = \text{stake}(B, i)$ which takes as input a local blockchain $B$ and a party $P_i$ and outputs a number representing the stake of party $P_i$ as per the blockchain $B$. Here, stake$(\cdot, \cdot)$ is a polynomial time algorithm that takes as inputs the blockchain $B$ and a party’s public identity and outputs a rational value.

Let an adversary $A$ that controls all parties with public identities in the set $X$, its sum of stake controlled by the adversary as per blockchain $B$ can be computed as $\text{stake}_A(B) = \sum_{i \in X} \text{stake}(B, i)$, and the total stake held by all parties can be computed as $\text{stake}_{\text{total}}(B) = \sum_i \text{stake}(B, i)$. We compute the adversaries relative stake ratio as $\text{stake-ratio}_A(B) = \frac{\text{stake}_A(B)}{\text{stake}_{\text{total}}(B)}$. Also, we will simply write $\text{stake}_A$, $\text{stake}_{\text{total}}$, and $\text{stake-ratio}_A$ whenever $B$ is clear from context.

We also consider the PoS-fraction $u$-stakefrac$(B, \ell)$ as the amount of unique stake whose proof is provided in the last $\ell$ mined blocks. More precisely, let $M$ be the index $i$ corresponding to miners $P_i$ of the last $\ell$ blocks in $B$ then we compute the PoS-fraction as follows,

$$u$-stakefrac$(B, \ell) = \frac{\sum_{i \in M} \text{stake}(B, i)}{\text{stake}_{\text{total}}}$$

**A note on corruption.** For simplicity in the above execution we restrict the environment to only allow static corruption while the execution described in [43] supports adaptive corruption with erasures.

**A note on admissible environments.** Pass et al. [43] specifies a set of restrictions on $A$ and $Z$ such that only compliant executions are considered and argues that certain security properties hold with overwhelming probability for these executions. An example of such a restriction is that $A$ should deliver network messages to honest parties within $A$ rounds.

**Blockchain Setup and Key Knowledge.** As in [22], we assume that the genesis block is generated by an initialization functionality $F_{\text{INIT}}$ that registers all parties’ keys. Moreover, we assume that primitives specified in separate functionalities in [22] as incorporated into $F_{\text{INIT}}$. $F_{\text{INIT}}$ is executed by the environment $Z$ as defined below and is parameterized by a state distribution associating each party $P_i$ to an initial stake $\text{stake}_i$. Upon being activated by $P_i$ for the first time, $F_{\text{INIT}}$ generates a signature key pair $(\text{SIG}.pk_i, \text{SIG}.sk_i)$ and auxiliary information aux$_i$, and sending $(\text{SIG}.pk_i, \text{SIG}.sk_i, \text{aux}_i, \text{stake}_i)$ to $P_i$ as response. After all parties have activated $F_{\text{INIT}}$, it responds to requests for a genesis block by providing $B_0 = \{(\text{SIG}.pk_0, \text{aux}_0, \text{stake}_0), \ldots, (\text{SIG}.pk_n, \text{aux}_n, \text{stake}_n), \text{aux}\}$, where aux is generated according to the underlying blockchain consensus protocol.

Since $F_{\text{INIT}}$ generates keys for all parties, we capture the fact that even corrupted parties have registered public keys and auxiliary information such that they know the corresponding secret keys.

**Blockchain Properties.** We recall that running a blockchain protocol $\Gamma^V = (\text{UpdateState}^V, \text{GetRecords}, \text{Broadcast})$ with appropriate restrictions on $A$ and $Z$ will yield certain
compliant executions EXECr(\(A, Z, 1^\lambda\)) where some security properties will hold with overwhelming probability. The existing works, including [28, 43], have converged towards a few security properties that characterizes blockchain protocols. These include: Common Prefix or Chain Consistency, Chain Quality and Chain Growth. From these basic properties, a number of stronger properties were derived in [36]. Among them, is the Distinguishable Forking property which will be the main requirement when introducing the “Encryption with Self-Incriminating Proof” scheme (in Sec. 3).

Definition 32 (Common Prefix). Let \(\kappa \in \mathbb{N}\) be the common prefix parameter. The chains \(B_1, B_2\) possessed by two honest parties \(P_1\) and \(P_2\) satisfy \(B_1^{\kappa} \preceq B_2\).

Definition 33 (Chain Growth). Let \(\tau \in (0, 1)\), \(s \in \mathbb{N}\) and let \(B_1, B_2\) be as above, then \(\text{len}(B_2) - \text{len}(B_1) \geq \tau s\) where \(\tau\) is the speed coefficient.

Definition 34 (Chain Quality). Let \(\mu \in (0, 1)\) and \(\kappa \in \mathbb{N}\). Consider any set of consecutive blocks of length at least \(\kappa\) from an honest party’s chain \(B_1\). The ratio of adversarial blocks in the set is \(1 - \mu\) where \(\mu\) is the quality coefficient.

Stake Contribution Property. At a high level, the sufficient stake contribution property states that after sufficiently many rounds, the total amount of proof-of-stake in mining the \(\ell\) most recent blocks is at least \(\beta\) fraction of the total stake in the system.

Definition 35 (Sufficient Stake Contribution). Let \(\text{suf-stake-contr}\) be the predicate such that \(\text{suf-stake-contr}(\text{VIEW}, \beta) = 1\) iff for every round \(r \geq \ell\), and each party \(i\) in \(\text{VIEW}\) such that \(i\) is honest at round \(r\) with blockchain \(B\), we have \(u\cdot\text{stakefrac}(B, \ell) > \beta\). A blockchain protocol \(\Gamma\) has \((\beta(\cdot), \lambda(\cdot))\)-sufficient stake contribution property with adversary \(sA\) in environment \(Z\), if there is a negligible function \(\text{negl}(\cdot)\) such that for any \(\lambda \in \mathbb{N}\), \(\ell \geq \lambda\), it holds that,

\[
\Pr \left[ \text{suf-stake-contr}(\text{VIEW}, \beta(\lambda)) = 1 \mid \text{VIEW} \leftarrow \text{EXEC}^\Gamma(\mathcal{A}, Z, 1^\lambda) \right] \geq 1 - \text{negl}(\lambda)
\]

Bounded Forking Property. Roughly speaking, the bounded forking property requires that no efficient adversary can create a sufficiently long fork so that its total amount of proof of stake is higher than a certain threshold. In more detail, it states that for property parameters \(\alpha, \ell_1, \ell_2\), the proof-of-stake fraction in the last \(\ell_2\) blocks in any adversarially created fork of length at least \(\ell_1 + \ell_2\) should not be more than \(\alpha\).

Definition 36 (Bounded Stake Forking). Let \(\text{bd-stake-fork}\) be the predicate such that \(\text{bd-stake-fork}(\ell_1, \ell_2)(\text{VIEW}, \alpha) = 1\) iff for any round \(r \geq \tilde{r}\) and any pair of parties \(i, j\) in \(\text{VIEW}\) such that \(i\) is honest at round \(r\) with blockchain \(B\) and \(j\) is corrupt in round \(\tilde{r}\) with blockchain \(\tilde{B}\), if there exists \(\ell' \geq \ell_1 + \ell_2\) such that \(B|\ell' \preceq \tilde{B}\) and for all \(\ell < \ell'\), \(B|\ell' \neq \tilde{B}\) then \(u\cdot\text{stakefrac}(B, \ell' - \ell_1) \leq \alpha\). A blockchain protocol \(\Gamma\) has \((\alpha(\cdot), \ell_1(\cdot), \ell_2(\cdot))\)-bounded forking property with adversary \(sA\) in environment \(Z\), if there is a negligible function \(\text{negl}(\cdot)\) and \(\delta(\cdot)\) such that for any \(\lambda \in \mathbb{N}\), \(\ell \geq \ell_1(\lambda), \ell \geq \ell_2(\lambda)\), it holds that,

\[
\Pr \left[ \text{bd-stake-fork}(\ell, \ell)(\text{VIEW}, \alpha(\lambda) + \delta(\lambda)) = 1 \mid \text{VIEW} \leftarrow \text{EXEC}^\Gamma(\mathcal{A}, Z, 1^\lambda) \right] \geq 1 - \text{negl}(\lambda)
\]

Distinguishable Forking. At a high level, distinguishable forking asserts that a sufficiently long sequence of blocks produced under honest protocol execution can consistently be distinguished from any fork generated adversarially. Moreover, the total stake committed to these sequences (known as their proof-of-stake fraction), which can be computed efficiently, serves as a distinguishing criterion. Formally, this concept can be defined as follows:

Definition 37 (Distinguishable Forking). A blockchain protocol \(\Gamma\) satisfies \((\alpha(\cdot), \beta(\cdot), \ell_1(\cdot), \ell_2(\cdot))\)-distinguishable forking with adversary \(sA\) in environment \(Z\), if there is a negligible function \(\text{negl}(\cdot)\) and \(\delta(\cdot)\) such that for any \(\lambda \in \mathbb{N}\), \(\ell \geq \ell_1(\lambda), \ell \geq \ell_2(\lambda)\), it holds that,

\[
\Pr \left[ \text{suf-stake-contr}(\text{VIEW}, \beta(\lambda)) = 1 \land \text{bd-stake-fork}(\ell, \ell)(\text{VIEW}, \alpha(\lambda) + \delta(\lambda)) = 1 \mid \text{VIEW} \leftarrow \text{EXEC}^\Gamma(\mathcal{A}, Z, 1^\lambda) \right] \geq 1 - \text{negl}(\lambda)
\]

33
B Proof of Theorem 1 (ΠPSIPE Security Proof)

Proof. We prove the Theorem 1 by showing a proof for Correctness, Unforgeability, IND-CPA Security, and Public Self-Incriminating Proof properties of our scheme ΠPSIPE as follows:

Correctness. The correctness of ΠPSIPE is immediate and can be proven by the correctness of the underlying primitives.

Let λ, ℓ1, ℓ2, and β and a correct blockchain protocol Γ with validity predicate \( V \) as described in Sec. 2.2. Let \( \Pi_{PSIPE,KG}(1^\lambda) \) as \((pk, sk) \leftarrow SIG.KG(1^\lambda)\) and for any message \( m \in \{0,1\}^\lambda \), we encrypt the message by \( \Pi_{PSIPE,Enc}(pk, m) \) as \( c \leftarrow eWE.Enc(1^\lambda, L_{τ^v}, (pk, d, B)) \) where \( d \) is a reference signing message for the message \( m \), and \( st \leftarrow UpdateState(1^\lambda) \) and \( B \leftarrow GetRecords(1^\lambda, st) \). Finally, output the PSIPE ciphertext as \( c = (\hat{c}, d) \).

For decrypting a ciphertext \( c = (\hat{c}, d) \) by \( \Pi_{PSIPE,Dec}(pk, sk, c) \), a decryptor first needs to generate a self-incriminating proof as \( \pi \leftarrow SIG.Sign(pk, sk, d) \), and then run the Broadcast algorithm to post \((pk, d, \pi)\) on the blockchain \( Γ \). Let \( st \) be the local state of the decryptor after message \((pk, d, \pi)\) is posted on the blockchain and it is evolved by \( \hat{c} + ℓ_2 \) blocks. At this point, it holds that \( evolved(B, \hat{B}) = 1 \) and that there exists a block \( B^* \in \hat{B}^{\ell_1+\ell_2} \) such that \((pk, d, \sigma) \in B^* \), so that with all but negligible probability, \( \hat{B} \) and \( \pi \) can be used as the witness to decrypt ciphertexts \( \hat{c} \) as \( m \leftarrow eWE.Dec(\hat{c}, (\pi, \hat{B})) \) where \((pk, d, B), (\pi, \hat{B}) \in R_{τ^v} \). Therefore, \( m \leftarrow eWE.Dec(\hat{c}_2, (\pi, \hat{B})) \) follows from the correctness of the extractable witness encryption scheme as per Definition 21 and \( \pi \leftarrow SIG.Sign(pk, sk, d) \) follows from the correctness of the signature scheme as per Definition 15. Therefore, \( \Pi_{PSIPE} \) satisfies the correctness condition.

Unforgeability. Assume, for the sake of contradiction, that we have an adversary \( A_{SIG} \) who wins the game \( Game_{Unforge, A_{SIG}} \) (same as SIPE unforgeability game \( Game_{Unforge, A_{SIG}} \) described in Figure 2) with non-negligible advantage when executing PSIPE from Figure 6. We then show how to use \( A_{PSIPE} \) to construct another adversary \( A_{SIG} \) with black-box access to \( A_{PSIPE} \) which breaks the unforgeability of the signature scheme \( SIG \), i.e., \( Game_{Unforge, SIG} \) (defined in Figure 12), with asymptotically similar advantage.

We construct an adversary \( A_{SIG} \), who is talking with the challenger of \( Game_{Unforge, SIG} \) and an internal copy of \( A_{PSIPE} \) for which it simulates \( Game_{Unforge, SIG} \). The adversary \( A_{SIG} \) proceeds as follows:

1. \( A_{SIG} \) receives \((1^\lambda, pk)\) from the challenger of \( Game_{Unforge, SIG} \) and forwards this to \( A_{PSIPE} \), pretending to be the challenger of the \( Game_{Unforge, A_{SIG}} \) game.

2. Playing the role of challenger in \( Game_{Unforge, A_{SIG}} \) then \( A_{SIG} \) receives back from \( A_{PSIPE} \) the value \((c', \pi')\) which has a non-negligible advantage in winning \( Game_{Unforge, SIG} \).

3. Letting \( c' = (\hat{c}, d) \) then \( A_{SIG} \) returns \((m', \sigma') = (d, \pi')\) to the challenger of \( Game_{Unforge, SIG} \).

First observe that \((pk, \cdot) \leftarrow SIG.KG(1^\lambda)\), hence the pair \((1^\lambda, pk)\) that \( A_{SIG} \) receives from \( Game_{Unforge, SIG} \) is similarly distributed to the pair that \( A_{PSIPE} \) receive from the real challenger in the \( Game_{Unforge, SIG} \) game. Now see that \( c' = (\hat{c}, d) \) for which \( \pi \leftarrow SIG.Sign(pk, sk, d) \) with \((\sigma = \pi) = \pi'\) with non-negligible probability. Hence \((m', \sigma')\) will be a valid output with similar probability.

IND-CPA Security. Assume by contradiction that there exists an adversary \( A_{PSIPE} \) with non-negligible advantage in \( Game_{IND-CPA, A_{PSIPE}} \) for our PSIPE (same as SIPE IND-CPA security game \( Game_{IND-CPA, A_{PSIPE}} \) described in Figure 3). We will show that this \( A_{PSIPE} \) can be used to construct adversaries breaking the extractable security of the underlying extractable witness encryption scheme eWE or unforgeability of the underlying signature scheme SIG.

We construct an adversary \( A \) who is talking with the challenger of \( Game_{Ext-SEC} \) and \( Game_{SIG} \) and an internal copy of \( A_{PSIPE} \) for which it simulates \( Game_{Ext-SEC, A_{PSIPE}} \). Throughout this reduction, \( A \) acts as \( Z \) in the execution of the blockchain protocol \( Γ \), which it simulates towards \( A_{PSIPE} \) following the same steps as the real protocol. The adversary \( A \) proceeds as follows:

1. \( A \) receives \((1^\lambda, pk)\) from the challenger of \( Game_{Unforge, SIG} \) and forwards \((1^\lambda, pk)\) to \( A_{PSIPE} \), acting as the challenger of \( Game_{IND-CPA, A_{PSIPE}} \).

2. \( A \) receives a tuple \((m_0, m_1)\) from \( A_{PSIPE} \) and sets \( inst = (pk, d, B) \in L_{τ^v} \) where \( d \leftarrow \{0,1\}^\lambda \), and \( st \leftarrow UpdateState(1^\lambda) \) and \( B \leftarrow GetRecords(1^\lambda, st) \). \( A \) forwards the tuple \((\cdot, inst, m_0, m_1)\) to the challenger of \( Game_{Ext-SEC, A} \).
3. \( A \) receives the challenge ciphertext \( c' \) from the challenger of Game\(^{\text{EXT-SEC}}_{\text{eWE}, A} \). Then \( A \) forwards \( c_b = (\hat{c}, d) \) to \( \text{APSIPE} \), where \( d = d \) and \( \hat{c} = c'_b \).

4. \( A \) receives a guess \( b' \) from \( \text{APSIPE} \).

5. \( A \) executes the eWE extractor (as defined in the extractable security property) and obtains \( \text{wit} = (\pi, \tilde{B}) \leftarrow \text{EXT}_{\text{APSIPE}}(1^\lambda, L_{FV}, \text{inst}, m_0, m_1) \).

6. Finally, \( A \) forwards the guess \( b' \) to the challenger of Game\(^{\text{EXT-SEC}}_{\text{eWE}, A} \) and \((m', \sigma') = (d, \pi) \) to the challenger of Game\(^{\text{Unforge}}_{\text{SIG}, A} \).

Notice that \( A \) simulates Game\(^{\text{PSIPE,\text{APSIPE}}}_{\text{IND,CAPA}, \text{APSIPE}} \) exactly as in a real execution. Now assume that \( \text{APSIPE} \) has non-negligible advantage \( \text{Adv}_{\text{PSIPE,\text{APSIPE}}}^{\text{IND,CAPA}, \text{APSIPE}} \) in Game\(^{\text{PSIPE,\text{APSIPE}}}_{\text{IND,CAPA}, \text{APSIPE}} \); then \( A \) is able to distinguish extractable witness encryption ciphertexts \( c_0, c_1 \) generated under the statement \( \text{inst} = (\text{pk}, d, B) \) such that \( \text{inst} \in L_{FV} \) from messages \( m_0, m_1 \). Hence, \( A \) has non-negligible advantage in Game\(^{\text{EXT-SEC}}_{\text{eWE}, A} \), which means given extractable security for the eWE scheme there is an extractor \( \text{EXT} \) that obtains \( \text{wit} = (\pi, \tilde{B}) \) from \( \text{APSIPE} \), where \( \text{SIG.Vf(pk, d, \pi)} = 1 \). Notice that \( \pi \) is a valid signature forgery on \( d \), since \( \text{APSIPE} \) does not have the signing key corresponding to \( \text{pk} \). Hence, if \( \text{APSIPE} \) has non-negligible advantage in Game\(^{\text{IND,CAPA}, \text{APSIPE}}_{\text{IND,CAPA}, \text{APSIPE}} \) and extractable security holds for the eWE scheme, then \( A \) has non-negligible advantage in Game\(^{\text{SIG,\text{APSIPE}}}_{\text{SIG,\text{APSIPE}}} \). On the other hand, if \( \text{APSIPE} \) has non-negligible advantage in Game\(^{\text{PSIPE,\text{APSIPE}}}_{\text{IND,CAPA}, \text{APSIPE}} \) but \( \text{EXT} \) fails to output such \((\pi, \tilde{B})\) with non-negligible probability, we contradict the extractable security property of the eWE scheme. Hence, given that eWE has extractable security and that \( \text{SIG} \) is \( \text{EUF-CMA} \) secure, we have that \( \text{APSIPE} \) can only have negligible advantage \( \text{Adv}_{\text{PSIPE,\text{APSIPE}}}^{\text{IND,CAPA}, \text{APSIPE}} \) in Game\(^{\text{IND,CAPA}, \text{APSIPE}}_{\text{IND,CAPA}, \text{APSIPE}} \).

**Public Self-Incriminating Proof.** Assume by contradiction that an adversary \( \text{APSIPE} \) exists which can win the Game\(^{\text{PSIPE,\text{APSIPE}}}_{\text{IND,CAPA}, \text{APSIPE}} \) game with a non-negligible advantage \( \text{Adv}_{\text{PSIPE,\text{APSIPE}}}^{\text{IND,CAPA}, \text{APSIPE}} \) while extractor \( \text{EXT}(\text{pk}, c_b, B) \) obtains \( \pi \) such that \( \text{Vf}(\text{pk}, c_b, \pi) = 1 \) with probability \( \text{Adv}_{\text{EXT}}^{\text{IND,CAPA}, \text{APSIPE}} < \text{Adv}_{\text{PSIPE,\text{APSIPE}}}^{\text{IND,CAPA}, \text{APSIPE}} \). We argue that if this is the case, then it must be because either \( \text{APSIPE} \) breaks the underlying blockchain protocol’s distinguishable forking and common prefix properties, or the adversary breaks the extractable security of the extractable witness encryption scheme eWE. This leads to two distinct cases:

1. Assuming that the extractable witness encryption scheme is secure, if a valid \( \pi \) does not appear on the common prefix of an honest party’s blockchain but \( \text{APSIPE} \) is able to produce \( \tilde{B} \) such that \( 1 \leftarrow \text{SIG.Vf}(\text{pk}, d, \pi) \wedge \text{evolved}(\tilde{B}, \tilde{B}) = 1 \wedge (pk, d, B) \in B^* \wedge B^* \in \tilde{B}^{l_1+l_2} \wedge \text{u-stakefrac}(\tilde{B}, \ell_2) \geq \beta \) (i.e., \( ((\pi, \tilde{B}), \text{inst}) \in R_{FV} \) where \( \text{inst} = (pk, d, B) \) and \( \text{inst} \in L_{FV} \)), then \( \text{APSIPE} \) is breaking the distinguishable forking and common prefix properties of the blockchain protocol \( \Gamma \).
2. Assuming that the blockchain protocol is secure, if the adversary \( \text{APSIPE} \) distinguishes the ciphertext \( c_0, c_1 \) with a \( B \) such that \( \text{inst} = (pk, d, B) \in L_{FV} \) and a valid \( \tilde{B} \) evolved from \( B \) containing a valid \( \pi \), then there exists an extractor \( \text{EXT} \) that can extract the \( \pi \) or \( \text{APSIPE} \) breaks the extractable security of the extractable witness encryption scheme.

We first reason about case 1. Notice that if \( \text{APSIPE} \) successfully distinguishes the ciphertext \( c_0, c_1 \) without allowing for the extractor to obtain a valid SIP \( \pi \) and without violating the extractable security of the extractable witness encryption scheme, \( \text{APSIPE} \) must obtain a valid witness for the following relation:

\[
R_{FV} : \begin{cases}
((pk, d, B), (\sigma, \tilde{B})) \leftarrow 1 \leftarrow \text{SIG.Vf}(pk, d, \sigma) \wedge \text{evolved}(\tilde{B}, \tilde{B}) = 1 \\
\quad \wedge (pk, d, \sigma) \in B^* \wedge B^* \in \tilde{B}^{l_1+l_2} \wedge \text{u-stakefrac}(\tilde{B}, \ell_2) \geq \beta
\end{cases}
\]

However, while obtaining a valid \( \pi \) is trivial for \( \text{APSIPE} \) since it holds \( \text{sk} \), \( \text{APSIPE} \) must obtain a \( \tilde{B} \) that satisfies the relation without resulting in a blockchain execution where a valid SIP \( \pi \) is present in the common prefix of every honest party’s blockchain at the moment of decryption. In order to do so, \( \text{APSIPE} \) must produce a valid execution of the blockchain starting from the initial blockchain \( B \) used to generate the ciphertext \( c_b \) and arriving at an evolved blockchain \( \tilde{B} \) such that \( 1 \leftarrow \text{SIG.Vf}(pk, d, \pi) \wedge \text{evolved}(\tilde{B}, \tilde{B}) = 1 \wedge (pk, d, \pi) \in B^* \wedge B^* \in \tilde{B}^{l_1+l_2} \wedge \text{u-stakefrac}(\tilde{B}, \ell_2) \geq \beta \) while preventing \( \pi \) from appearing in the common prefix of an honest party’s blockchain given the view of \( \text{APSIPE} \). However, since this contradicts the common prefix property for the underlying blockchain protocol, \( \text{APSIPE} \) can only hope to produce \( B \) locally, without actually executing the blockchain protocol, in such a way that \( \pi \) never appears in the common prefix of the blockchain (i.e., so that the extractor fails when run on the blockchain obtained by honest parties). However, this would violate the distinguishable forking property of the blockchain protocol, since \( \text{APSIPE} \)
would need to obtain a $\hat{B}$ that does not contain a valid $\pi$ but that satisfies $\text{evolved}(B, \hat{B}) = 1$. Hence, we conclude that $\mathcal{A}_{\text{PSIPE}}$ is not able to produce a blockchain execution such that $\text{inst} = (pk, d, B)$ and $\text{inst} \in \mathcal{E}_{\Gamma^V}$ without allowing the extractor to obtain a valid $\pi$, except with the negligible probability that $\mathcal{A}_{\text{PSIPE}}$ breaks the distinguishable forking or common prefix properties of the underlying blockchain protocol $\Gamma^V$. This leaves us with case 2, where $\mathcal{A}_{\text{PSIPE}}$ is able to distinguish extractable witness encryption ciphertexts $c_0, c_1$ for $\text{inst} = (pk, d, B) \in \mathcal{E}_{\Gamma^V}$ without producing a valid witness $(\pi, B)$, which is ruled out by this reasoning.

To tackle case 2, we consider an adversary $\mathcal{A}_{\text{PSIPE}} = (A_1, A_2, A_3, A_4, A_5)$ that has non-negligible advantage in $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$ but does not publish $\pi$ on the blockchain, as that is ruled out by case 1. We construct an adversary $\mathcal{A}_\text{WE}$, using black-box access to $\mathcal{A}_{\text{PSIPE}}$, which breaks the extractable security of $\text{eWE}$. Throughout this reduction, $\mathcal{A}_\text{WE}$ acts as $Z$ in the execution of the blockchain protocol $\Gamma$, which it simulates towards $\mathcal{A}_{\text{PSIPE}}$ following the same steps as the real protocol. Specifically, $\mathcal{A}_\text{WE}$ proceeds as follows:

1. $\mathcal{A}_\text{WE}$ starts $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$ game acting as the challenger towards $\mathcal{A}_{\text{PSIPE}}$, simulating an execution of the blockchain protocol $\text{EXEC}^\text{\Gamma}(A_4(\lambda^V, pk, sk), Z, 1^\lambda)$ where $(pk, sk) \leftarrow \text{KG}(1^\lambda)$. $\mathcal{A}_\text{WE}$ proceeds exactly as $Z$ would until $A_4$ stops and obtains a $\text{VIEW}$ of the execution.
2. $\mathcal{A}_\text{WE}$ executes $A_2(\lambda^V, pk, sk, \text{VIEW}_{A_1})$ where $\text{VIEW}_{A_1} \in \text{VIEW}$ to obtain $(st_1, m_0, m_1)$.
3. $\mathcal{A}_\text{WE}$ sets $\text{inst} = (pk, d, B)$, where $d \overset{\$}{\in} \{0, 1\}^\lambda$, and $B \leftarrow \text{GetRecords}(1^\lambda, st)$, given $st \leftarrow \text{UpdateState}(1^\lambda)$ obtained from $A_2$’s view $\text{VIEW}_{A_1} \leftarrow \text{VIEW}'$ of the simulated blockchain protocol execution. $\mathcal{A}_\text{WE}$ sends $(\cdot, \text{inst}, m_0, m_1)$ to the challenger of the $\text{Game}_{\text{Ext-SEC}}^\text{WE,\text{A}_{\text{WE}},\text{A}_{\text{WE}}}$ game.
4. When $\mathcal{A}_\text{WE}$ receives $\text{eWE}^\text{\text{Pub-SIP}}_{\text{A}_{\text{PSIPE}},\Gamma}$ from the challenger of $\text{Game}_{\text{Ext-SEC}}^\text{WE,\text{A}_{\text{WE}},\text{A}_{\text{WE}}}$, it sets $c_b = (c_b^\text{WE}, d)$ and resumes $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$. $\mathcal{A}_\text{WE}$ executes $\text{st}_2 \leftarrow A_3(st_1, c_b)$ and resumes the blockchain protocol execution $\text{EXEC}^\text{\Gamma}(A_4(st_2, c_b), Z, 1^\lambda)$ acting exactly as $Z$ until $A_4$ stops, obtaining $\text{VIEW}'$.
5. $\mathcal{A}_\text{WE}$ executes $A_5(st_2, \text{VIEW}_{A_4})$ where $\text{VIEW}_{A_4} \leftarrow \text{VIEW}'$, obtaining output $b'$, which it returns to the challenger in the $\text{Game}_{\text{Ext-SEC}}^\text{WE,\text{A}_{\text{WE}},\text{A}_{\text{WE}}}$ game.

Notice that $\mathcal{A}_\text{WE}$ simulates $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$ and the blockchain execution towards $\mathcal{A}_{\text{PSIPE}}$ exactly as in a real execution. Now assume that $\mathcal{A}_{\text{PSIPE}}$ has non-negligible advantage $\text{Adv}_{\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}}$ in $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$, then $\mathcal{A}_\text{WE}$ is able to distinguish extractable witness encryption ciphertexts $c_0, c_1$ generated under the statement $\text{inst} = (pk, d, B) \in \mathcal{E}_{\Gamma^V}$ from messages $m_0, m_1$. Hence, $\mathcal{A}_\text{WE}$ has non-negligible advantage $\text{Adv}_{\text{WE,\text{A}_{\text{WE}},\text{WE,\text{A}_{\text{WE}}}}}^{\text{Ext-SEC}}$ in $\text{Game}_{\text{Ext-SEC}}^\text{WE,\text{A}_{\text{WE}},\text{A}_{\text{WE}}}$, which means given extractable security for the $\text{eWE}$ scheme there is an extractor $\text{EXT}_{\text{PSIPE}}(\cdot)(1^\lambda, \mathcal{E}_{\Gamma^V}, \text{inst}, m_0, m_1)$ that obtains $\text{wit} = (\pi, \hat{B})$ from $\mathcal{A}_{\text{PSIPE}}$ with probability $\text{Succ}_{\text{WE,\text{Ext-SEC}}}^{\text{WE,\text{Ext-SEC}}}$, where $(\text{wit}, \text{inst}) \in \mathcal{R}_{\Gamma^V}$. Otherwise, if $\mathcal{A}_{\text{PSIPE}}$ has non-negligible advantage in $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$ while the extractor $\text{EXT}(pk, c_b, \hat{B})$ obtains $\text{SIP} \pi$ such that $\text{VF}(pk, c_b, \pi) = 1$ with negligible probability $\text{Succ}_{\text{WE,\text{Ext-SEC}}}^{\text{WE,\text{Ext-SEC}}}$ (i.e., fails to output such $\text{SIP} \pi$ with non-negligible probability), we contradict the extractable security property of the $\text{eWE}$ scheme. Hence, given that the blockchain protocol is secure and $\text{eWE}$ has extractable security, we have that $\mathcal{A}_{\text{PSIPE}}$ can only have negligible advantage $\text{Adv}_{\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}}$ in $\text{Game}_{\text{Pub-SIP}}^\text{PSIPE,\text{A}_{\text{PSIPE}},\Gamma}$ while $\text{Ext}$ fails to output $\text{SIP} \pi$.

C Proof of Theorem 2 ($\Pi_{\text{TSIPE}}$ Security Proof)

Proof. We prove Theorem 2 by showing a proof for Correctness, Unforgeability, IND-CPA Security and Self-Incrementing Proof Extractability properties of our scheme $\Pi_{\text{TSIPE}}$ as follows:

Correctness. The correctness of our $\Pi_{\text{TSIPE}}$ protocol is immediate and can be proven by the correctness of the underlying primitives’ threshold encryption, MPC-hard function, commitment scheme and NIZK.

Fix a security parameter $\lambda \in \mathbb{N}$, value $\alpha, \beta, \zeta \in \mathbb{N}$ with $\alpha \geq 2\beta$ and $\beta \cdot (\beta - \zeta) \geq 2\lambda$ (where $\zeta$ can be a function of $\beta$) and parameters $(n, t)$ such that $0 < t < n$. The setup algorithm $\Pi_{\text{TSIPE,Setup}}(1^\lambda, n, t)$ works as follows: a trusted third party who computes a public key and secret shares for a threshold encryption scheme $(pk_{\text{TE}}, \{sk_{i}^\text{TE}\}_{i \in [n]}) \leftarrow \text{TE,Setup}(1^\lambda, n, t)$ and public parameters for a commitment scheme $ck \leftarrow \text{CS.Setup}(1^\lambda)$. For all $i \in [n]$, compute commitments to $sk_{i}^\text{TE}$ as: $\text{cm}_{sk_i} = \text{CS.Commit}(ck, sk_{i}^\text{TE}, \rho_{sk_i})$ where $\rho_{sk} \leftarrow H_{\lambda}(sk_{i}^\text{TE})$. The trusted third party distributes the public key $pk = (pk_{\text{TE}}, ck, \{\text{cm}_{sk_i}\}_{i \in [n]})$ to all parties, and a pair of secret key share and random $sk_{i} = (sk_{i}^\text{TE}, \rho_{sk_i})$ to each party $P_i$. In practice, this is
substituted by a suitable distributed key generation protocol but we treat this as a trusted setup for the sake of simplicity.

For any message \( m \in \{0,1\}^\lambda \), we encrypt the message by \( \Pi_{\text{TSIPE}}.\text{Enc}(pk,m) \) by sampling \( s \xleftarrow{\$} \{0,1\}^{n(\alpha - \beta - 2)} \) and \( z \xleftarrow{\$} \{0,1\}^\beta \), and searching for \( \beta \) number of nonces \( \{w_1, \ldots, w_\beta\} \in \{0,1\}^{\alpha - \beta - 2} \) (as described in step 2 in Figure 11) such that the first \( \zeta \) bits of each \( q_i \leftarrow \text{scratch}(s,z,w_i) \) are zero. Given Lemma 1, this succeeds except with negligible probability. Finally, we compute the ciphertext \( c = (c_1, c_2, c_3, z) \) as: \( c_1 \leftarrow \text{CS.Enc}(ck,(s||m);\rho \mid \rho = H_1(s||w) \text{ and } w = (w_1||\ldots||w_\beta)) \), \( c_2 \leftarrow \text{TE.Enc}(pk_{\text{TE}},s) \) and \( c_3 = H_2(s||w||q) \oplus m \) where \( q = (q_1||\ldots||q_\beta) \).

For the decryption of a ciphertext \( c = (c_1, c_2, c_3, z) \) by \( \Pi_{\text{TSIPE}}.\text{Combine}(pk,sk_i,c,\{(v_1)_{i \in [T]}\}) \), a set of \( t + 1 \) or more parties do the following: (i) first, decrypt \( c_2 \) as \( s \leftarrow \text{TE.Enc.(pk}_{\text{TE}}(\{\mu_i\}_{i \in T}) \) and the correctness of it follows from the correctness of the threshold encryption scheme (as per Definition 24); (ii) then, search for \( \beta \) number of nonces \( \{w_1, \ldots, w_\beta\} \in \{0,1\}^{\alpha - \beta - 2} \) (as described in step 2 in Figure 11) by computing \( q_i \leftarrow \text{scratch}(s,z,w_i) \) such that the first \( \zeta \) bits of each \( q_i \) are 0, and retrieve the original message as \( m = c_3 \oplus H_2(s||w||q) \) where \( \rho = H_1(s||w) \text{ and } w = (w_1||\ldots||w_\beta) \) and \( q = (q_1||\ldots||q_\beta) \), and the correctness of it follows from the correctness of the MPC-hard function \( \text{scratch} \) (in Figure 1) as per Lemma 1. Now, notice that for a party \( P_i \) which has accessed the sks, \( \{sk_{TSIPE}^i,\rho_{sk_i}\} \) and \( (s,\rho, m) \) which is sufficient to generate a self-incriminating proof \( \pi \) computed as a NIZKPoK with witness \( (s,\rho, m, sk_{TSIPE}^i, \rho_{sk_i}) \) showing \( \text{CS.Commit}(ck,(s||m);\rho \mid \rho = H_1(s||w) \text{ and } w = (w_1||\ldots||w_\beta)) \) and \( \text{CS.Commit}(ck,sk_{TSIPE}^i;\rho_{sk_i} = c_{\text{sk}}) \), and the correctness of self-incriminating proof \( \pi \) follows from the underlying NIZKPoK scheme (as per Definition 27) and commitment scheme CS (as per Definition 18). Therefore, \( \Pi_{\text{TSIPE}} \) satisfies the correctness properties.

**IND-CPA Security.** IND-CPA security of TSIPE can be proven via the following sequence of hybrid arguments where start with the original Game\(_{\text{IND-CPA,TSIPE,A_1,\ldots,A_n}}\) and finish at a hybrid where the ciphertext contains no information about the message:

**H_0:** The first hybrid is \( A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \)'s view in the real-world game Game\(_{\text{IND-CPA,TSIPE,A_1,\ldots,A_n}}\) for the TSIPE.

**H_1:** Recall the threshold encryption from our \( \Pi_{\text{TSIPE}} \) construction proceeds by sampling two random as \( s \xleftarrow{\$} \{0,1\}^{n(\alpha - \beta - 2)} \) and \( z \xleftarrow{\$} \{0,1\}^\beta \) and then compute a threshold encryption as \( c_2 = \text{TE.Enc}(pk_{\text{TE}},s) \). The hybrid \( H_1 \) is the same as hybrid \( H_0 \) except that instead of generating a threshold encryption according to the above process, we just sample a random string in \( \{0,1\}^{n(\alpha - \beta - 2)} \) and use that to generate the encryption. We show that the two hybrids \( H_0 \) and \( H_1 \) are indistinguishable unless \( A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \) breaks the IND-CPA security of the underlying threshold encryption scheme TE.

**H_2:** Recall the commitment process from our \( \Pi_{\text{TSIPE}} \) construction proceeds by sampling two random as \( s \xleftarrow{\$} \{0,1\}^{n(\alpha - \beta - 2)} \) and \( z \xleftarrow{\$} \{0,1\}^\beta \). Next, it searches for \( \beta \) number of nonces \( \{w_1, \ldots, w_\beta\} \in \{0,1\}^{\alpha - \beta - 2} \) such that the first \( \zeta \) bits of each \( q_i \leftarrow \text{scratch}(s,z,w_i) \) are 0. Then it computes a commitment as \( c_1 = \text{CS.Commit}(ck,(s||m);\rho \mid \rho = H_1(s||w) \text{ and } w = (w_1||\ldots||w_\beta)) \). The hybrid \( H_2 \) is the same as hybrid \( H_1 \) except that instead of generating a commitment according to the above process, we just sample a random string in \( \{0,1\}^{n(\alpha - \beta - 2) + \lambda} \) and use that to generate the commitment. We show that the two hybrids \( H_1 \) and \( H_2 \) are indistinguishable unless \( A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \) breaks the hiding property of the underlying commitment scheme CS.

**H_3:** Recall the message encryption \( c_3 = H_2(s||w||q) \oplus m \) from our \( \Pi_{\text{TSIPE}} \) construction proceeds by sampling two random as \( s \xleftarrow{\$} \{0,1\}^{n(\alpha - \beta - 2)} \) and \( z \xleftarrow{\$} \{0,1\}^\beta \), and next, it searches for \( \beta \) number of nonces \( \{w_1, \ldots, w_\beta\} \in \{0,1\}^{\alpha - \beta - 2} \) such that the first \( \zeta \) bits of each \( q_i \leftarrow \text{scratch}(s,z,w_i) \) are 0. Then it encrypt the message \( m = c_3 = H_2(s||w||q) \oplus m \) where \( w = (w_1||\ldots||w_\beta) \) and \( q = (q_1||\ldots||q_\beta) \). The hybrid \( H_3 \) is the same as hybrid \( H_2 \) except that instead of generating an encryption according to the above process, we just sample a random string \( r_3 \in \{0,1\}^\beta \) and use that to compute the encryption as \( c_3 = r_3 \oplus m \). We show that two hybrids \( H_2 \) and \( H_3 \) are indistinguishable unless \( A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \) breaks the computational indistinguishability in the random oracle model.

Assume by contradiction that there exists a \((\delta,\gamma)-\text{distributed adversary } A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \) with non-negligible advantage in Game\(_{\text{IND-CPA,TSIPE,A_1,\ldots,A_n}} \) when executing TSIPE from Figure 11. Such an adversary is able to distinguish between the hybrids in the sequence above. We will show that this \( A_1,\text{TSIPE},\ldots,A_n,\text{TSIPE} \) can be used to construct adversaries breaking the hiding property of the commitment scheme and the IND-CPA property of the threshold encryption scheme.
In hybrid $H_1$, we use the threshold encryption to encrypt a randomly chosen string. Hence, the advantage of $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ in hybrid $H_2$ can be directly reduced to IND-CPA security of the underlying threshold encryption scheme. We construct an adversary $A_{TE}$ who is talking with the challenger of $\text{Game}^{\text{IND-CPA}}_{\text{TE},A}$ and an internal copy of $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ for which it simulates $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$. The adversary $A_{TE}$ proceeds as follows:

1. $A_{TE}$ picks the threshold parameter $(n,t)$ and choose a subset $\tilde{T} \subset [n]$ of parties to corrupt, such that $|\tilde{T}| = |a| \leq t$.

2. $A_{TE}$ generates $(1^\lambda, pk, \{sk_j\}_{j \in \tilde{T}})$ by $\text{Setup}(1^\lambda, n, t)$ and forwards a pair $(pk, sk_j)$ to $A_j,\text{TSIPE}$ for all $j \in \tilde{T}$, acting as the challenger of $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$.

3. $A_{TE}$ receives a tuple $(m_0, m_1)$ from $A_{1,\text{TSIPE}}$. The $A_{TE}$ forwards the tuple $(s_0, s_1)$ to the challenger of $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$ where $s_0 \overset{\$}{\leftarrow} \{0,1\}^{n-(\alpha-\beta-2)}$ and $s_1 \overset{\$}{\leftarrow} \{0,1\}^{n-(\alpha-\beta-2)}$. Next, sample $z_0 \overset{\$}{\leftarrow} \{0,1\}^\beta$ and $z_1 \overset{\$}{\leftarrow} \{0,1\}^\beta$, and searches for $\beta$ number of nonces $\{w_{0,1}, \ldots, w_{0,\beta}\} \in \{0,1\}^{\alpha-\beta-2}$ and $\{w_{1,1}, \ldots, w_{1,\beta}\} \in \{0,1\}^{\alpha-\beta-2}$ such that the first $\zeta$ bits of:

$$q_0,i \leftarrow \text{scratch}(s, z_0, w_{0,i}) \text{ are zero, for all } i \in [\beta]$$

$$q_1,i \leftarrow \text{scratch}(s, z_1, w_{1,i}) \text{ are zero, for all } i \in [\beta]$$

and set $w_0, w_1$ and $q_0, q_1$ as:

$$w_0 = (w_{0,1}|| \ldots || w_{0,\beta}), \quad w_1 = (w_{1,1}|| \ldots || w_{1,\beta})$$

$$q_0 = (q_{0,1}|| \ldots || q_{0,\beta}), \quad q_1 = (q_{1,1}|| \ldots || q_{1,\beta})$$

4. $A_{TE}$ receives the challenge ciphertext $c_1'$ from the challenger of $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$. Then, $A_{TE}$ forwards $c_2 = (c_1, c_2, c_3, z)$ to $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ where $c_2 = c_1'$ and guess $b^*$ to construct,

$$c_1 \leftarrow \text{CS.Commit}(ck, (sk_0, m_{0^\vee}); \rho), \quad c_3 = H_2(s_{0^\vee}, w_{0^\vee}, q_{0^\vee}) \oplus m_{0^\vee}, \quad z = z_{b^*}$$

where $\rho = H_1(s_{0^\vee}, w_{0^\vee})$.

5. Finally, $A_{TE}$ receives a guess $b'$ from $A_{1,\text{TSIPE}}$. $A_{TE}$ forwards the guess $b'$ to the $\text{Game}^{\text{IND-CPA}}_{\text{TE},A}$.

Notice that $A_{TE}$ simulates $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$ exactly as in a real execution but guesses $b^*$. Since $b^*$ is guessed at random, $A_{TE}$’s advantage in $\text{Game}^{\text{IND-CPA}}_{\text{TE},A}$ in negligibly close to half of the advantage of $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ in $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$. Hence, if $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ has non-negligible advantage in $\text{Game}^{\text{IND-CPA}}_{\text{TSIPE},A_1,\ldots, A_n}$, then $A_{TE}$ has non-negligible advantage in $\text{Game}^{\text{IND-CPA}}_{\text{TE},A}$.

In hybrid $H_2$, we use the commitment scheme to commit to a randomly chosen string. Hence, the advantage of $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ in hybrid $H_2$ can be directly reduced to the hiding property of the underlying commitment scheme. We construct an adversary $A_{CS}$ who is talking with the challenger of $\text{Game}^{\text{HIDE}}_{\text{CS},A}$ and an internal copy of $A_{1,\text{TSIPE}, \ldots, A_n,\text{TSIPE}}$ for which it simulates $\text{Game}^{\text{IND-CPA}}_{\text{HIDE},A_1,\ldots, A_n}$. The adversary $A_{CS}$ proceeds as follows:

1. $A_{CS}$ picks the threshold parameter $(n,t)$ and choose a subset $\tilde{T} \subset [n]$ of parties to corrupt, such that $|\tilde{T}| = |a| \leq t$.

2. $A_{CS}$ generates $(1^\lambda, pk, \{sk_j\}_{j \in \tilde{T}})$ by $\text{Setup}(1^\lambda, n, t)$ and forwards a pair $(pk, sk_j)$ to $A_j,\text{TSIPE}$ for all $j \in \tilde{T}$, acting as the challenger of $\text{Game}^{\text{HIDE}}_{\text{TSIPE},A_1,\ldots, A_n}$.

3. $A_{CS}$ receives a tuple $(m_0, m_1)$ from $A_{1,\text{TSIPE}}$. Then, $A_{CS}$ forwards the tuple $((s_0, m_0)_0, (s_1, m_1))$ to the challenger of $\text{Game}^{\text{HIDE}}_{\text{CS},A}$ where $s_0 \overset{\$}{\leftarrow} \{0,1\}^{n-(\alpha-\beta-2)}$ and $s_1 \overset{\$}{\leftarrow} \{0,1\}^{n-(\alpha-\beta-2)}$. Next, sample $z_0 \overset{\$}{\leftarrow} \{0,1\}^\beta$ and $z_1 \overset{\$}{\leftarrow} \{0,1\}^\beta$, and searches for $\beta$ number of nonces $\{w_{0,1}, \ldots, w_{0,\beta}\} \in \{0,1\}^{\alpha-\beta-2}$ and $\{w_{1,1}, \ldots, w_{1,\beta}\} \in \{0,1\}^{\alpha-\beta-2}$ such that the first $\zeta$ bits of:

$$q_0, i \leftarrow \text{scratch}(s, z_0, w_{0,i}) \text{ are zero, for all } i \in [\beta]$$

$$q_1, i \leftarrow \text{scratch}(s, z_1, w_{1,i}) \text{ are zero, for all } i \in [\beta]$$

and set $w_0, w_1$ and $q_0, q_1$ as:

$$w_0 = (w_{0,1}|| \ldots || w_{0,\beta}), \quad w_1 = (w_{1,1}|| \ldots || w_{1,\beta})$$

$$q_0 = (q_{0,1}|| \ldots || q_{0,\beta}), \quad q_1 = (q_{1,1}|| \ldots || q_{1,\beta})$$
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4. $A_{CS}$ receives the challenge commitment $cm_b$ from the challenger of $Game_{HIDE,\text{CS.}_A}$. Then, $A_{CS}$ and forwards $c_2 = (c_1, c_2, c_3, z)$ to $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ where $c_1 = cm_b$; choose a random from $r_2 \in \{0, 1\}^\lambda$ and construct $c_2 \leftarrow \text{TE.Enc}(pk_{\text{TE}}, (r_2))$; and choose a random $r_3 \in \{0, 1\}^\lambda$ and construct $c_3 = r_3 \oplus m_a$ and guess $b^*$ to construct $z = 2b^*$.

5. Finally, $A_{CS}$ receives a guess $b' = b^*$ to the $Game_{HIDE,\text{CS.}_A}$.

Now, notice that $A_{CS}$ simulates $Game_{\text{IND-CPA},A_1,\ldots,A_a}$ exactly as in $H_1$ but guesses $b^*$. Since, $c_2$ and $c_3$ are computed using random value, $A_{CS}$'s advantage in $Game_{HIDE,\text{CS.}_A}$ is negligibly close to the advantage of $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ in $Game_{\text{IND-CPA},\text{TSIPE},A_1,\ldots,A_a}$. And $b^*$ is guessed at random, $A_{CS}$'s advantage in $Game_{HIDE,\text{CS.}_A}$ is negligibly close to the advantage of $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ in $Game_{\text{IND-CPA},\text{IND-CPA},\text{TSIPE},A_1,\ldots,A_a}$. Hence, if $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ has non-negligible advantage in $Game_{\text{TSIPE},A_1,\ldots,A_a}$, then $A_{CS}$ has non-negligible advantage in $Game_{HIDE,\text{CS.}_A}$.

In hybrid $H_3$, instead of generating an encryption $c_3 = H_2(s||w||q) \oplus m$ we use a randomly chosen string $r_3 \in \{0, 1\}^\lambda$ to encrypt the message as $c_3 = r_3 \oplus m$. Now, we have computational indistinguishability in the random oracle model, since $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ cannot guess the random $r_3$ except with probability $\text{poly}(\lambda)/2^\lambda$ since it can only make $\lambda$ queries to $H_2$ and there are $2^\lambda$ possible outputs. $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ can only guess $(s, w, q)$ since $s$ are no longer in $c_1$ or $c_2$. Hence, we simulate $Game_{\text{TSIPE},A_1,\ldots,A_a}$ exactly as in $H_2$ except with the negligible probability that $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ guesses $(s, w, q)$.

We conclude the proof by observing that in the above hybrid argument, we reach a contradiction and thus our assumption of the existence of $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ against the IND-CPA of $\Pi_{\text{TSIPE}}$ cannot be true.

**Unforgeability.** If there exists an adversary $A$ with non-negligible advantage in $Game_{\text{IND-CPA},A_1,\ldots,A_a}$ or a $(\delta, \gamma)$-distributed adversary $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ with non-negligible advantage in $Game_{\text{TSIPE},A_1,\ldots,A_a}$ for our scheme $\text{TSIPE}$, we show that these adversaries can be used to construct an adversary $A_{\text{NIZK}}$ breaking the soundness property of the NIZKPoK proof system used to generate the SIP $\pi$. We analyze each case separately.

Assume by contradiction that there exists a $(\delta, \gamma)$-distributed adversary $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ with non-negligible advantage in $Game_{\text{Unfor}_{A_1,\ldots,A_n}}$, when executing $\text{TSIPE}$ from Figure 11. Such a $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ is able to generate a valid SIP $\pi$, which is a NIZKPoK taking as witness $(s, \rho, m, sk_{\text{TE}}, \rho_{sk})$. Hence, this adversary is generating $\pi$ for a ciphertext $c_b$ it cannot decrypt in order to obtain the encryption randomness and message $(s, \rho, m)$. We construct an efficient adversary $A_{\text{NIZK}}$ with black-box access to $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ that has a non-negligible advantage in breaking soundness (in Definition 29) property of the NIZK scheme as per Definition 27 or the IND-CPA security of $\text{TSIPE}$.

We construct an adversary $A_{\text{NIZK}}$ who breaks the soundness property of the NIZKPoK proof system with non-negligible probability given an internal copy of $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ with non-negligible advantage in $Game_{\text{Unfor}_{A_1,\ldots,A_n}}$. $A_{\text{NIZK}}$ proceeds as follows:

1. $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ picks the threshold parameter $(n, t)$ and chooses a subset $T \subset [n]$ of parties to corrupt, such that $|T| = |a| \leq t$.
2. $A_{\text{NIZK}}$ computes $(pk, \{sk_i\}_{i \in [n]}) \leftarrow \text{Setup}(1^\lambda, n, t)$ and forwards a $(sk_j)$ to $A_{j,TSIPE}$ for all $j \in T$, acting as the challenger of $Game_{\text{Unfor}_{A_1,\ldots,A_a}}$.
3. When $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ queries $\mathcal{O}_{\text{ParDec}}^{sk_i, c, T}$ with $(i, c)$, $A_{\text{NIZK}}$ sets $Q \leftarrow Q \cup c$ (where $Q$ initially empty) and answers the query with $\nu_i \leftarrow \text{ParDec}(sk_i, c)$ (which it can do since it has computed $\{sk_i\}_{i \in [n]}$). When $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ queries $\mathcal{O}_{pk}^{\text{Enc}}$ with $m$, $A_{\text{NIZK}}$ answers with $c \leftarrow \text{Enc}(pk, m)$.
4. $A_{\text{NIZK}}$ receives a tuple $(c', \pi')$ from $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$.
5. $A_{\text{NIZK}}$ returns $\pi'$.

It is clear that the $(\delta, \gamma)$-distributed adversary $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$'s view in the game $Game_{\text{Unfor}_{A_1,\ldots,A_n}}$ is indistinguishable from the view simulated by $A_{\text{NIZK}}$, since $A_{\text{NIZK}}$ executes $\text{Setup}(1^\lambda, n, t)$ and simulates $\mathcal{O}_{\text{ParDec}}^{sk_i, c, T}$ and $\mathcal{O}_{pk}^{\text{Enc}}$ exactly as in the game. Since we assume that $A_{1,TSIPE}, \ldots, A_{a,TSIPE}$ has non-negligible advantage in $Game_{\text{TSIPE},A_1,\ldots,A_a}$, it is able to generate $(c', \pi')$ such that $1 \leftarrow \text{Vf}(pk, c', \pi')$ where $c' \notin Q$. Hence, $\pi$ is a valid NIZKPoK for the SIP statement of $\text{TSIPE}$ that is generated without knowledge of the witness $(s, \rho, m, sk_{\text{TE}}^i, \rho_{sk})$, which violates the soundness and
proof of knowledge properties of the NIZKPok proof system. Thus, the existence of $A, \text{TSIPE}, \ldots, A, \text{TSIPE}$ that has non-negligible advantage in $\text{Game}_{\text{TSIPE}, A, \ldots, A}$ contradicts the security properties of NIZKPok.

Assume by contradiction that there exists an adversary $A$ with non-negligible advantage in $\text{Game}_{\text{TSIPE}, A}$. This adversary is able to generate a valid $\pi$ for a ciphertext for which it knows $(s, \rho, m)$ (i.e., the encryption randomness and plaintext message) without knowing a pair $(sk^s_{i}^\text{TE}, \rho_{sk})$. Once again, we can use $A$ to construct an adversary $A_{\text{NIZK}}$ that breaks the soundness and proof of knowledge properties of the NIZKPok proof system that is used to generate the SIP $\pi$ with non-negligible probability given $A$. $A_{\text{NIZK}}$ proceeds as follows:

1. $A$ picks the threshold parameter $(n, t)$.
2. $A_{\text{NIZK}}$ computes $(pk, \{sk_i\}_{i \in [n]}) \leftarrow \text{Setup}(1^\lambda, n, t)$.
3. $A_{\text{NIZK}}$ executes $(c', \pi') \leftarrow A_{\text{Dec}}^\text{TSIPE}(1^\lambda, pk)$.
4. When $A_{\text{TSIPE}}$, $A_{\text{TSIPE}}$, $\ldots$, $A_{\text{TSIPE}}$ queries $O_{sk, i \in [n]}^{\text{Dec}}$ with $(T, j, c)$, $A_{\text{NIZK}}$ computes $\nu_i \leftarrow \text{ParDec}(sk_i, c)$ for $i \in T$ and returns $(\pi, m) \leftarrow \text{Combine}(pk, sk_j, c_i \in T)$ (which it can do since it has computed $\{sk_i\}_{i \in [n]}$).
5. $A_{\text{NIZK}}$ returns $\pi'$.

It is clear that $A$'s view in the game $\text{Game}_{\text{TSIPE}, A, \ldots, A}$ is indistinguishable from the view simulated by $A_{\text{NIZK}}$, since $A_{\text{NIZK}}$ executes $\text{Setup}(1^\lambda, n, t)$ and simulates $O_{sk, i \in [n]}^{\text{Dec}}$ exactly as in the game. Since we assume that $A$ has non-negligible advantage in $\text{Game}_{\text{TSIPE}, A}$, it is able to generate $(c', \pi')$ such that $1 \leftarrow Vf(pk, c', \pi')$ where $c' \notin q$. Hence, $\pi$ is a valid NIZKPok for the SIP statement of TSIPE that is generated without knowledge of the witness $(s, \rho, m, sk_{k}^s_{i}^\text{TE}, \rho_{sk})$, which violates the soundness and proof of knowledge properties of the NIZKPok proof system. Thus, the existence of $A$ with non-negligible advantage in $\text{Game}_{\text{TSIPE}, A}$ contradicts the security properties of NIZKPok.

### Self-Incriminating Proof Extractability

Assume for the sake of contradiction that the protocol does not offer self-incriminating proof extractability. In that case, there exists a $(\delta, T)$-distributed adversary $A_{\text{TSIPE}, \ldots, A_{\text{TSIPE}}}$ that has advantage $\text{Adv}^{\text{SIP-SEC}}_{\text{TSIPE}, A_{\ldots, A}}$, such that there does not exist an extractor $k_{\text{EXT}}$ for at least one $i \in [a]$ that can output a value $\pi_i$ s.t. $Vf(pk, c, \pi_i) = 1$ with $\text{Success}_{\text{ EXT}} \geq \text{Adv}^{\text{SIP-SEC}}_{\text{TSIPE}, A_{\ldots, A}} - \text{negl}(\lambda)$. If this is the case, then it must be because no valid $\pi_i$ can be produced with non-negligible probability from $(pk, c, sk_i, \tau^\text{fast})$ even when $A_{\text{TSIPE}, \ldots, A_{\text{TSIPE}}}$ is able to distinguish the challenge ciphertext $c_i$. Observe that if this is the case, then it implies that no adversary $A_{\text{TSIPE}}$ for $i \in [a]$ has executed scratch correctly. However, this is not possible as it contradicts the IND-CPA security of TSIPE (as described above in TSIPE IND-CPA security proof). To see this, first, observe that the adversary needs to be able to learn a non-negligible amount of information about the message $m_i$ encrypted by the challenger. However, the message $m_i$ can only be derived by computing $H_2(s || w || q)$ where $w = (w_1 || \ldots || w_g)$ and $q = (q_1 || \ldots || q_g)$, for values $s || w || q$ that have high entropy and thus cannot be brute forced by a polynomial time adversary. More specifically, this input to the random oracle $H_2$ has at least $\beta \ast (\alpha - 2 \cdot \zeta) + \beta \ast (\beta - \zeta) = \beta \ast (\alpha - 2 \cdot \zeta)$ bit of entropy due to the computation $q_j \leftarrow \text{scratch}(s, z, w_j)$ for all $j \in [\beta]$ containing $\beta \ast (\alpha - 2 \cdot \zeta)$ bits of entropy (as each $w_j$ is $(\alpha - 2 \cdot \beta)$ bits and each $q_j$ is $\beta$ bits but it has first $\zeta$ bits are 0). Now, since $\alpha \geq 2 \beta$ (as defined in Figure 1) and $\beta \ast (\beta - \zeta) \geq 2\lambda$, we get that,

$$\beta \ast (\alpha - 2 \cdot \zeta) \geq \beta \ast (2\beta - 2 \cdot \zeta)$$

$$= 2\beta^2 - 2\beta - \beta\zeta$$

$$= \beta^2 - \beta\zeta + \beta^2 - 2\beta$$

$$= \beta \ast (\beta - \zeta) + \beta^2 - 2\beta$$

$$= 2\lambda + \beta^2 - 2\beta$$

$$\approx 2\lambda$$

for the security parameter $\lambda$. Hence, no polynomial-time adversary can brute-force these. Furthermore, observe that these are all derived using random oracles, and hence no, non-brute-force attack is possible. Thus, each $q_j$ must be computed using scratch taking as input the values $s, z$ and $w_j$, for all $j \in [\beta]$. This means that for some adversary $A_{\text{iTSIPE}}$ to learn $m_i$ it must have executed scratch correctly in which case Lemma 1 guarantees that there exists an extractor $k_{\text{EXT}}$ that obtains the $s$ from $\tau_i^\text{fast}$ for at least one sub-adversary $A_{\text{iTSIPE}}$. 
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Now, notice that the extractor $k_{EXT_i}$ has obtained $s$ from $z_i^{fast}$, and each extractor $k_{EXT_j}$ is also given $c = (c_1, c_2, c_3, z)$ and the public key $pk$; so the Lemma 1 guarantees that the extractor $k_{EXT_j}$ can correctly compute $\beta$ number of nonces $\{w_1, \ldots, w_\beta\}$ in polynomial-time by running $q_j \leftarrow scratch(s, z, w_j)$ such that the first $\zeta$ bits of $q_j$ are zero (as described in Figure 1), for all $j \in [\beta]$. Then the extractor $k_{EXT_i}$ can compute $\rho = H_1(s \parallel w)$ using $(s, w)$ where $w = (w_1 \parallel \ldots \parallel w_\beta)$. Finally, the extractor $k_{EXT_i}$ can compute $m = c_3 \oplus H_2(s \parallel w \parallel q)$ where $q = (q_1 \parallel \ldots \parallel q_\beta)$. Next, see that the last values needed construct a valid $\pi_i$ using NIZKPoK is the public key $pk$ and the secret share $sk_i$ of the sub-adversary $A_i_{TSPE}$. Since $k_{EXT_i}$ is also given $sk_i = (sk_i^{TE}, \rho_{sk_i})$, hence it can compute a valid proof $\pi_i$. Thus we can conclude that $\Pi_{TSPE}$ has Self-Incriminating Proof Extractability when $scratch$ is MPC-hard as per defined in Figure 1.