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ABSTRACT

In recent years, cloud vendors have started to supply paid services for data analysis by providing interfaces of their well-trained neural network models. However, customers lack tools to verify whether outcomes supplied by cloud vendors are correct inferences from particular models, in the face of lazy or malicious vendors. The cryptographic primitive called zero-knowledge proof (ZKP) addresses this problem. It enables the outcomes to be verifiable without leaking information about the models. Unfortunately, existing ZKP schemes for neural networks have high computational overheads, especially for the non-linear layers in neural networks.

In this paper, we propose an efficient and extensible ZKP framework for neural networks. Our work improves the performance of the proofs for non-linear layers. Compared to previous works relying on the technology of bit decomposition, we convert complex non-linear relations into range and exponent relations, which significantly reduces the number of constraints required to prove non-linear layers. Moreover, we adopt a modular design to make our framework compatible with more neural networks. Specifically, we propose two enhanced range and lookup proofs as basic blocks. They are efficient in proving the satisfaction of range and exponent relations. Then, we constrain the correct calculation of primitive non-linear operations using a small number of range and exponent relations. Finally, we build our ZKP framework from the primitive operations to the entire neural networks, offering the flexibility for expansion to various neural networks.

We implement our ZKPs for convolutional and transformer neural networks. The evaluation results show that our work achieves over 168.6× (up to 477.2×) speedup for separated non-linear layers and 41.4× speedup for the entire ResNet-101 convolutional neural network, when compared with the state-of-the-art work, Mystique. In addition, our work can prove GPT-2, a transformer neural network with 117 million parameters, in 287.1 seconds, achieving 35.7× speedup over ZKML, which is a state-of-the-art work supporting transformer neural networks.

1 INTRODUCTION

In the past decade, neural networks in deep learning have gained unprecedented focus in various fields, such as medical examination [28, 41], industrial fault detection [31, 33], natural language processing [48, 56, 61], and so on. Therefore, many customers are content with subscribing to a paid service known as Machine-Learning-as-a-Service (MLaaS), where cloud vendors such as Amazon [2], Google [26], and OpenAI [42] offer cloud-based platforms for data analysis through their deep learning models.

However, in the traditional MLaaS framework, customers lack tools to verify whether outcomes supplied by cloud vendors are indeed predictions of particular models because well-trained models are regarded as intellectual property and secret to customers. This lack of transparency leads to the outcomes provided by cloud vendors being untrusted, subsequently limiting the application of MLaaS in safety-critical domains such as medical examination, where any erroneous result may lead to serious consequences.

The cryptographic primitive called Zero-Knowledge Proof (ZKP) addresses this problem. It enables the owner of the secret model to convince customers that the results are correct predictions, while preserving the model’s privacy. Considerable efforts [10, 16, 17, 35, 38, 40, 55, 60] have been directed toward developing ZKPs for neural networks, but their high computational costs make them hard to deploy practically. For example, a state-of-the-art work called zkCNN [40] requires more than 50 seconds to complete a proof for the inference of the VGG-11 model [53] with a single CIFAR-10 image [12] as input. It is thousands of times longer than performing the inference without zero-knowledge proofs.

We notice that the main focus of these previous works [17, 38, 40, 60, 68] is on the proof for linear layers in neural networks, such as convolutional and fully-connected layers. However, their inefficient schemes for non-linear layers hinder further improvement of the overall performance. For example, Mystique [60], a well-known ZKP scheme for convolutional neural networks (CNNs) [45], requires more than 90 percent of the total runtime for non-linear layer proofs. Moreover, in the era of large language models, transformer neural networks such as GPT [48, 49] are playing an increasingly important role. Nevertheless, most previous ZKP schemes [16, 17, 40, 55] for CNNs cannot be extended to handle complex non-linear layers in transformers, such as Softmax and GELU layers. While Mystique [60] and ZKML [10] are capable of generating proofs for complex non-linear layers, their huge computational
costs hinder their practical deployment, with the process taking several hours to produce non-linear layer proofs for GPT-2 [49].

In summary, the challenges related to non-linear layers are twofold. First, generating proofs for these non-linear layers is a significant performance bottleneck, reducing the overall efficiency of proving entire neural networks. Second, ZKP solutions [16, 40, 55] tailored for a specific non-linear layer struggle to be used in other non-linear layers. This limits the extension to more neural networks. Addressing the challenges associated with non-linear layers is crucial to developing ZKPs for neural networks.

In this paper, we propose an efficient and extensible ZKP framework for neural networks. In this framework, we employ Vector Oblivious Linear Evaluation (VOLE) as our proving backend. The VOLE backend is adept at proving large-scale computation with a small memory requirement, and thus it is well-suited for constructing zero-knowledge proofs for large-scale neural networks.

Our work addresses the challenges related to non-linear layer proofs. We employ the range and lookup proofs to prove the correctness of these non-linear layers, with our technique that utilizes a small number of range and exponent relations to constrain the correctness of non-linear operations. Compared to the bit decomposition method used in previous works [16, 38, 40, 55, 60], which requires decomposing each input and output of non-linear operations into Boolean values and proving that they satisfy particular Boolean circuits with hundreds of relations, our approach greatly reduces the required relations and improves the proving efficiency. Moreover, we adopt a modular design to make our framework compatible with more neural networks. Specifically, we propose two enhanced VOLE-based range and lookup proofs as basic blocks. They are efficient in proving the satisfaction of range and exponent relations. Then, we constrain the correct calculation of primitive non-linear operations using a small number of range and exponent relations. Finally, we build our ZKP framework from the primitive operations to the entire neural networks, offering the flexibility for expansion to various neural networks.

Our proposed VOLE-based range and lookup proofs are of independent interest. For the range proof, we follow previous works [13, 14] that leverage Legendre’s theorem, which implies integers that can be decomposed into three integer squares are positive. Unfortunately, the step of identifying these three squares is a performance bottleneck in our proving framework. Hence, we optimize the searching method in [47], improving its expected time complexity from $O(b^3)$ to $O(b)$, where $b$ denotes the bit length of integers. For the lookup proof, we adopt the subset lemma proposed in [19] to prove all lookup elements are in an exponent table, where the most time-consuming step is to sort the lookup elements. We perform the sorting process by grouping together elements with identical values, which is the optimal sorting method for our setting, where the elements exhibit only a few distinct values.

**Our contributions.** The following is a summary of contributions:

- We propose a ZKP framework for neural networks. Our framework achieves the following properties at the same time.
  - **Efficient.** Our work improves performance by optimizing non-linear layer proofs. We convert complex non-linear relations into range and exponent relations, which significantly reduces the number of constraints required to prove non-linear layers and thus improves the proving efficiency.
  - **Practical.** Our work is carefully designed to be compatible with existing well-studied neural networks that have high-accuracy performance. For example, we can straightforwardly generate proofs for various neural networks [30] in PyTorch [46], a well-known machine learning library.
  - **Extensible.** Our work adopts a modular design, offering the flexibility for expansion to various neural networks. We construct our ZKP framework from the fundamental primitive operations to the entire neural networks, such as convolutional and transformer neural networks.

- We propose two VOLE-based range and lookup proofs as the basic blocks of our ZKP framework for neural networks. They are of independent interest and fully compatible with other VOLE-based proofs [60, 63]. By improving the searching method to identify three squares in the range proof and employing an optimal sorting method tailored to our setting in the lookup proof, both proofs demonstrate outstanding efficiency and are competitive with other existing range and lookup proofs.

- We implement our zero-knowledge proofs for convolutional and transformer neural networks. The evaluation results show that our implementation achieves over 168.6× (up to 477.2×) speedup for separated non-linear layers and 41.4× speedup for the entire ResNet-101 convolutional neural network, when compared with the state-of-the-art VOLE-based work, Mystique [60]. In addition, our work can prove GPT-2, a transformer neural network with 117 million parameters, in 287.1 seconds achieving 35.7× speedup over ZKML [10], which is a state-of-the-art work that supports transformer neural networks.

### 1.1 Related Works

**Zero-knowledge proof for neural networks.** Considerable efforts have been directed toward developing zero-knowledge proofs for neural networks. Most previous works [16, 17, 35, 38, 40, 60, 68] primarily focus on the proof for linear layers using different proving backends such as zkSNARK [20, 27], GKR protocols [25, 62], and VOLE [3, 63]. To generate non-linear layer proofs, these works rely on bit decomposition, whose huge computational costs hinder their practical deployment. Recently, [17] proposed a ZENO language to provide a ZKP framework for neural networks, but it only supports CNNs and cannot be extended to other neural networks like transformers. The concurrent works [10, 29, 54] employ lookup proofs to construct non-linear layer proofs. Specifically, ZKML [10] employs Halo2 [67] as the ZKP backend to support transformer neural networks, but it requires several hours to generate a proof for GPT-2 [49]. The work [29] utilizes the lookup proof that is based on ZK-RAM [64] to build non-linear layer proofs. However, their scheme cannot be directly deployed into neural networks due to the lack of compatibility with existing networks in practice. zkLLM [54] is a GPU-accelerated scheme customized for transformer neural networks, while our work targets providing an efficient and extensible framework for various neural networks on CPUs. All of the above works are about the inference procedure of neural networks. Other recent works [21, 52, 55] attempt to generate proofs for the training procedure of machine learning models.
Range and lookup proofs. Range and lookup proofs serve as the basic blocks in numerous private-preserving applications [7, 22]. Many recent works have been dedicated to advancing these two types of proofs. For range proofs, existing works [8, 13, 14, 22, 57, 58] typically are divided into two categories [11] involving digital decomposition and square decomposition. Our range proof adopts square decomposition, whereas previous works [13, 14, 22] utilize the searching method in [47] to identify decomposed squares. This searching method becomes a performance bottleneck in our proving framework. Thus, we further optimize this method and improve its efficiency. For lookup proofs, previous works [15, 18, 51, 65, 66] mainly focus on optimizing proofs involving large lookup tables. Conversely, the lookup table used in our setting is relatively small. Hence, we adopt the subset lemma introduced in [19] to build the VOLE-based lookup proof, which is well-suited for our setting.

2 DESIGN OVERVIEW

At a high level, we design zero-knowledge proof (ZKP) for neural networks in machine-learning-as-a-service (MLaaS) setting, where we enable the service provider to supply, alongside the prediction outcome, a proof that convinces customers the outcome is really generated by the intended model. In addition, this proof leaks no information about the model’s parameters.

To make our work compatible with a broader range of neural networks, we adopt a modular design. Figure 1 outlines the overview of our framework. First, we propose two enhanced range and lookup proofs as basic blocks. They are efficient in proving the satisfaction of range and exponent relations. Then, we constrain the correct calculation of non-linear operations with a small number of range and exponent relations. Finally, we assemble the design modules to build our ZKP scheme for the entire neural network. Below, we give insights into our design modules.

Basic block 1: Range proof. Range proof is the basic block to prove a secret value $x$ is within a certain range, such as $[0, B]$, where $B$ is a range bound. In our setting, the requirement for millions of range proofs makes their efficiency significantly affect the performance of the entire framework. However, existing range proofs [8, 13, 14, 57, 58] cannot meet our efficiency requirement.

Our range proof is constructed based on the three-square decomposition lemma, which states that there exist three integers \{yi\}_{i \in [1,3]} such that $4x(B - x) + 1 = \sum_{i=1}^{3} y_i^2 x_i$ if and only if $x$ being in the range $[0, B]$. To efficiently find these three integers, we optimize the searching method in [47], improving its expected time complexity from $O(b^2)$ to $O(b)$, where $b$ denotes the bit length of $x$. Our method initially identifies the largest even integer $y_1$ such that $4x(B - x) + 1 = y_1^2 + q$ and $q$ is a prime. Next, Fermat’s two-square theorem states that the prime $q$ can be expressed as the sum of two squares when $q \equiv 1 \pmod{4}$. We determine two integers $y_2$ and $y_3$ from a precomputed table containing two-square decompositions of primes. This table does not need to be large because the prime $q$ is small in most of our cases. In the case when $q$ is large, we can still use the method in [47] to find the decomposed integers.

One remaining issue is that the above approach only works on integers, not on finite field elements. We bridge this gap by leveraging the shortness test [13] to ensure that $x$ and \{yi\}_{i \in [1,3]} are small enough so that the phenomenon of wrapping around in the finite field cannot occur. In this case, the finite field elements can effectively be treated as integers. Section 4 presents more details about our range proof.

Basic block 2: Lookup proof. Lookup proof is the basic block to prove a secret vector $x$ belongs to a public table \{ti\}_{i \in [1,d]} where $d$ denotes the table size. In our setting, we utilize lookup proof to prove the satisfaction of exponent relations. As shown in Figure 2, the pair of two numbers appearing in the exponent table infers their exponent relation, where the exponent table holds integers and their corresponding powers. In our setting, we only need a small exponent table with a few hundred elements. Therefore, we should design our lookup proof that is suitable for this setting.

We construct our lookup proof based on the subset lemma [19], which states that the equivalence of two polynomials $g$ and $h$ leads to an ordered set $X := \{x_i\}_{i \in [1,n]}$ being the subset of a table $T := \{t_i\}_{i \in [1,d]}$, indicating each $x_i$ belongs to the table $T$. The polynomial $g$ is related to the public table $T$ and the set $X$ known by the prover, while the polynomial $h$ is associated with the set $S$, representing the union set \{X, T\} sorted by $T$, which is not readily available to the prover.

Therefore, the prover must obtain $S$ before proving the equivalence of two polynomials. Although using the quick sort algorithm to obtain $S$ has a time complexity of $O(n \log n)$, we perform the sorting process by grouping together elements with identical values, which is the optimal sorting method for our setting where the elements exhibit only a few distinct values. This adjustment allows us to obtain $S$ in $O(n)$ time complexity. With $S$ prepared, we prove the equivalence of two polynomials using the polynomial proof studied in [63]. Section 5 gives details about our lookup proof.

Constraints for non-linear operations. Our work utilizes the range and exponent relations to constrain the correct calculation of non-linear operations used in neural networks. We complete the constraining process with two steps. First, we employ the range and exponent relations to constrain the correct calculation of primitive non-linear operations, such as round and bit-shift operations, with details in Section 6.1. Second, We employ these primitive operations to build the constraints for non-linear layers in neural networks, with details in Section 6.2. For an intuitive demonstration, we show a simple example to explain the logic behind our method.

In this example, we use $B = 2^k$ and $0 \leq x - By < B$ to constrain the result $y$ calculated from $b$-bit right shift on integer $x$. Logically, the $b$-bit right shift means discarding the last $b$ bits of $x$. Therefore, the difference between $x$ and $By$ corresponds to the value of the last $b$ bits, which is less than $B = 2^b$. Therefore, we have $0 \leq x - By < B$. Furthermore, we could prove the integer $y$ satisfying the above two relations is unique. If there is another $y$ satisfying $0 \leq x - By < B$, we set $\tilde{y} = y + t$, where $t$ is a non-zero integer. Then, we have $0 \leq x - B(y + t) < B$, which conflicts with $0 \leq x - By < B$.

In summary, our method only requires a single range relation and a single exponent relation to constrain the correct calculation of the right shift operation. We achieve a reduction by around two orders of magnitude compared to the previous works using bit decomposition. Such works prove each bit of the input $x$ and output $y$ is correctly decomposed and the previous bits in $x$ are the same as the bits in $y$, requiring hundreds of relations in total.
Assemble together. We assemble the design modules into our ZKP framework for neural networks. The insight of this step is straightforward. Briefly, we convert the non-linear relations in neural networks into range and exponent relations, whose satisfaction is proven through our range and lookup proofs, respectively. For the linear relations in neural networks, we convert them to matrix multiplication, and its correct calculation is proven through polynomial proofs discussed in previous studies [60, 63]. This approach ensures that both linear and non-linear relations are addressed within our ZKP framework.

However, an issue remains. Typically, the calculation of neural networks involves floating-point operations, but these operations are not ZKP-friendly. For example, merely proving the addition of two floating-point numbers requires more than a hundred constraints [23]. Large-scale neural networks cannot tolerate such overhead. As a solution, existing ZKP schemes [16, 38, 40, 60] for neural networks, including ours, opt for approximating these floating-point numbers to integers or fixed-point numbers.

To minimize the loss of accuracy caused by approximation, we design our ZKP framework to make it compatible with existing approximated neural networks that have high accuracy. For example, our framework can work with the approximated ResNet-101 networks in PyTorch [46], a prominent library for machine learning. It achieves an accuracy of 93.79% on the CIFAR-10 dataset, dropped by only 0.04% compared to the original ResNet-101 network.

3 PRELIMINARIES

3.1 Notation

We use \( \lambda \) and \( \rho \) to denote the computational and statistical security parameters, respectively. We use \( \mathbb{F}_p \) to denote a finite field with prime order \( p \). We use \( x \leftarrow S \) to denote that sampling \( x \) uniformly at random from a finite set \( S \). For \( a, b \in \mathbb{N} \), we denote the set \( \{a, ..., b\} \) by \( [a, b] \), and the set \( \{a, ..., b - 1\} \) by \( [a, b) \). We employ the finite field \( \mathbb{F}_p \) to encode the signed integers between \( [-\frac{p}{2}, \frac{p}{2}) \) in a natural way. We use bold lower-case letters like \( \mathbf{x} \) to denote vectors, and \( x_i \) is the \( i \)-th element in \( \mathbf{x} \).

3.2 VOLE and IT-MACs

Vector Oblivious Linear Evaluation (VOLE) [5] is a secure two-party protocol for generating correlations that consist of a global key \( \Delta \in \mathbb{F}_p \) and three vectors \( (x, m, k) \) with the relations \( m_i = k_i - \Delta \cdot x_i \) for \( i \in [1, n] \), where \( x, m, \) and \( k \) belong to \( \mathbb{F}_p^n \). In our setting, the VOLE correlation is used as Information Theoretic Message Authentication Codes (IT-MACs) to authenticate values over \( \mathbb{F}_p \). Specifically, let \( \Delta \in \mathbb{F}_p \) be a global key, known only by the verifier \( V \). A value \( x \in \mathbb{F}_p \) known by the prover \( P \) is authenticated following the functionality in Figure 3 by giving \( V \) a local key \( k \in \mathbb{F}_p \) and giving \( P \) a tag \( m \in \mathbb{F}_p \). We denote the authentication code by \( [x] = (x, m, k) \), where \( P \) holds \( (x, m) \) and \( V \) holds \( k \).

The random values can be efficiently authenticated by the recent LPN-based VOLE protocols [6, 59], exhibiting communication complexity that is sublinear relative to the number of random values. To authenticate the non-random value \( x \), \( P \) and \( V \) begin by getting an authenticated random value \([r]\). Next, \( P \) sends the difference \( d = x - r \in \mathbb{F}_q \) to \( V \) and then both parties compute \([x] = [r] + d\), leveraging the additive homomorphic property inherent in VOLE correlations. Specifically, given \([x_1], ..., [x_n]\) and public coefficients \( c_0, c_1, ..., c_n \), the parties can locally compute \([y] = \sum_{i=1}^n c_i [x_i] + c_0 \) without any communication.
3.3 Zero-knowledge Proof

Zero-knowledge proof (ZKP) is a cryptographic primitive that allows a prover \( P \) to convince a verifier \( V \) that a statement is true without leaking any information about the prover’s secret witness. Same as other VOLE-based zero-knowledge proofs [63], we present the definition of zero-knowledge proof in the Universal Composability (UC) framework [9] with the ideal functionality \( F_{authZK} \) shown in Figure 4. UC framework is the general-purpose security framework for the analysis of cryptographic protocols. Briefly, we say that a protocol \( \Pi \) UC-realizes an ideal functionality \( F \) if we cannot distinguish the world where the prover and the verifier execute the real protocol \( \Pi \) and the world where two parties perform the ideal functionality \( F \). A more formal description about UC framework are shown in Appendix A.

Recent works [4, 63] have explored efficient VOLE-based proving protocols that achieve the polynomial command of the ideal functionality \( F_{authZK} \). These protocols follow the commit-and-prove paradigm, where they consider authentication codes as a form of commitment and then prove the committed values satisfy particular relations by running a consistency-check procedure. In this paper, we support proving protocols that achieve other commands of the ideal functionality listed in Figure 4 using the same commit-and-prove paradigm. These protocols are basic blocks of our ZKP framework for neural networks.

3.4 Tools for Range Proof

3.4.1 Three-Square Decomposition. Legendre’s three-square theorem states that a natural number \( x \) can be represented as the sum of three squares of integers \((x = y_1^2 + y_2^2 + y_3^2)\) if and only if \( x \) is not of the form \( x = 4^m(8n + 7) \) for non-negative integers \( m \) and \( n \). This theorem infers the following lemma, showing the necessary and sufficient condition for an integer \( x \) to be in the range \([0, B]\).

**Lemma 3.1.** Let \( x \in \mathbb{Z} \) be an integer. It holds that \( x \in [0, B] \) if and only if there exists three integers \( y_1, y_2, y_3 \) satisfying \( 4x(B - x) + 1 = y_1^2 + y_2^2 + y_3^2 \).

3.4.2 Masking Scheme. We use an additive masking method to prevent information leakage in our range proof. The masking algorithm for value \( a \) in range \([0, V]\) works as follows: (1) Randomly pick a value \( r \) from \([0, V]\). We call \( r \) the mask and \( L \geq 1 \) the masking overhead. (2) Perform \( mask(a, r) \) that outputs \( a + r \) if \( a + r \in [0, V] \) or \( 0 \) otherwise. This masking algorithm has the properties shown in the following lemma.

**Lemma 3.2.** Let \( L \geq 1 \) be the masking overhead and \( r \) is uniformly chosen from \([0, V]\). For any value \( a \in [0, V] \), it holds that the probability of \( mask(a, r) \) outputting \( 0 \) is \( \frac{V}{1+L} \), which is less than \( 1/L \). The distribution of the output of \( mask(a, r) \) is uniform over \([0, V]\) if \( mask(a, r) \) does not output \( 0 \).

3.4.3 Shortness Test. We use the binary affine shortness test [13] to check whether all elements of a vector \( x \in (\mathbb{F}_p)^n \) are inside a specified range \([-K, K]_{\mathbb{F}_p}\). Specifically, for any vector \( x \in (\mathbb{F}_p)^n \) and any affine value \( \mu \in \mathbb{F}_p \), the binary affine shortness test \( BAST(x, \mu, K) \) works as follows: (1) Randomly pick a binary vector \( y \in \{0, 1\}^n \). (2) Compute \( \zeta = \mu + \sum_{i=1}^n y_i x_i \), and then output true if \( \zeta \in [0, K]_{\mathbb{F}_p} \).
or false otherwise. This shortness test method has the soundness property shown in the following lemma.

**Lemma 3.3.** Let \( \text{BAST} \) be the binary affine shortness test for any vector \( x \in \mathbb{F}_p^n \). Let \( K \) be the range bound and \( K \leq (p - 1)/2 \). For any affine value \( \mu \in \mathbb{F}_p \), if there is \( x_i \in x \) not in the range \( [-K, K]_{\mathbb{F}_p} \), the probability of \( \text{BAST}(x, \mu, K) \) outputs true is at most \( \frac{1}{2} \).

Note that Lemma 3.3 does not guarantee the correctness of the shortness test, that is, if all elements of the vector \( x \in \mathbb{F}_p^n \) are in the range \([-K, K]_{\mathbb{F}_p} \), we cannot imply the output of \( \text{BAST} \) is true.

### 3.5 Tools for Lookup Proof

#### 3.5.1 Subset Lemma

We use the subset lemma proposed in [19] to prove an ordered set of vectors \( X = \{x_i\}_{i \in [1, n]} \) being the subset of the table \( T = \{t_j\}_{j \in [1, d]} \). Let \( S = \{s_i\}_{i \in [1, n+d]} \). We define two polynomials \( g \) and \( h \) with \( \alpha, \beta, \gamma \) as variables:

\[
g(\alpha, \beta, \gamma) := (1 + \beta)^n \cdot \prod_{i=1}^{n} \left( \gamma + \sum_{k=1}^{\infty} \alpha^{-k-1} x_{ik} \right)
\]

\[
h(\alpha, \beta, \gamma) := \prod_{i=1}^{n+d-1} \left( (\gamma + \sum_{k=1}^{\infty} \alpha^{-k-1} t_{ik} + \beta t_{i+1+k} ) \right)
\]

where \( x_{ik}, t_{ik}, s_{ik} \) are the \( k \)-th elements of the vectors \( x_i, t_i, s_i \), respectively. The following lemma shows the necessary and sufficient condition for \( X \) to be a subset of \( T \).

**Lemma 3.4.** Given the ordered sets \( X, T, \) and \( S \), let \( g \) and \( h \) are two polynomials described by Equation (1) and Equation (2) with \( \alpha, \beta, \gamma \) as variables. It holds \( g(\alpha, \beta, \gamma) \equiv h(\alpha, \beta, \gamma) \) if and only if \( X \) is the subset of \( T \) and \( S \) is the union set \( \{X, T\} \) sorted by \( T \).

Here, the ordered set \( S \) is sorted by \( T \) when all elements in \( S \) are in the same order as they appear in \( T \). Formally, for any \( i \leq i' \) such that \( s_i \neq s_{i'} \), if there exists \( j, j' \) such that \( s_i = t_j, s_{i'} = t_{j'} \), then \( j < j' \).

### 4 ZERO-KNOWLEDGE RANGE PROOF

Zero-knowledge range proof enables the prover to convince the verifier that a secret value is in a certain range. It serves as a fundamental component in numerous private-preserving applications [7, 22] as well as the basic block of our ZKP framework for neural networks. In this section, we present a VOLE-based range proof, taking inspiration from prior works [13, 14] that leverage the three-square decomposition technique based on Lemma 3.1. Our approach enhances efficiency significantly by improving the search algorithm [47] for identifying three-square decompositions.

#### 4.1 Scheme

In our range proof, two parties are given public inputs that include a range bound \( B \) and identifiers \( \{id_i^j\}_{i \in [1, n]} \) corresponding to authentication codes \( \{x_i\}_{i \in [1, n]} \). It guarantees that the verifier only outputs true when each \( x_i \) is in the range \([0, B]\) for \( i \in [1, n] \). Below, we outline the core ideas behind our range proof, with the full details described in Figure 5.

Initially, the prover checks that each \( x_i \) is in the range \([0, B]\) by its own. If all checks pass, the prover can identify three integers \( \{y_i\}_{i \in [1, 3]} \) such that \( 4x_i(B - x_i) + 1 = \sum_{j=1}^{3} y_{ij}^2 \), which infers the corresponding integer \( x_i \) is in the range \([0, B]\) based on Lemma 3.1.

To efficiently find these three integers, we improve the searching method in [47]. First, we identify the largest even integer \( y_{i1} \) such that \( 4x_i(B - x_i) + 1 = y_{i1}^2 + q_i \), where \( q_i \) is a prime. This step is achieved by trying multiple \( y_{i1} \) from large to small, and the probability of each attempt being successful is \( O(1/b) \) according to the distribution of primes appearing among integers, where \( b \) denotes the bit length of \( x_i \). Second, Fermat’s two-square theorem states that the prime \( q_i \) can be expressed as the sum of two squares when \( q_i \equiv 1 \pmod{4} \). We determine these two integers \( y_{i2} \) and \( y_{i3} \) from a precomputed table that contains two-square decompositions of primes. This table does not need to be large because the prime \( q_i \) is small in most cases. Querying two-square decompositions from the table can be completed in \( O(1) \) time complexity. Thus, the expected time complexity of our approach is \( O(b) \).

**Figure 5: Protocol for the zero-knowledge range proof in the \( F_{\text{authZK}} \)-hybrid model.**
The phenomenon of wrapping around in the finite field could cause an issue remains. Our ZKP framework works on the finite field \( \mathbb{F}_p \). The phenomenon of wrapping around in the finite field could cause this equation to hold over the finite field, but not hold over integers.

We use the shortness test shown in Section 3.4.3 to ensure that \( x_i \) and \( \{y_{ij}\}_{j \in \{1, 3\}} \) are small enough that wrapping around does not occur. Specifically, the verifier picks 4\( n \) random binary challenges and sends these challenges to the prover, where \( R \) is the repeat number to reduce the soundness error in the shortness test. The prover responds with the linear combination of these binary challenges and \( \{y_{ij}\}_{j \in \{0, 3\}} \) with \( y_{0i} \coloneqq x_i \). To avoid leaking information about the secret \( x_i \), we mask the linear combination value using the additive masking method shown in Section 3.4.2.

Finally, the following three points are checked by the verifier to ensure that \( x_i \) is in the range \([0, B]\) for \( i \in \{1, n\} \):

- The challenge responses from the prover pass all shortness tests. It is achieved by checking the response values are in the range \([4nB, 4nBL]\), where \( L \) is the masking overhead.
- The decomposed three elements satisfy the equation \( 4x_j (B - x_j) + 1 = \sum_{j=1}^{3} y_{ij}^2 \). It is achieved by invoking the (poly) command of \( \mathcal{F}_{\text{authZK}} \) to verify the evaluation of polynomial \( f(x_1, y_{11}, y_{12}, y_{13}) = \sum_{j=1}^{3} y_{ij}^2 - 4x_j (B - x_j) - 1 \) equals zero for all \( i \in \{1, n\} \).
- The shortness test challenge responses from the prover are indeed masked linear combinations. It is achieved by locally subtracting the authentication codes of these linear combinations from the response values using the additive homomorphic property. Subsequently, they execute CheckZero, where the prover forwards tags of the authenticated results to the verifier, who checks that these tags are equal to the corresponding local keys.

**Theorem 4.1.** Let \( B \) be the range bound, \( R \) be the repetition number of shortness tests in Section 3.4.3, \( L \) be the masking overhead shown in Section 3.4.2, \( n \) be the scale of input, and \( K \coloneqq 4nBL \). If \( 4K^2 + 4BK + 1 \leq \frac{p-1}{2} \), the protocol \( \Pi_{\text{Range}} \) shown in Figure 5 UC-realizes the (range) command of functionality \( \mathcal{F}_{\text{authZK}} \) in the presence of a static, malicious adversary with correctness error at most \( \frac{B}{2} \) and statistical soundness error at most \( \max(\frac{B}{2}, \frac{1}{p} + \frac{1}{2K}) \) in the \( \mathcal{F}_{\text{authZK}} \)-hybrid model.

The security proof of this theorem can be found in Appendix B. Given the range bound \( B \), the number \( n \), and a finite field \( \mathbb{F}_p \), we can choose suitable parameters \( L \) and \( R \) such that \( \frac{B}{2} \leq 2^{-p} \) and \( \frac{1}{p} + \frac{1}{2K} \leq 2^{-p} \). For example, when \( B = 2^{32}, n = 2^{20}, \) and \( p = 2^{254} \), we can choose \( L = 2^{46} \) and \( R = 42 \) to achieve at least 40-bit statistical security with \( 4K^2 + 4BK + 1 \leq \frac{p-1}{2} \).

5 Zero-Knowledge Lookup Proof

Zero-knowledge lookup proof allows the prover to convince the verifier that a secret vector is in a public table. We utilize lookup proof to prove exponent relations between two numbers by showing that they appear in the same row of the exponent table, as shown in Figure 2. In our setting, we only need a small exponent table with a few hundred elements. Therefore, we employ the subset lemma [20] shown in Section 3.5 to design a VOLE-based lookup proof tailored to this setting.

**Protocol \( \Pi_{\text{Lookup}} \)**

Let \( d \) be the table size, \( w \) be the dimensions of each element in the table, and \( n \) be the number of lookups.

**Input:** The prover \( \mathcal{P} \) and the verifier \( \mathcal{V} \) are given public inputs that include a table \( T \coloneqq \{t_j\}_{j \in \{1, d\}} \) and identifiers \( \{id_1^j\}_{j \in \{1, n\}} \), where \( t_j \in (\mathbb{F}_p)^w \) and \( id_j^i \coloneqq \langle id_{i1}, \ldots, id_{iw} \rangle \). These identifiers are corresponding to authentication codes \( \{x_{ij}\}_{j \in \{1, n\}} \) with \( x_j \in (\mathbb{F}_p)^w \).

**Lookup Proof:** \( \mathcal{P} \) convinces \( \mathcal{V} \) that all elements of \( X \) are in the table \( T \) as follows:

1. If any \( x_i \notin T \) for \( i \in \{1, n\} \), \( \mathcal{P} \) sends \( \bot \) to \( \mathcal{V} \), and \( \mathcal{V} \) outputs false and aborts. Otherwise, \( \mathcal{P} \) calculates the set \( S := \{s_i\}_{i \in \{1, n+d\}} \) that is the union set \( \{X, T\} \) sorted by \( T \).
2. For \( i \in \{1, n + d\} \), \( \mathcal{P} \) and \( \mathcal{V} \) select identifiers \( id_i^j \). Next, they invoke the (auth) command of \( \mathcal{F}_{\text{authZK}} \), which returns authentication codes \( \{s_i\} \) to the parties.
3. \( \mathcal{V} \) samples three random elements \( (r_1, r_2, r_3) \) from the finite field \( \mathbb{F}_p \), and sends them to \( \mathcal{P} \).
4. \( \mathcal{P} \) and \( \mathcal{V} \) define two polynomial \( g'(X) \) and \( h'(S) \) that are same as \( g(\alpha, \beta, \gamma) \) and \( h(\alpha, \beta, \gamma) \) in Section 3.5 but with \( X, S \) as variables and \( (\alpha, \beta, \gamma) \) as coefficients. \( \mathcal{P} \) and \( \mathcal{V} \) define the polynomial \( l'(X, S) = g'(X) - h'(S) \), and send \( \langle \text{poly}, l', \langle (id_1^j)_{j \in \{1, n+d\}}, \{id_1^j\}_{j \in \{1, n+d\}} \rangle \rangle \) to \( \mathcal{F}_{\text{authZK}} \). Finally, \( \mathcal{V} \) outputs what \( \mathcal{F}_{\text{authZK}} \) outputs.

**Figure 6:** Protocol for the zero-knowledge lookup proof in the \( \mathcal{F}_{\text{authZK}} \)-hybrid model.

5.1 Scheme

In our lookup proof, two parties are given public inputs that include a table denoted as \( T := \{t_j\}_{j \in \{1, d\}} \) and identifiers \( \{id_1^j\}_{j \in \{1, n\}} \), where \( t_j \in (\mathbb{F}_p)^w \) and \( id_j^i \coloneqq \langle id_{i1}, \ldots, id_{iw} \rangle \). These identifiers are corresponding to authentication codes \( \{x_{ij}\}_{j \in \{1, n\}} \) with \( x_j \in (\mathbb{F}_p)^w \). The protocol guarantees that the verifier only outputs true when \( x_j \) are in the table \( T \) for all \( i \in \{1, n\} \). Below, we outline the key ideas of our scheme that implements the lookup proof. The details of our scheme are described in Figure 6.

First, the prover checks that each \( x_i \) is in the table \( T \) by its own. If all checks pass, the prover prove to the verifier the equivalence of two polynomial \( g(\alpha, \beta, \gamma) \) and \( h(\alpha, \beta, \gamma) \) shown in Section 3.5, which infers \( x_i \) is in the table \( T \) using Lemma 3.4.

The coefficients of \( g(\alpha, \beta, \gamma) \) are related with the public table \( T \) and the set \( X = \{x_i\}_{i \in \{1, n\}} \) known by the prover, while the coefficients of \( h(\alpha, \beta, \gamma) \) correlate with \( S \), the union set \( \{X, T\} \) sorted by \( T \). The set \( S \) is not readily available to the prover. Therefore, the prover must first obtain \( S \) before proving the equivalence of two polynomials. Although using the quick sort algorithm to compute \( S \) has a time complexity of \( O(n \log n) \), but this part is still the performance bottleneck in the protocol. We perform the sorting process by grouping together all elements of the union set \( \{X, T\} \) with identical values, which is the optimal sorting method for our setting where the elements exhibit only a few distinct values. This adjustment allows us to obtain \( S \) in \( O(n) \) time complexity.
Following the above steps, we define a polynomial \( l(\alpha, \beta, \gamma) := g(\alpha, \beta, \gamma) - h(\alpha, \beta, \gamma) \). Based on Schwartz-Zippel Lemma, when the verifier randomly samples \((r_1, r_2, r_3) \leftarrow (F_p)^3\) as the inputs to the polynomial \( l \), the probability of \( l(r_1, r_2, r_3) = 0 \) is negligible if two polynomials \( g \) and \( h \) are not equivalent. Thus, the final step is to prove that the evaluation of polynomial \( l \) equals zero at a random point \((r_1, r_2, r_3)\). Two parties invoke the (poly) command of \( F_{\text{authZK}} \), which utilizes the authentication codes of \( X \) and \( S \) to check the evaluation of the polynomial \( l'(X,S) \) equals zero, where \( l' \) is same as \( l \) but with \( X \) and \( S \) as variables and \((\alpha, \beta, \gamma) := (r_1, r_2, r_3)\) as coefficients. Finally, the verifier outputs what \( F_{\text{authZK}} \) outputs.

**Theorem 5.1.** Let \( d \) be the table size, \( w \) be the dimensions of the elements in the table, \( n \) be the lookup number. The protocol \( \Pi_{\text{lookup}} \) shown in Figure 6 UC-realizes the (lookup) command of functionality \( F_{\text{authZK}} \) in the presence of a static, malicious adversary with statistical soundness error at most \((n+d)(w+1)/p \) in the \( F_{\text{authZK}} \)-hybrid model.

The security proof of this theorem is in Appendix C.

### 6 ZKP For Non-linear Operations

In this section, we present our ZKPs for non-linear operations used in neural networks. The core idea of our work is to constrain the correct calculation of these non-linear operations by range and exponent relations, whose satisfaction can be further proved using range and lookup proofs discussed in the above two sections.

We complete the constraining process with two steps. In Section 6.1, we employ the range and exponent relations to constrain the primitive operations, such as round and bit-shift operations. In Section 6.2, we obtain the constraints for the non-linear layers in neural networks using the constraints for these primitive operations.

Note that some non-linear operations, such as the max operation, exhibit both non-linear and linear characteristics. These operations are additionally subject to constraints via polynomial relations that can be proved by polynomial proofs studied in previous work [63].

#### 6.1 Constraints for Primitive Operations

Table 1 outlines the constraints for primitive non-linear operations. We carefully design these constraints to guarantee that the calculation results of these primitive operations are correct and unique. All constraints are on the finite field, where the elements are effectively treated as integers by employing additional shortness tests, shown in Section 3.4.3, to ensure the elements are small enough so that the phenomenon of wrapping around in the finite field cannot occur. In the following, we describe the underlying logic of these constraints for each primitive operation.

**Max Operation.** The max operation identifies the maximum value within a given set, donated as \( q_{\text{max}} = \max(q_1, \ldots, q_n) \). Obviously, each element in the set maintains a non-negative difference with the maximum value \( q_{\text{max}} \), satisfying the range relation:

\[
0 \leq q_{\text{max}} - q_i \quad \forall i \in [1, n].
\]

In addition, \( q_{\text{max}} \) is equal to at least one element in the set. This constraint is described using a polynomial relation:

\[
\prod_{i=1}^{n} (q_{\text{max}} - q_i) = 0.
\]

If \( q_{\text{max}} \) is not equal to any \( q_i \), the value on the left side of the equation would not be 0.

Next, we argue that \( q_{\text{max}} \), satisfying the above two relations, is unique. If there is another \( q_{\text{max}}^* \) such that \( q_{\text{max}}^* = q_{\text{max}} + t \), where \( t \) is a non-zero element. It follows that \( 0 \leq q_{\text{max}} - q_i + t \) for all \( i \in [1, n] \). By choosing \( q_1 = q_{\text{max}} \), we get \( t \) must be positive, which is conflicted with \( q_{\text{max}} \) being the maximum value.

Overall, the above two relations ensure that the result of the max operation is correct and unique.

**Min Operation.** The min operation gets the minimum value within a given set, donated as \( q_{\text{min}} = \min(q_1, \ldots, q_n) \). The result \( q_{\text{min}} \) is constrained by the range relation:

\[
0 \leq q_i - q_{\text{min}} \quad \forall i \in [1, n].
\]

The underlying logic of constraints for the min operation is the same as the constraints for the max operation.

**Sign Operation.** The sign operation, donated as \( s = \text{sign}(q) \), identifies the sign of a given element. It returns \(+1\) for positive elements, \(-1\) for negative ones, and 0 for zero. First, the sign operation implies that \( s \) inherently shares the same sign as the element \( q \), establishing the range relation:

\[
0 \leq q - s
\]

It is worth noting that this relation also guarantees that \( s \) must be zero when \( q \) is zero. Next, we need to constrain \( s \) within the values \( \{+1, 0, -1\} \) through the polynomial relation:

\[
(s-1)(s+1)(s^2 + q^2) = 0,
\]

It guarantees that \( s \) must be \(-1\) or \(+1\) when \( q \) is not zero.

We argue that \( s \), satisfying the above two relations, is unique. When \( q \) is zero, the inequality \( 0 \leq -s^2 \) from the range relation implies \( s = 0 \). When \( q \) is not zero, the polynomial relation restricts \( s \) to be either \(+1\) or \(-1\), and the range relation ensures \( s \) matches the sign of \( q \), thereby confirming the uniqueness of \( s \).

**Absolute Value Operation.** This operation yields the absolute value of a given element, donated as \( |q| = \text{abs}(q) \). We notice that the constraints for the result \( |q| \) can be easily established based on the sign operation. Initially, we constrain \( s \) to be the sign of \( q \). Following this, the polynomial relation \( |q| = s q \) ensures the result \( |q| \) is correct. It also guarantees \( |q| \) being unique due to the uniqueness of \( s \).

**Right Shift Operation.** The right shift operation, denoted as \( m = q \gg b \), produces the result by discarding the last \( b \) bits of the binary form of \( q \). Therefore, the difference between \( q \) and \( m\mathcal{E}_b \) is the value of the last \( b \) bits, which is less than \( \mathcal{E}_b = 2^b \). Thus, we constrain the result \( m \) with the range relation:

\[
0 \leq q - m\mathcal{E}_b \leq \mathcal{E}_b - 1.
\]

When \( q \) is zero, the relation becomes \( 0 \leq \mathcal{E}_b \leq \mathcal{E}_b - 1 \), which infers \( m = 0 \). When \( q \) is not zero, it ensures the difference between \( q \) and \( m\mathcal{E}_b \) is less than \( \mathcal{E}_b \), and the result \( m \) is correct and unique.

**Round Operation.** This operation, donated as \( z = \text{round}(x) \), approximates a given element to the nearest integer, where the given element \( x \) can be fractions, floating-point numbers, and square roots. Obviously, the difference between the result \( z \) and the input \( x \) is at most \( \frac{1}{2} \), satisfying the relation:

\[
-\frac{1}{2} \leq x - z < \frac{1}{2}.
\]

We employ it to build constraints for the round operation.

For the round operation involving fractions, donated as \( z_q = \text{round}(q_1/q_2) \), we multiply the round constraint \( -\frac{1}{2} \leq \frac{q_1}{q_2} - z_d < \frac{1}{2} \) by \( 2q_2 \) to eliminate fractions, where \( s = \text{sign}(q_2) \). It yields the range relation:

\[
-2q_2 \leq 2s(q_1 - z_d q_2) \leq 2q_2 - 1.
\]

The term \(-1\) is used to convert the inequality sign from \( < \) to \( \leq \). This range relation is equivalent to the two corresponding range relations in Table 1.

For the round operation involving floating-point numbers, donated as \( z_e = \text{round}(c \cdot 2^e) \), where \( c \) is the coefficient and \( e \) is the exponent of the floating-point number, we require two auxiliary elements \( E^+ \) and \( E^- \) that have the properties:

\[
E^+ = 2^{e+1} \quad \text{when } e \text{ is positive},
\]

\[
E^- = 2^{e+1} \quad \text{when } e \text{ is negative},
\]

Next, we
Table 1: The constraints for primitive non-linear operations

<table>
<thead>
<tr>
<th>Primitive Operations</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $q_{\text{max}} = \max(q_1, ..., q_n)$</td>
<td>$\forall i \in [1, n], 0 \leq q_{\text{max}} - q_i$</td>
</tr>
<tr>
<td></td>
<td>$\prod_{i=1}^{n} (q_{\text{max}} - q_i) = 0$</td>
</tr>
<tr>
<td>2) $q_{\text{min}} = \min(q_1, ..., q_n)$</td>
<td>$\forall i \in [1, n], 0 \leq q_i - q_{\text{min}}$</td>
</tr>
<tr>
<td></td>
<td>$\prod_{i=1}^{n} (q_i - q_{\text{min}}) = 0$</td>
</tr>
<tr>
<td>3) $s = \text{sign}(q)$</td>
<td>$0 \leq s(q - s)$</td>
</tr>
<tr>
<td></td>
<td>$(s - 1)(s + 1)(s^2 + q^2) = 0$</td>
</tr>
<tr>
<td>4) $</td>
<td>q</td>
</tr>
<tr>
<td></td>
<td>$</td>
</tr>
<tr>
<td>5) $m = q &gt; b$ ($b \geq 0$)</td>
<td>$E_b = 2^b$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq q - mE_b \leq E_b - 1$</td>
</tr>
<tr>
<td>6) $z_d = \text{round}(q_1/q_2)$</td>
<td>$s = \text{sign}(q_z)$</td>
</tr>
<tr>
<td></td>
<td>$E = 2^e$</td>
</tr>
<tr>
<td></td>
<td>$E^z = s(s+1)E + (2+s)(1-s)$</td>
</tr>
<tr>
<td></td>
<td>$E^- = (s-1)E + (2-s)(1+s)$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq 2E^z - 2z_E^E - E^- \leq 2E^z - 1$</td>
</tr>
<tr>
<td>7) $z_e = \text{round}(c \cdot 2^e)$</td>
<td>$s = \text{sign}(q_z)$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq 4q - 2(sz_e - 1)^2 + (s - 1)z_e$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq (2s + 1)^2 - 4q - 1$</td>
</tr>
<tr>
<td>8) $z_f = \text{floor}(q_1/q_2)$</td>
<td>$s = \text{sign}(q_z)$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq sq_1 - sq_2 z_f$</td>
</tr>
<tr>
<td></td>
<td>$0 \leq sq_2(z_f + 1) - sq_1 - 1$</td>
</tr>
</tbody>
</table>

For the round operation involving square roots, denoted as $z_e = \text{round}(\sqrt{q})$. We square the round constraint $-\frac{1}{2} \leq z_e < \frac{1}{2}$, and then multiply it by 4. It yields the range relation: $-E^- \leq 2E^z - 2z_E^E - E^- \leq E^z - 1$.

The uniqueness of all rounding results is guaranteed by the initial constraint: $-\frac{1}{2} \leq z_e < \frac{1}{2}$, because there is only a single integer $z$ for which $x - z$ is in the range $[-\frac{1}{2}, \frac{1}{2})$, regardless of $x$.

**Floor Operation**. The floor operation, denoted as $z = \text{floor}(x)$, approximates a given element $x$ to the largest integer less than or equal to $x$. It constrains the difference between the result $z$ and the input $x$ being at most 1, satisfying the relation: $0 \leq x - z < 1$. We give an example for the floor operation on fractions, denoted as $z = \text{floor}(q_1/q_2)$. It is constrained by the range relations: $0 \leq sq_1 - sq_2 z_f$ and $0 \leq sq_2(z_f + 1) - sq_1 - 1$. The logic of constraints for the floor operation is the same as that for the round operation.

**Remark: The Upper Bounds of Range Relations**. Most range relations listed in Table 1 are defined only by lower bounds. To align with the requirement of our range proof, we need to determine their upper bounds. In our setting, the elements we use have an inherent range, as shown in the approximation method part of Section 6.2, where each integer $q$ has $|q| \leq B_C$, and each floating-point number $c \cdot 2^e$ has $|c| \leq B_E$ and $2|c| \leq B_E$. We set the upper bounds of these range relations using the maximum values of their associated elements. For example, the upper bound of $2sz_1 - 2sz_2q_2 + sq_2$ in the round operation on fraction is $2B_Q$ because $\frac{2}{B} = z_d < \frac{1}{2}$, which infers $2sz_1 - 2sz_2q_2 \leq sq_2 = |q_2| \leq B_Q$, where $s = \text{sign}(q_2)$.

### 6.2 Constraints for Non-linear Layers

We employ the primitive operations to build the constraints for non-linear layers, including ReLU, MaxPooling, and AvgPooling layers of convolutional neural networks as well as Normalization, Softmax, and GELU layers of transformer neural networks. Furthermore, our framework offers the flexibility to extend to additional non-linear layers, as the primitive operations serve as generic components for constructing non-linear layers in neural networks.

Performing non-linear layers involves floating-point operations, but floating-point operations are not ZKP-friendly. As a solution, existing ZKP schemes [16, 38, 40, 60], including ours, opt for approximating floating-point numbers to integers or fixed-point numbers. In this section, we first present the approximation method and then the constraints for each non-linear layer.

**Approximation Method**. The approximation method [24] maps floating-point numbers to $Q$-bit integers with the formula $x = S(q - Z)$, where $x$ is the original floating-point number, $q$ is the $Q$-bit approximated integer, $S$ is a floating-point number called scale, and $Z$ is an integer called zero point. Every $Q$-bit integer is in the inherent range $[\{-B_Q, B_Q\}]$. For example, $B_Q = 127$ when $Q = 8$. The scale $S$ is adjustable to achieve the mapping from float-point numbers to $Q$-bit integers with minimal inaccuracy. In our setting, all floating-point numbers are represented as the form $c \cdot 2^e$ with $|c| \leq B_C$ and $2|c| \leq B_E$. To simplify, we omit the discussion about zero point $Z$. This is because, in our ZKP scheme, the prover and the verifier can locally calculate the authentication code of $q - Z$ by themselves, using the homomorphic property of VOLE correlations.

**ReLU Layer**. ReLU layers apply an element-wise operation on their input $x$ to produce the output $y$ with the formula $y = \max(0, x)$. In the approximation setting, both the input $x$ and the output $y$ share the same scale $S$. The constraints for ReLU layers can be built on the constraints for the max operation with the formula $y = \max(0, x)$. The scale $S$ appears on both sides of the equation and thus has been eliminated.

**MaxPooling Layer**. MaxPooling layers use a sliding kernel to calculate the maximum value of the input covered by the kernel with the formula $y = \max(x_1, ..., x_k)$, where $k$ is the kernel size. In the approximation setting, the input $\{q_1, ..., q_{sk}\}$ and the output $y$ share the same scale $S$. With the same logic of constraints for ReLU layers, the constraints for MaxPooling layers are built on the constraints for the max operation with the formula $y = \max(q_1, ..., q_{sk})$.

**AvgPooling Layer**. AvgPooling layers calculate the average value of the input covered by a sliding kernel with the formula $y = \frac{\sum_{i=1}^{k} x_i}{k}$, where $k$ is the kernel size. In the approximation setting, we are required to prove the relation between the input and the output as $q_y = \text{round}(\sum_{i=1}^{k} q_{xi}/k)$. It is consistent with the constraints for the round operation on fractions. The difference is that the divisor $k$ is a public positive integer. Thus, we directly assign the sign $s = +1$ to the constraints for the round operation, obtaining the range relation: $0 \leq (\sum_{i=1}^{k} 2q_{xi}) - 2kq_y + k \leq 2k - 1$. 

These range relations using the maximum values of associated elements. For example, the upper bound of $2sz_1 - 2sz_2q_2 + sq_2$ in the round operation on fraction is $2B_Q$ because $\frac{2}{B} = z_d < \frac{1}{2}$, which infers $2sz_1 - 2sz_2q_2 \leq sq_2 = |q_2| \leq B_Q$, where $s = \text{sign}(q_2)$.
Normalization Layer. Normalization layers first calculates the input’s mean \( \mu = (\sum_{i=1}^{n} x_i)/n \) and variance \( \sigma = (\sum_{i=1}^{n} (x_i - \mu)^2)/n \), where \( n \) is the input size. Then, it applies an element-wise operation on its input with the formula \( y_i = (x_i - \mu)/\sigma \), where \( \sigma = \sqrt{\sigma} \). In the approximation setting, the three elements \( \{x_i, \mu, \sigma\} \) share the same scale \( S_k \), and the output \( q_{yi} \) has an independent scale \( S_q \). The normalization formula can be represented as \( S_q q_{yi} = (x_i - q_{yi})/q_{\sigma} \). The output \( q_{yi} \) is constrained by the following relations:

1. \( q_{yi} = \text{round}(\sum_{i=1}^{n} q_{xi}/n) \);
2. \( q_{yi} = \text{round}(\sum_{i=1}^{n} (q_{xi} - q_{yi})^2/n) \);
3. \( q_{yi} = \text{round}(\sqrt{S_k}) \);
4. \( q_{yi} = \text{round}(1/S_q (q_{yi} - q_{yi})) \);
5. \( q_{yi} = \text{round}(q_{xi}/q_{\sigma}) \), where \( q_{yi} \) is an intermediate result.

The relations (1)(2)(5) can be converted to the constraints for the round operation on fractions. The relation (3) is unfolded as constraints for the round operation on square roots, and the relation (4) involves the round operation on floating-point numbers.

Softmax Layer. Softmax layers perform an element-wise operation on its input with the formula \( y_i = \exp(x_i)/\sum_{i=1}^{n} \exp(x_i) \), where \( n \) is the input size and \( x_i \) denotes the exponent function with the natural logarithm \( e \) as the base. This formula is same as \( y_i = \exp(x_i)/\sum_{i=1}^{n} \exp(x_i) \), where each \( x_i = x_i - \max(x_1, ..., x_n) \).

We decompose \( x_i \) with \( \overline{x}_i = -(\ln 2)(z_i + p_i) \), where \( p_i \in (-\ln 2, 0) \) and \( z \) is a non-negative integer. Next, the approach in [37] is used to approximate the function \( \exp(p_i) \) with a second-order polynomial \( L(p_i) = A(p_i + B)^2 + C \), where \( A = 0.3585, B = 1.333, \) and \( C = 0.344 \). Each exponent result is calculated by the formula \( t_i = \exp(\overline{x}_i) = 2^{-z_i} \exp(p_i) \approx (L(p_i) \gg z_i) \).

In the approximation setting, the scales of \( p_i \) and \( t_i \) are constant floating-point numbers with \( S_p = \ln 2/BQ \) and \( S_t = (AB^2 + C)/BQ \), where \( BQ \) is the maximum value of \( Q \)-bit approximated integers. The output \( q_{yi} \) is constrained by the six relations:

1. \( q_{xi} = q_{xi} - \max(q_{x1}, ..., q_{xn}) \);
2. \( z_i = \text{floor}(-S_p/\ln 2q_{xi}) \);
3. \( q_{yi} = \text{rd}((S_p/S_q)q_{xi}) + BQz_i \);
4. \( t_i = \text{rd}(L(S_q q_{yi})/S_t) \gg z_i \);
5. \( q_{mi} = \text{rd}(1/S_q t_i) \);
6. \( q_{yi} = \text{rd}(q_{mi}/\sum_{i=1}^{n} t_i) \),

where \( rd \) is abbreviation of round and \( q_{mi} \) is an intermediate result.

The above relations all involve primitive non-linear operations in Table 1 and can be converted to the corresponding constraints.

GELU Layer. GELU layers apply an element-wise operation on its input with the formula \( y = 0.5x(1 + \text{erf}(x/\sqrt{2})) \), where \( \text{erf} \) denotes the Gauss error function [32]. The function \( \text{erf} \) involves the integration operation, which is not computationally efficient.

We employ the approach in [37] to approximate the function \( t = \text{erf}(x) \approx \text{sign}(x) \cdot L(\min(|x|, -B)) \), where \( L(x) = A(x+B)^2+1 \) is a second-order polynomial with \( A = -0.2888 \) and \( B = -1.769 \). In the approximation setting, using above equation, the output \( q_y \) is constrained by the relations:

1. \( x_t = \text{sign}(q_{xi}) \);
2. \( |q_{xi}| = \text{abs}(q_{xi}) \);
3. \( z_B = \text{floor}(-\sqrt{2}B/S_x) \);
4. \( q_{min} = \text{min}(q_{xi}, z_B) \);
5. \( t = x_t \cdot \text{round}(L((S_x/\sqrt{2})q_{min})) \);
6. \( q_y = \text{rd}((S_x/2S_q)q_{xi}(1+t)) \).

Similarly, the above relations can be converted to the constraints for the corresponding primitive non-linear operations in Table 1.

7 ZERO-KNOWLEDGE NEURAL NETWORKS

In this section, we put everything together to provide our ZKPs for neural networks. For an intuitive description, we present it in the Machine-Learning-as-a-Service (MLaaS) setting, where our work enables the service provider (prover) to convince the customer (verifier) that its prediction outcomes are correctly calculated from a particular neural network model, while preserving the model’s privacy. Below, we introduce the crucial parts of our work.

Overall Workflow. Our work consists of three steps to provide the service of verifiable prediction. First, we follow the commit-and-prove method with the authentication code as a form of commitment. It requires the service provider to authenticate a well-trained neural network model for its customer. Second, upon receiving input, the service provider employs the authenticated model to compute the prediction result and return it to the customer. Third, the service provider proves to its customer that the prediction result is indeed generated from the authenticated model.

Basic Blocks. Our work adopts the VOLE-based proving back-end with the ideal functionality shown in Figure 4. Specifically, we employ the recent LPN-based VOLE protocols [5, 6, 59] as the foundation to authenticate the parameters of neural network models. We utilize previous works [60, 63] to provide the polynomial proof. The range and lookup proofs are designed by ourselves, shown in Section 4 and Section 5, respectively. These components are compatible with each other under our proving framework so that we can put them together to build our ZKPs for neural networks.

Neural Networks. Our work provides the service of verifiable prediction for convolutional and transformer neural networks [45, 56]. In addition, the modular design in our framework offers the flexibility for expansion to more neural networks.

Existing ZKP schemes [16, 38, 40, 60], including ours, opt for approximating floating-point numbers to integers or fixed-point numbers, thereby avoiding floating-point operations that are not ZKP-friendly. To minimize the loss of accuracy due to approximation, our work is designed to be compatible with existing approximated neural networks that have high accuracy.

For convolutional neural networks, we employ multiple classic approximated networks in PyTorch [46], a prominent library for machine learning, where the method proposed in [34] is used to approximate models. For transformer neural networks, we employ the GPT-2 model [49] provided by OpenAI [42] and utilize the method proposed in [37] to approximate models. These approximated networks maintain similar accuracy comparable to the original networks, with evaluation details outlined in Section 8.4.

Proving Procedure. Neural networks comprise a sequence of layers, where each layer processes its input to produce the output. Except for the first layer’s input and the last layer’s output, intermediate results of other layers are secret to verifiers. Therefore, the prover should authenticate these intermediate results, which enables the proving procedure to process without leaking these intermediate results. Next, we aim to prove the correct calculation of each layer in neural networks. Our proving framework works under the universal composition security model [9], which helps us to construct our ZKPs for the entire network by composing the proving procedure for each layer.

The proving procedure of linear layers, such as convolutional and fully-connected layers, has been explored in previous works [16, 17, 38, 40]. In essence, the calculation of these linear layers is fundamentally matrix multiplication. Therefore, we adopt the optimized polynomial proof in Mystique [60], designed for matrix multiplication, to prove the correct calculation of linear layers.
8 EVALUATION

In this section, we present a comprehensive evaluation of our ZKP framework for neural networks.

8.1 Experimental Setup

Software. Our work is implemented in C++ and the source code can be found in [69]. We utilize the libff library [39] to provide the finite field operations and employ a 254-bit field with the prime order $p = 21888242871839275224640574525727050885483644004160343469820418657808495617$. We use OpenMP [44] to implement multi-core parallelism. For evaluations performed in this paper, we achieve the computational security parameter $\lambda = 128$ and the statistical security parameter $\rho = 40$.

Hardware. Our evaluations are performed in the machine, which is equipped with an AMD Ryzen 3700X 8-Core CPU and 32GB of memory. The memory resource is not the bottleneck for our scheme, even when evaluating large-scale neural networks. All experiments are performed in a network environment with a bandwidth of 500 Mbps and a latency of around 50ms.

8.2 Evaluating Range and Lookup Proofs

We benchmark the performance of our range and lookup proofs, where prover time and verifier time refer to the local computational time of two parties. The time for data transfer between two parties is listed separately. We specify that the total runtime includes prover time, verifier time, and the time for data transfer.

Range proof. Table 2 gives the evaluation results of range proofs. The experiment benchmarks the performance for proving that $n$ elements are in the range $[0, 2^{24}]$, where $n$ varies across $2^{10}$ to $2^{18}$. We compare our scheme with two different types of range proofs. Bulletproofs [8] is the range proof based on the technology of bit decomposition, and Lasso [51] is a state-of-the-art work for the lookup proof that can also be applied to range checking.

As shown in Table 2, the computational costs of our range proof are small. It only takes 287ms for the prover and 142ms for the verifier to complete proving $2^{18}$ elements. The prover time and verifier time of our scheme are over $847 \times$ shorter than that of Bulletproofs, respectively. The advantage comes from two perspectives. On the one hand, our scheme employs the three-square decomposition technology, which introduces fewer constraints than bit decomposition in Bulletproofs. On the other hand, we optimize the searching method [47] to efficiently identify three squares required in our scheme, removing the performance bottleneck when three-square decomposition is used in the VOLE proving backend.

Lasso [51] is a very recent work. The results show that the computational time of our scheme is up to $22.2 \times$ shorter than that of Bulletproofs, and our scheme introduces more communication overheads. This is because the commitments used in our scheme are VOLE correlations, whose communication complexity is linear to the number of committing elements. It is greater than the polynomial commitments [50] with sublinear communication complexity. Overall, the total runtime of ours is still competitive with Lasso. We can achieve at most $1.87 \times$ speedup over Lasso.

Lookup proof. Table 3 shows the evaluation results of lookup proofs. In our work, they serve to prove the relation between two field elements, $e$ and $E$, with the constraint that $E$ is the $e$-th power of 2. The pair of two elements appearing in the exponent table, shown in Figure 2, infers their exponent relation. Our experiment benchmarks the performance for proving that $n$ pairs are in the exponent table, where $n$ varies across $2^{10}$ to $2^{18}$.

We compare our work with Plookup [19], a lookup scheme suitable for small lookup tables. The proof size of Plookup is constant because it employs KZG commitments [36] with constant communication complexity. However, KZG commitments would introduce significant computational overheads. As shown in Table 3, the prover time of ours is at most $115.5 \times$ shorter than that of Plookup. Although our work has larger communication overheads, the total runtime of ours still achieves up to $53.2 \times$ speedup over Plookup.

8.3 Evaluating Non-linear Layer Proofs

This section presents the evaluation results of our ZKPs for non-linear layers. We compare our work with another two VOLE-based ZKP schemes. [29] is a concurrent work with ours. As their implementation has not been open-sourced, we use the evaluation results from their literature to perform comparisons. For fairness,
### 8.4 Evaluating Neural Network Proofs

In this section, we evaluate the performance of our ZKP framework for convolutional and transformer neural networks.

**Setup.** For convolutional neural networks, we evaluate our ZKPs on three well-known architectures. They are VGG-11 [53], ResNet-50 [30], and ResNet-101 [30]. Among them, ResNet-101 is the largest model with around 44.5 million parameters. We train these models using Pytorch [46] with the 8-bit approximation technique [34]. These well-trained models are fully compatible with our ZKP framework. In our experiments, we use the CIFAR-10 dataset [12], which contains 10 classes of images, and the image size is $32 \times 32 \times 3$.

For transformer neural networks, we evaluate our ZKP scheme on GPT-2 [49], which is a large language model with around 117 million parameters. In our experiments, we utilize the GPT-2 model provided by OpenAI [42] and employ the method proposed in IBert [37] to approximate the model using 16-bit integers. We use data from the dataset [43] provided by OpenAI as the input. This dataset contains various English sentences.

**Efficiency.** For convolutional neural networks, we compare our work with two state-of-the-art ZKP schemes. zkCNN [40] is a scheme based on the GKR protocol [25]. Its open-source implementation provides the proof for VGG-11. Mystique [60] is a VOLE-based ZKP scheme like ours, and its open-source implementation provides the proofs for ResNet-50 and ResNet-101. Other previous works [16, 35, 38] have greater computational costs than the above two schemes, so we skip the comparisons with them.

As shown in Table 5, the computational costs of our scheme are small in practice. It only takes 1.62s for the prover and 0.57s for the verifier to complete the proof for VGG-11. Compared to zkCNN, our scheme has larger communication overheads but smaller computational costs. The total runtime of our scheme achieves $15.9\times$ speedup. Compared to Mystique, a VOLE-based ZKP scheme like ours, we have advantages in both computational and communication costs. The overall runtime of our scheme achieves $41.5\times$ speedup for ResNet-50 and achieves $41.4\times$ for ResNet-101. We count the prover and verifier time together for Mystique in Table 5 because the complex synchronization operations in its implementation make it difficult to count them individually.

For transformer neural networks, we compare our work with the concurrent work ZKML [10], a ZKP scheme that also supports transformer neural networks. Executing ZKML requires over 500GB of memory. Therefore, we perform ZKML and our implementation on Alibaba Cloud ecs.re4.20xlarge instance [1] with 960GB memory and 80 vCPU cores. Moreover, in order to be consistent with the experimental setting of ZKML, we use English sentences of length 64 as input to GPT-2. zkLLM [54] is another concurrent work that

![Table 4: The performance of non-linear layer proofs](image)

<table>
<thead>
<tr>
<th>Layers</th>
<th>Schemes</th>
<th>Prover</th>
<th>Verifier</th>
<th>Proof Size</th>
<th>Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReLU</td>
<td>Mystique</td>
<td>194s†</td>
<td>58.2MB</td>
<td>1.54s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concurrent</td>
<td>1.91s</td>
<td>30.1MB</td>
<td>0.99s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.28s</td>
<td>0.14s</td>
<td>0.74s</td>
<td></td>
</tr>
<tr>
<td>Softmax</td>
<td>Mystique</td>
<td>14050s</td>
<td>3972MB</td>
<td>77.29s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concurrent</td>
<td>78.3s</td>
<td>816MB</td>
<td>16.16s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>24.1s</td>
<td>11.9s</td>
<td>22.95s</td>
<td></td>
</tr>
<tr>
<td>GELU</td>
<td>Mystique</td>
<td>2712s</td>
<td>655MB</td>
<td>13.07s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concurrent</td>
<td>32.7s</td>
<td>338MB</td>
<td>6.92s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>2.31s</td>
<td>1.10s</td>
<td>9.96MB</td>
<td>2.30s</td>
</tr>
<tr>
<td>Norm.</td>
<td>Mystique</td>
<td>9643s</td>
<td>2220MB</td>
<td>43.32s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concurrent</td>
<td>176s</td>
<td>1787MB</td>
<td>34.98s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>9.69s</td>
<td>4.76s</td>
<td>394MB</td>
<td>8.02s</td>
</tr>
</tbody>
</table>

† The complex synchronization in their implementations makes it difficult to timekeep the prover and the verifier separately.
requires GPU acceleration. Due to the different requirements in hardware devices, we cannot make a fair comparison with zkLLM.

Table 5 shows that our work can generate a proof for GPT-2 in a total of 287.1 seconds, achieving 35.7x speedup over ZKML. Table 6 gives evaluation results of our ZKP scheme for each layer type, including GELU, Softmax, Normalization, and other linear layers. We notice that the proof for the linear layers only takes 26.3% of the total runtime. This reflects that optimizing the proof of non-linear layers in complex neural networks is an important step towards improving the overall performance.

Accuracy. For convolutional neural networks, we evaluate the accuracy of the neural network models used in these ZKP schemes on the CIFAR-10 dataset [12]. As shown in Table 7, both Mystique [60] and ours are compatible with the high-accuracy approximated neural model, and we almost achieve the same accuracy as the original model without approximation. The accuracy difference between our scheme and the original networks is within 0.04%.

For transformer neural networks, we evaluate the cosine similarity between the outputs of the original GPT-2 model provided by OpenAI [42] and the outputs of the approximated GPT-2 model that our ZKP scheme is compatible with. We execute both models with the same inputs. The evaluation results show that the average cosine similarity of the outputs from two models reaches 99.95%.

REFERENCES

A UNIVERSAL COMPOSITION

In this paper, all our protocols are proven in the Universal Composability (UC) framework [9], which is a general-purpose security model for the analysis of cryptographic protocols. It uses ideal functionality as a benchmark for describing how a cryptographic protocol should behave.

Formally, we say a protocol \( \Pi \) UC-realizes an ideal functionality \( \mathcal{F} \) if for any adversary \( A \), there exists a simulator \( \mathcal{S} \) such that for any environment \( \mathcal{Z} \), the output distribution of \( \mathcal{Z} \) is indistinguishable in two worlds where the parties execute protocol \( \Pi \) with the adversary \( A \) and where the parties perform the ideal functionality \( \mathcal{F} \) with the simulator \( \mathcal{S} \). Moreover, we prove the security of our protocols in the \( \mathcal{G} \)-hybrid model, where it allows two parties that execute the protocol \( \Pi \) in the real world to additionally access the command in another ideal functionality \( \mathcal{G} \).

B SECURITY PROOF OF THEOREM 4.1

**Proof:** First, we consider the case where both the prover and the verifier execute \( \Pi_{\text{Range}} \) honestly with all \( x_i \) being in the range \([0, B]\) for \( i \in [1, n] \). In this case, we show that the verifier would output true except for the probability at most \( \frac{B}{T} \), which infers the correction error of \( \Pi_{\text{Range}} \) is at most \( \frac{B}{T} \).

**Correctness:** Due to each \( x_i \in [0, B] \), we can identify \( \{ y_{ij} \}_{j \in [1, 3]} \) that satisfy \( 4x_i (B-x_i) + 1 = \sum_{j=1}^{3} y_{ij}^2 \) for \( i \in [1, n] \), and \( y_{ij} \) are all in the range \([0, B] \). Therefore, following the protocol \( \Pi_{\text{Range}} \), it passes the first check of verifier with all prover’s responses \( \{ z_{ik} \}_{i \in [1, R]} \) being in the range \([4nB, 4nBL]\), unless at least one mask procedure performed by prover outputs \( \perp \). Based on Lemma 3.2, the event that each mask procedure outputs \( \perp \) is independent and occurs with probability at most \( \frac{R}{T} \). Thus, the probability that there exists \( z_{ik} = \perp \) is at most \( 1 - (1 - \frac{1}{B})^R \leq \frac{R}{T} \). For the second check and the third check, it succeeds obviously when the prover performs honestly. Overall, the honest verifier would output true except for the probability at most \( \frac{B}{T} \).
Next, we consider two cases where the prover is malicious or the verifier is malicious. In each case, we construct a simulator $S$, which is given access to the (range) command of $\mathcal{F}_{authZK}$ and runs an adversary $A$ as a subroutine when emulating other commands of $\mathcal{F}_{authZK}$. In both cases, we show that it cannot distinguish the real-world execution and the ideal-world execution with statistical error at most $\max\left(\frac{1}{p}, \frac{1}{p} + \frac{1}{p^2}\right)$.

Before the protocol $\Pi_{Range}$ begins, $P$ and $V$ have authenticated $x_i \in \mathbb{F}_p$ by performing the (auth) command of $\mathcal{F}_{authZK}$. During this procedure, $S$ records $x_i$ and its tags sent by the malicious prover or records the local keys sent by the malicious verifier.

**Malicious prover.** $S$ interacts with adversary $A$ and the (range) command of $\mathcal{F}_{authZK}$ as follows:

1. Whenever $S$ sends $\perp$ from $A$, $S$ sends abort to $\mathcal{F}_{authZK}$ which sends false to the honest verifier and aborts.
2. $S$ emulates (auth) command of $\mathcal{F}_{authZK}$ in Step (2) of the protocol $\Pi_{Range}$. $S$ records $(y_{ij})_{i \in [1, n], j \in [1, 3]}$, $(m_k)_{k \in [1, R]}$, and their tags that are sent to $\mathcal{F}_{authZK}$ by $A$.
3. $S$ randomly samples challenges of the shortness tests $y_{ijk} \leftarrow \{0, 1\}$ for $i \in [1, n], j \in [0, 3], k \in [1, R]$, and sends them to $A$.
4. $S$ receives the responses $\zeta_k$ from $A$, and if any $\zeta_k \notin \{\text{false}, \text{true}\}$ for $i \in [1, R]$, $S$ sends abort to $\mathcal{F}_{authZK}$.
5. $S$ emulates (poly) command of $\mathcal{F}_{authZK}$ in $\Pi_{Range}$, where $S$ checks $\sum_{j=1}^{3} y_{ij} - 4x_i (B - x_i) = 0$ for $i \in [1, n]$. If any above check fails, $S$ sends abort to $\mathcal{F}_{authZK}$.
6. $S$ computes the tags of $[z_k] := \sum_{j=1}^{n} \sum_{j=0}^{3} y_{ijk} [y_{ij}] + [m_k] - [\zeta_k]$ for $k \in [1, R]$ with $y_{i0} := x_i$. Next, $S$ uses them to check the correctness of the tag sent by $A$ in the CheckZero procedure. If any check fails, $S$ sends abort to $\mathcal{F}_{authZK}$.
7. $S$ sends the (range, $(\{d_i^j\})_{i \in [1, n], j \in [1, 3]}, B$) to $\mathcal{F}_{authZK}$, which sends true to the honest verifier if $x_i$ is in the range $[0, B]$ for $i \in [1, n]$; or sends false to the honest verifier otherwise.

Clearly, the view of the adversary $A$ is simulated perfectly by $S$, except for the CheckZero procedure. In CheckZero procedure, if the adversary $A$ performs honestly and outputs the tag on zero, then the event that $S$ check the correctness in the ideal world is equivalent to the event that the honest verifier check the correctness in the real world. Otherwise, the honest verifier outputs true only when the adversary can randomly hit the global key $\Delta \in \mathbb{F}_p$ with probability at most $\frac{1}{p}$ in the real world. In the ideal world, the honest verifier definitely outputs true.

Conditioned on the same view of $A$, we remain to get the probability that the honest verifier outputs true in the real world when $x_i \notin [0, B]$. Based on Lemma 3.3, after performing $R$ repetitions of the shortness tests, all elements of $(x_i)_{i \in [1, n]}$ and $(y_{ij})_{i \in [1, n], j \in [1, 3]}$ are in the range $[4nBL, 4nBL]$, except for the probability at most $\frac{1}{p^2}$. This ensures that $x_i$ and $(y_{ij})_{j \in [1, 3]}$ are small enough that wrapping around, in the equation $4x_i (B - x_i) + 1 = \sum_{j=1}^{3} y_{ij}^2$, does not occur if $4K^2 + 4BK + 1 \leq \frac{B - 1}{T}$ and $K = (4nB - 1)L$.

This is because $|4x_i (B - x_i) + 1| \leq 4K^2 + 4BK + 1 + \sum_{j=1}^{3} y_{ij}^2$ is equivalent to $3K^2$. Therefore, $4x_i (B - x_i) + 1 = \sum_{j=1}^{3} y_{ij}^2$ hold over the integer setting, which infers $x_i \in [0, B]$ based on Lemma 3.1.

Overall, it cannot distinguish the real-world execution and the ideal-world execution with statistical error at most $\max\left(\frac{1}{p}, \frac{1}{p} + \frac{1}{p^2}\right)$.

**Malicious verifier.** $S$ interacts with adversary $A$ and the (range) command of $\mathcal{F}_{authZK}$ as follows:

1. $S$ sends (range, $(\{d_i^j\})_{i \in [1, n]}, B$) to $\mathcal{F}_{authZK}$, which in turn replies with either true or false based on whether all $(x_i)_{i \in [1, n]}$ are in the range $[0, B]$. If $\mathcal{F}_{authZK}$ responds false, $S$ sends $\perp$ to $A$, and then outputs false.
2. $S$ sets $y_{i1} := 0$, $y_{i2} := 0$ and $y_{i3} := 0$ for $i \in [1, n]$, and randomly samples $m_k \leftarrow \{0, 4nBL\}$ for $k \in [1, R]$. $S$ emulates (auth) command of $\mathcal{F}_{authZK}$ in Step (2) of $\Pi_{Range}$, and records the identifiers and the local keys of $(\{y_{ij}\})_{i \in [1, n], j \in [1, 3]}$ that are sent to $\mathcal{F}_{authZK}$ by $A$.
3. $S$ interacts with $A$, and receives the challenges $y_{ijk} \leftarrow \{0, 1\}$ for $i \in [1, n], j \in [0, 3], k \in [1, R]$ from $A$. Next, $S$ computes $\zeta_k := \text{mask}(0, m_k)$ and sends $\zeta_k$ to $A$ for $k \in [1, R]$.
4. $S$ emulates (poly) command of $\mathcal{F}_{authZK}$, where $S$ checks the identifiers that are sent to $\mathcal{F}_{authZK}$ by $A$ are consistent with the previously recorded identifiers. If the check fails, $S$ sends false to $A$, or sends true to $A$ otherwise.
5. During the CheckZero procedure, $S$ computes the local keys of $[z_k] := \sum_{i=1}^{n} \sum_{j=0}^{3} y_{ijk} [y_{ij}] + [m_k] - [\zeta_k]$ for $k \in [1, R]$ using the corresponding local keys that $S$ has recorded, and sends the local keys of $[z_k]$ to $A$.
6. $S$ outputs whatever $A$ outputs.

Clearly, the view of the adversary $A$ is simulated perfectly by $S$, except for the responses $\zeta_k \in \{\text{false}, \text{true}\}$ from the honest prover in the real world and from $S$ in the ideal world. The distribution of $\zeta_k \in \{\text{false}, \text{true}\}$ is uniform over $\{4nB, 4nBL\}$ based on Lemma 3.2, unless some of $\zeta_k$ are equal to $\perp$. The event that $\zeta_k = \perp$ is independent and occurs with probability at most $\frac{1}{2}$ for $k \in [1, R]$. Thus, the probability that there exists $\zeta_k = \perp$ is at most $1 - (1 - \frac{1}{2})^R \leq \frac{R}{2}$. In conclusion, it cannot distinguish the real-world execution and the ideal-world execution with statistical error at most $\frac{R}{2}$.

**C SECURITY PROOF OF THEOREM 5.1**

**Proof.** The correctness of this protocol is obviously satisfied in the case where both the prover and the verifier execute $\Pi_{Lookup}$ honestly with each $x_i$ being in the table $T$ for $i \in [1, n]$.

Next, we consider two cases where the prover is malicious or the verifier is malicious. In each case, we construct a simulator $S$, which is given access to the (lookup) command of $\mathcal{F}_{authZK}$ and runs an adversary $A$ as a subroutine when emulating other commands of $\mathcal{F}_{authZK}$. In both cases, we show that it cannot distinguish the real-world execution and the ideal-world execution with statistical error at most $\max\left(\frac{(n + d)(w + 1)}{p}, \frac{1}{p}\right)$.

Before the protocol $\Pi_{Lookup}$ begins, $P$ and $V$ have authenticated $(x_i)_{i \in [1, n]}$ by performing the (auth) command of $\mathcal{F}_{authZK}$. During this procedure, $S$ records $x_i$ and its tags sent by the malicious prover, or it records the local keys sent by the malicious verifier.

**Malicious prover.** $S$ interacts with adversary $A$ and the (lookup) command of $\mathcal{F}_{authZK}$ as follows:

1. Whenever $S$ receives $\perp$ from $A$, $S$ sends abort to $\mathcal{F}_{authZK}$ which sends false to the honest verifier and aborts.
(2) \( S \) emulates (auth) command of \( \mathcal{F}_{authZK} \) in Step (2) of the protocol \( \Pi_{lookup} \). \( S \) records \( \{s_i\}_{i \in [1,n+d]} \) and their tags that are sent to \( \mathcal{F}_{authZK} \) by \( \mathcal{A} \).

(3) \( S \) randomly samples \((r_1, r_2, r_3) \leftarrow (\mathbb{F}_p)^3 \) and sends them to \( \mathcal{A} \).

(4) \( S \) emulates (poly) command of \( \mathcal{F}_{authZK} \), where \( S \) checks \( g'(X) = h'(S) \). If the above check fails, \( S \) sends abort to \( \mathcal{F}_{authZK} \).

(5) \( S \) sends (lookup, \( T, \{id' \}_i \in [1,n] \)) to \( \mathcal{F}_{authZK} \), which sends true to the honest verifier if all \( x_i \) is in the table \( T \) for \( i \in [1,n] \), or sends false to the honest verifier otherwise.

Clearly, the view of \( \mathcal{A} \) is simulated perfectly by \( S \). Only the case that \( X \) is not the subset of the table \( T \) would cause a different distribution between two worlds. In this case, \( g(\alpha, \beta, \gamma) \) and \( h(\alpha, \beta, \gamma) \) are definitely not equivalent due to the converse of Lemma 3.4. Therefore, for randomly sampled \((r_1, r_2, r_3) \leftarrow (\mathbb{F}_p)^3 \), the probability that \( l(r_1, r_2, r_3) := g(r_1, r_2, r_3) - h(r_1, r_2, r_3) \) equals zero is at most \((n + d)(w + 1)/p \), which is same as the probability that \( \mathcal{V} \) outputs true in the real world because the evaluation value of \( l'(X, S) := g'(X) - h'(S) \) is the same as \( l \) when the authenticated sets \( X \) and \( S \) are fixed. Therefore, it cannot distinguish the real world and the ideal world with statistical error at most \((n + d)(w + 1)/p \). \( \square \)

Malicious verifier. \( S \) interacts with adversary \( \mathcal{A} \) and the (lookup) command of \( \mathcal{F}_{authZK} \) as follows:

(1) \( S \) sends (lookup, \( T, \{id' \}_i \in [1,n] \)) to \( \mathcal{F}_{authZK} \), which in turn replies with either true or false based on whether \( \{x_i\}_{i \in [1,n]} \) are in the table \( T \) or not. If \( \mathcal{F}_{authZK} \) responds false, \( S \) sends \( \bot \) to \( \mathcal{A} \), and then outputs false.

(2) \( S \) sets \( \hat{S} := \{\hat{s}_i\}_{i \in [1,n+d]} \) with all elements of \( \hat{s}_i \) being zero for \( i \in [1,n+d] \). \( S \) emulate (auth) command of \( \mathcal{F}_{authZK} \) in Step (2) of \( \Pi_{lookup} \) and records the identifiers of \( [\hat{S}] \) that are sent to \( \mathcal{F}_{authZK} \) by \( \mathcal{A} \).

(3) \( S \) interacts with \( \mathcal{A} \) and receives \((r_1, r_2, r_3) \) from \( \mathcal{A} \). Then, \( S \) emulates (poly) command of \( \mathcal{F}_{authZK} \), where \( S \) checks the identifiers that are sent to \( \mathcal{F}_{authZK} \) by \( \mathcal{A} \) are consistent with the previously recorded identifiers. If the check fails, \( S \) sends false to \( \mathcal{A} \), or sends true to \( \mathcal{A} \) otherwise.

(4) \( S \) outputs whatever \( \mathcal{A} \) outputs.

When there exists \( x_i \notin T \), \( \mathcal{A} \) receives \( \bot \) in both the real world and the ideal world. Otherwise, \( \mathcal{A} \) receives true in both worlds when the identifiers, sent to \( \mathcal{F}_{authZK} \) by \( \mathcal{A} \), are consistent. Therefore, the view of \( \mathcal{A} \) is simulated perfectly by \( S \), and it cannot distinguish the real-world execution and the ideal-world execution. \( \square \)