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Abstract. Suppose Alice uses a t-out-of-n secret sharing to store her secret key on n servers. Her
secret key is protected as long as t of them do not collude. However, what if a less-than-t subset of
the servers decides to offer the shares they have for sale? In this case, Alice should be able to hold
them accountable, or else nothing prevents them from selling her shares. With this motivation in mind,
Goyal, Song, and Srinivasan (CRYPTO 21) introduced the concept of traceable secret sharing. In such
schemes, it is possible to provably trace the leaked secret shares back to the servers who leaked them.
Goyal et al. presented the first construction of a traceable secret sharing scheme. However, secret shares
in their construction are quadratic in the secret size, and their tracing algorithm is quite involved as it
relies on Goldreich-Levin decoding.
In this work, we put forth new definitions and practical constructions for traceable secret sharing. In
our model, some f < t servers output a reconstruction box R that may arbitrarily depend on their
shares. Given additional t − f shares, R reconstructs and outputs the secret. The task is to trace R
back to the corrupted servers given black-box access to R. Unlike Goyal et al., we do not assume that
the tracing algorithm has any information on how the corrupted servers constructed R from the shares
in their possession.
We then present two very efficient constructions of traceable secret sharing based on two classic secret
sharing schemes. In both of our schemes, shares are only twice as large as the secret, improving over the
quadratic overhead of Goyal et al. Our first scheme is obtained by presenting a new practical tracing
algorithm for the widely-used Shamir secret sharing scheme. Our second construction is based on an
extension of Blakley’s secret sharing scheme. Tracing in this scheme is optimally efficient, and requires
just one successful query to R. We believe that our constructions are an important step towards bringing
traceable secret-sharing schemes to practice. This work also raises several interesting open problems
that we describe in the paper.

1 Introduction

Secret sharing [65, 5] is one of the most foundational concepts in cryptography. Of particular use are
threshold secret-sharing schemes in which a secret s is split into n shares sh1, . . . , shn so that any t
shares suffice to reconstruct the secret, but any t−1 of them reveal nothing about it. A fundamental
use case of threshold secret sharing is storing confidential data on untrusted servers. Concretely,
say that Alice stores the key to her crypto wallet (or any other piece of sensitive information) on
n servers or cloud storage providers using a t-out-of-n secret sharing scheme.

Now suppose that a subset of f servers collude and sell the key shares in their possession to
whomever is willing to meet their price. In this worrisome scenario, we would like some mechanism
to enable Alice to hold these servers accountable. Otherwise, they would have a risk-free incentive
to sell Alice’s secret information with no way to hold them accountable for their action.

Traceable secret sharing. This question was recently considered by Goyal, Song, and Srini-
vasan [41], who introduced the concept of traceable secret sharing. Roughly speaking, these are
secret sharing schemes where leaked secret shares can be traced back to the servers who leaked
them. We will make this requirement precise shortly.



In some secret sharing schemes, well-formed shares can be easily linked to the server to which
they were issued. For example, if Shamir secret sharing is implemented such that server i gets the
secret share (i, f(i)) for some polynomial f , then this share, at least as is, trivially identifies the ith
server. However, the corrupted servers could potentially pull their shares together and obfuscate
them in a manner that prevents their trivial identification. Hence, what we want is a secret-sharing
scheme with the following two guarantees. First, if Alice obtains the leaked information, she should
be able to trace it back to the corrupted servers. Moreover, to hold them accountable she should
be able to produce a proof that these servers indeed leaked her secret information. This property
is called traceability. The scenario to consider here is this: Alice, or some law enforcement agency,
obtains the leaked information (for example, by buying it from the corrupted servers who offer it for
sale) and traces it back to the corrupted servers. They produce a proof implicating the corrupted
servers, which Alice may use in court. In this sense, traceability does not aim to, and cannot,
prevent the leaking of secret shares with absolute certainty. Rather, it aims to serve as a deterrent,
discouraging parties from leaking secret shares. This is similar to the logic underpinning traitor
tracing schemes [21].

This leads us to the second requirement of traceable secret sharing, called non-imputability.
This property stipulates that Alice should not be able to generate a false proof, implicating an
honest server who was not involved in any leak. In our example, this prevents Alice from collecting
unlawful damages in court.

In their work, Goyal et al. [41] constructed a new secret-sharing scheme, that satisfies both
traceability and non-imputability. In their scheme, however, traceability comes at the cost of effi-
ciency. First, the shares in their schemes are very large; they are λ2-bit long where λ is the security
parameter and secrets lie in {0, 1}λ. That is, shares are quadratic in the secret size. This should
be contrasted with other secret sharing schemes (e.g., Shamir) in which shares are the same size as
the secret. Second, their tracing algorithm is quite involved and relies on Goldreich-Levin decod-
ing [34]. These sources of inefficiency leave open the problem of constructing a practical traceable
secret-sharing scheme, in which shares are small and tracing is efficient. Additionally, the scheme of
Goyal et al. is a custom scheme, and is quite different from standard secret-sharing schemes, such
as Shamir’s [65] or Blakley’s [5] schemes. It is thus an interesting question to trace misbehaving
servers in widely-used secret sharing schemes, such as Shamir secret sharing.

1.1 Our results

In this work, we present very efficient constructions of traceable secret-sharing schemes based on the
classic schemes of Shamir [65] and Blakley [5]. We believe that our constructions are an important
step towards bringing traceable secret-sharing schemes to practice. In more detail, our contributions
are threefold:

1. We give new security definitions for traceable secret sharing, strengthening the definitions of
Goyal el al. [41], with one caveat on which we elaborate below.

2. We present a new and practical tracing procedure for standard Shamir secret sharing.
3. We put forth a variant of Blakley secret sharing, and present an optimally-efficient tracing

procedure for it.

We now elaborate on each of these contributions.

A stronger security notion. We revisit the definition of traceable secret sharing put forth by
Goyal, Song, and Srinivasan [41]. In their model, a subset I ⊆ [n] of servers may leak fI(shI)

2



where fI is some adversarially chosen function and shI is the set of all shares held by servers in I.
There is also a reconstruction box R that takes in the leaked information fI1(shI1), . . . , fIk(shIk)

from several disjoint subsets and, if
∣∣∣⋃i∈[k] Ik

∣∣∣ ≥ t, outputs the underlying secret s. For tracing,

they require the existence of a tracing algorithm Trace that solves the following problem: given
fI1(shI1), . . . , fIk(shIk), a description of the functions fI1 , . . . , fIk , and access to R, the tracing
algorithm should output the identity of at least one corrupted server along with a proof π that this
server is indeed corrupted.

In Section 2 we present a definition which requires tracing with less information, making it
more realistic in our view. Concretely, in our model, a subset I of f < t colluding servers outputs a
reconstruction box R that depends on the shares held by the servers in I. This reconstruction box
takes in as input additional t − f shares sh′1, . . . , sh

′
t−f of servers not in I, and outputs the secret

that is reconstructed from the shares provided as input and the shares of the servers in I. Then,
the definition requires that there is a tracing algorithm, that given black-box access to R, traces
it back to I. Indeed, giving the tracing algorithm the code of R seems unlikely to help, since the
corrupted servers might apply some heuristic code cloaking to R before publishing it. In any case,
our tracing algorithm will only require black-box access to R. Also observe, that if |I| ≥ t then
tracing R is impossible, since the servers could reconstruct the secret s∗ and sell it directly. This
perfectly hides their identity. This is why our focus is on the case where f < t.1

We believe that our definition has a couple of advantages:

– First, the corrupted servers may try to thwart detection by combining their shares and applying
some unknown post-processing to them. Modeling this leak as a reconstruction box R captures
any post-processing that maintains the functionality of the shares. Importantly, our definition
does not require that the tracing algorithm learns this post-processing function in order to trace.
This is in line with the realistic scenario described above, in which a subset I of corrupted servers
decides to sell their shares in the form of the reconstruction box R. In the case Alice or a law
enforcement agency obtain R to trace it back to I, it seems unlikely that they will learn the
exact manner by which R was constructed from the secret shares of I.

– Second, our definition is stronger than that of Goyal et al. in the following sense: given the
information required to trace in their model, one can trace in our model as well. One caveat to
that is that our definition requires that R output the complete reconstructed secret, whereas
Goyal et al. only require that R learns any non-trivial information about the secret. A thorough
comparison of the two definitions is presented in Section 2, where we argue that tracing a
complete reconstruction box is a natural model.

Tracing leaks in Shamir secret sharing. In Section 3 we present an efficient tracing procedure
for tracing leaks in standard Shamir t-out-of-n secret sharing, where each servers’s share is the
evaluation of a degree t − 1 polynomial on a point x that is drawn at random from a field F
satisfying |F| ≫ n. We explain in Section 3 why choosing the x points in this manner is necessary.
In particular, shares in our schemes consist of just two field elements – just twice as long as standard
Shamir shares.

The basic idea behind our tracing algorithm is the following. Suppose for simplicity that R
is a perfect reconstruction box that has f = t − 1 shares {(xi, yi)}i∈[t−1] hardcoded in it, and it

1 In the model of Goyal et al. this restriction is captured by requiring that all colluding subsets I1, . . . , Ik are of size
less than t.
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takes one additional share (x∗, y∗) as input. By perfect, we mean that R always outputs the result
of Lagrange interpolation at the point 0, applied to {(xi, yi)}i∈[t−1] and (x∗, y∗). We observe that
the Lagrange coefficient of y∗ in this interpolation can be treated as an inverse polynomial in x∗

whose roots are exactly the x-values x1, . . . , xt−1 of the shares hardcoded in R. Then by carefully
querying R a total of Ω(t) times, we are able to obtain t evaluations of this polynomial. Hence, we
can interpolate it and then find its roots, giving us the x values of the leaked shares used by R. Since
all x values are chosen at random from a large field, this information identifies the corrupted servers
with overwhelming probability. More generally, to trace f < t corruptions, our tracing algorithm
issues Ω(f) queries to the reconstruction box R.

When R is not perfect, and may err with some probability ϵ, we need to use list decoding
for Reed-Solomon codes (for example, the Guruswami-Sudan algorithm [42]) to obtain a list of
candidate polynomials, such that one of them is guaranteed to have x1, . . . , xt−1 as its roots. For
more details, see Section 3, where we also explain how to trace when the number f of corruptions
is not known in advance, and how to make our scheme accommodate non-imputability.

Tracing leaks in Blakley secret sharing. In Section 4 we present a very efficient tracing
algorithm for t-out-of-n Blakley secret sharing. We let the secret s live in some finite field F. To
share s, the dealer first randomly extends it to a point x = (s, x2, . . . , xt) in Ft, by appending
t − 1 random F-elements to it. Then, the share of server i is a random hyperplane Hi in Ft that
passes through x. The intersection of any t such hyperplanes uniquely defines x, and hence s, with
overwhelming probability, whereas every t − 1 hyperplanes are (almost) statistically independent
of s. Suppose we have a perfect reconstruction box R that has f hyperplanesHi1 , . . . ,Hif hardcoded
in it which it uses to reconstruct the secret. Moreover, suppose that instead of just the secret s, this
box outputs the entire point x that is the intersection of Hi1 , . . . ,Hif and the t − f hyperplanes
that it receives as input. In this case, tracing becomes easy. To trace R back to servers i1, . . . , if , we
simply invoke it on t−f random hyperplanesH ′

1, . . . ,H
′
t−f . It is not hard to see that the intersection

point that R outputs is a random point r in Ft, conditioned on it intersecting Hi1 , . . . ,Hif . If F is
large, then r will almost surely not lie on any of the honest servers’ hyperplanes, and will therefore
identify the corrupted servers. Hence, with a single query to R we can identify the corrupted servers.

The problem is that R does not output the entire intersection point r, but just its first co-
ordinate, which is the reconstructed secret. This is not enough information for the above tracing
procedure, as it does not uniquely identify the corrupted servers. To remedy this situation, in Sec-
tion 4.1 we extend Blakley’s scheme such that the secret is a full point in Ft. Doing so while still
retaining the secrecy of the secret sharing scheme turns out to be non-trivial. Then, in Section 4.2,
we present a tracing algorithm that relies on the above idea for our extended scheme. This tracing
algorithm still requires just one query to the reconstruction box R, and is hence optimal in this
sense.2

In Section 6 we also discuss how the fact that we use just one query to R may be beneficial
for tracing stateful reconstruction services (as opposed to just stateless reconstruction boxes). Both
the scheme of Goyal et al. [41] and our Shamir-based schemes cannot be used to trace stateful
reconstruction services.

We emphasize that our Blakley-inspired traceable secret sharing scheme is also very efficient
in terms of its share size. In Section 4 we discuss how to represent shares in this scheme with
just λ + |s|, where λ is the security parameter and |s| is the secret size. This essentially matches

2 If R may sometimes err, then our tracing algorithm requires just one successful query to R, which is again optimal.
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our Shamir-based construction for secrets in {0, 1}λ. The reader is referred to Section 4 for our
full-fledged scheme that satisfies non-imputability, and for additional technical details.

Leaker confirmation and accountability in threshold VUFs. In Section 5, we discuss an
easier task of confirming that a given “suspected” subset I ′ of servers is indeed the corrupted
subset behind a reconstruction box R. We then explain how the same techniques underlying our
tracing procedure for Shamir secret sharing can be used to solve the confirmation problem as well.
Though this is unsurprising in and of itself (confirmation is easier than tracing), we show how
this confirmation mechanism can be performed in the exponent of a cyclic group. As we explain
in Section 5, this means that our confirmation mechanism can be used to confirm the identity of
leaking parties in BLS-based threshold verifiable unpredictable functions (VUFs) [49, 8, 47].

Future work. Our work opens up many avenues for future work, which we discuss at length
in Section 6. One such interesting direction is to explore the connection between traceable secret
sharing and erasure codes. Both Shamir’s and Blakley’s schemes can be seen as first randomly
embedding the secret in a higher dimension space, and then deterministically encoding it using
some erasure code [48]. A fascinating question that our work leaves open is to come up with tracing
procedures for other secret-sharing schemes that can be thought of in the same manner. These
include schemes that are based on CRT-encodings [3, 50, 35], and schemes that are obtained from
low-density parity-check (LDPC) codes [22, 2].

Another compelling direction for future research is to come up with a traceable secret-sharing
scheme in which reconstruction is linear and tracing requires only degree-2 operations. As we explain
in Section 6, this may have exciting applications for tracing traitors in threshold VUFs (which is a
stronger guarantee than traitor confirmation).

Finally, Goyal et al. [41] showed how the techniques underlying their traceable secret sharing
construction can be applied to obtain traceablity for leaked information in schemes for computation
delegation. However, the construction is not black-box from any traceable secret sharing scheme,
and it would be interesting to apply our techniques to traceable computation delegation as well.

1.2 Additional Related Work

There are several cryptographic primitives that resemble the notion of traceable secret sharing. We
briefly discuss them here. The first notion that comes to mind in that respect is that of traitor tracing
for encryption schemes, first introduced by Chor, Fiat, and Naor [21]. In such schemes, a central
authority issues a single encryption key, and n decryption keys, one per receiver. If any coalition
of receivers comes together and produces a pirate decoder box D that can decrypt well-formed
ciphertexts, then this box can be traced back to at least one of the receivers who contributed
to it. Traitor tracing, therefore, also deals with tracing leaked secrets back to the parties who
leaked them. The techniques used to construct traitor tracing schemes are, however, fundamentally
different the techniques we use here. Many traitor tracing schemes have been proposed over the
years (see, for example, [46, 53, 6, 29, 64, 43, 51, 27, 16, 32, 13, 38, 19, 71, 70, 37] and the references
therein). Almost all of these build on either private linear broadcast encryption (PLBE) [11] or
fingerprinting codes [12] (on which we will elaborate shortly). Tracing using these techniques is
very different from the tracing algorithms we construct in this paper. It is an interesting open
question whether inspiration can be drawn from the rich traitor tracing literature to construct new
traceable secret-sharing schemes.
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Several works have considered the setting in which the tracer in a traitor tracing scheme might
be malicious, and the task of preventing it from falsely accusing an innocent receiver [58, 59, 60].
This is analogous to the notion of non-imputability in traceable secret sharing.

Boneh, Partap, and Rotem [10] recently generalized traitor tracing to the threshold decryption
setting, in which t out of the n receivers are needed for decryption. They gave formal definitions
and efficient constructions. Their constructions also rely on fingerprinting codes, and hence on
fundamentally different techniques than our traceable secret-sharing constructions.

Fingerprinting codes, introduced by Boneh and Shaw [12] (see also [9, 69, 57, 7]), are used
for fingerprinting digital content. Such codes are “traceable” in the following sense: if a new word
is constructed from a subset of the codewords, by way of mixing and matching symbols from
these codewords, then this new word can be traced back to at least one of the codewords that
contributed to it. Very roughly speaking, our constructions for traceable secret sharing can also be
seen as tracing symbols of a codeword back to a codeword, but in a very different sense. We discuss
this point at length in Section 6.

Finally, Goyal [39] (see also [40]) has suggested the notion of Accountable-Authority Identity-
Based Encryption, where a misbehaving key authority that leaks the secret key of a server can be
proven malicious and held accountable.

1.3 Notation And Basic Definitions

In this section, we present the basic notions and cryptographic primitives that are used in this
work. For an integer n ∈ N we denote by [n] the set {1, . . . , n}. For a distribution X we denote
by x ←$ X the process of sampling a value x from the distribution X. Similarly, for a set X , we
denote by x ←$ X the process of sampling a value x from the uniform distribution over X . For a
pair X,Y of distributions defined over the same domain Ω, we denote by SD(X,Y ) the statistical
distance between them, defined as SD(X,Y ) = 1

2

∑
ω∈Ω |Pr [X = ω]− Pr [Y = ω]|. In Section 3, we

make use of the standard cryptographic notion of a one-way function, and the reader is referred
to [33] for a formal definition. All other notation and existing algorithms or cryptographic primitive
that we rely on will be defined in their respective sections.

2 Traceable Secret Sharing

In this section, we present our definition of traceable threshold secret-sharing schemes (we may
sometime call them traceable secret-sharing schemes for short). We follow the definitions of Goyal,
Song, and Srinivasan [41], with several key changes that we discuss at the end of the section.

2.1 Syntax and Correctness

A traceable secret-sharing scheme is a 4-tuple TTSS = (Share,Rec,Trace,Verify) of PPT algorithms.
The algorithms Share and Rec are the standard secret sharing and secret reconstruction algorithms
of threshold secret sharing schemes. We do restrict the presentation, however, to secret sharing
schemes that are symmetric. By that, we mean that the secret sharing procedure works in a
particular fashion; instead of a secret sharing algorithm that samples all n shares at once, we
consider a Share algorithm that produces one share at a time. To produce n shares, Share is invoked
n times over. Note, however, that to ensure correctness, many secret sharing schemes require that the
n shares are correlated beyond just the underlying secret s. For example, in Shamir secret sharing,
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all shares must lie on the same degree t−1 polynomial whose free coefficient is s. To account for this
added correlation, we consider secret sharing algorithms that take in a correlation string ρ as an
additional input. In Shamir secret sharing, for example, this ρ specifies the other t− 1 coefficients
of the said polynomial. Correctness then needs to hold for every choice of ρ, and security is defined
over a random choice of ρ.

We now define the syntax of traceable secret-sharing schemes in more detail:

– Share(1λ, s, n, t, ρ) → (shi, tki, vki) is the sharing algorithm.3 It takes as input the security
parameter 1λ, the secret s, the number n of parties, the threshold t ≤ n, and a correlation
string ρ ∈ {0, 1}κ, where κ = κ(λ, n, t) ∈ N.4 It outputs a share shi, a tracing key component
tki and a verification key component vki.

– Rec({shi1 , . . . , shit})→ s is the deterministic secret reconstruction algorithm. It takes as input
t secret shares shi1 , . . . , shit and outputs a secret s. We stress that we do not assume that the
reconstruction algorithm has external knowledge regarding the origin of the shares it receives as
input, since the scheme is symmetric and all shares come from the same distribution. We write
the input as {shi1 , . . . , shit} to emphasize that Rec is oblivious to the ordering of the shares
given to it, but to simplify notation, we may sometime write Rec(shi1 , . . . , shit) instead.

– TraceR(tk, 11/δ) → (I, π) is the randomized tracing algorithm. It takes as input a tracing key
tk = (tk1, . . . , tkn) and an error parameter δ, and it gets oracle (black-box) access to a recon-
struction box R. The algorithm outputs a subset I ⊆ [n] of identities of leaking parties and an
associated proof π.

– Verify(vk, I, π) → {0, 1} is the deterministic verification algorithm. It takes as input the ver-
ification key vk = (vk1, . . . , vkn), an alleged traitor subset I, and an associated proof π, and
outputs either 1, implying acceptance of the proof that the parties in I are guilty, or 0, implying
rejection.

Correctness. The correctness requirement for a traceable secret-sharing scheme is the standard
correctness property of secret-sharing schemes. That is, any t-tuple of the shares should suffice to
correctly reconstruct the secret.

Definition 1. Let TTSS = (Share,Rec,Trace,Verify) be a traceable secret-sharing scheme and let
ϵ = ϵ(λ) ∈ [0, 1] be a function of the security parameter λ. We say that TTSS is ϵ-correct if for
every λ ∈ N, every secret s, every n ∈ N, every 0 < t ≤ n, every correlation string ρ ∈ {0, 1}κ, and
every subset J = {i1, . . . , it} ⊆ [n] of size t, it holds that

Pr
[
s′ = s

]
≥ 1− ϵ(λ),

where (shi, tki, vki)←$ Share(1λ, s, n, t, ρ) for every i ∈ [n] and s′ := Rec(shi1 , . . . , shit).

3 In the original definition of [41], the sharing process is done by running a generic two-party computation protocol
between the dealer and each of the shareholders. We chose to abstract this process away. We elaborate on the
differences between the definitions below.

4 We allow κ to depend on n for generality, but in our constructions, κ will only be a function of λ and t. This allows
for sampling of shares “on the fly”, without knowing n in advance. Throughout the paper, κ will always refer to
the bit-length of the correlation string, and when clear from context, we will not mention this explicitly.
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2.2 Security

A traceable secret-sharing scheme should satisfy three security properties: secrecy, traceability,
and non-imputability. The first is the standard secrecy property of secret-sharing schemes, which
stipulates that any subset of less than t parties should learn nothing about the secret s. This is
captured by the following definition.

Definition 2 (Statistical secrecy). Let TTSS = (Share,Rec,Trace,Verify) be a traceable secret-
sharing scheme and let ϵ = ϵ(λ) ∈ [0, 1] be a function of the security parameter λ. We say that
TTSS satisfies ϵ-secrecy if for every λ ∈ N, any two secrets s, s′, every n ∈ N, every 0 < t ≤ n,
and every subset J = {i1, . . . , it−1} ⊆ [n] of size t− 1, it holds that

SD
(
(shi1 , . . . , shit−1), (sh

′
i1 , . . . , sh

′
it−1

)
)
≤ ϵ(λ)

where ρ ←$ {0, 1}κ, (shi, tki, vki) ←$ Share(1λ, s, n, t, ρ) for every i ∈ [n], and (sh′i, tk
′
i, vk

′
i) ←$

Share(1λ, s′, n, t, ρ) for every i ∈ [n].

Traceability. In addition, a traceable secret-sharing should provide traceability. Suppose a coalition
I ⊆ [n] of parties, of size f < t, gets together and constructs a reconstruction box R using their
shares. This R is an algorithm that takes in additional t − f secret shares and outputs a secret
s. Intuitively, if this R is a “good” reconstruction box, then it should be possible to trace it back
to at least one of the parties who “contributed” its share to it. As we discuss in the introduction,
tracing R back to the corrupted parties should be done given only black-box access to it.

In more detail, say that the secret shared among the parties is s∗, and the shares of all parties
are sh1, . . . , shn. Then, R is a good reconstruction box if for random t− f additional shares for the
secret s∗, denoted sh′1, . . . , sh

′
t−f , it holds that R(sh′1, . . . , sh

′
t−f ) outputs s∗ with high probability.

Definition 3 below formally defines good reconstruction boxes.

Definition 3 (Good reconstruction boxes). Let TTSS be a traceable secret-sharing scheme.
Let λ ∈ N, let n, t, f ∈ N such that 0 < f < t ≤ n, and let κ = κ(λ, n, t). For ϵ ∈ [0, 1], a secret s∗,
correlation string ρ ∈ {0, 1}κ, we say that a reconstruction box R is (n, t, f, s∗, ρ, ϵ)-good if

Pr
[
R(sh′1, . . . , sh

′
t−f ) = s∗

]
≥ ϵ,

where the probability is taken over (sh′i, tk
′
i, vki) ←$ Share(1λ, s∗, n, t, ρ) for i = 1, . . . t − f and the

random coins of R.

Equipped with this notion, the traceability experiment is presented in Fig. 1 and the notion of
traceability for secret-sharing is defined below.

Definition 4 (Traceability). Let TTSS = (Share,Rec,Trace,Verify) be a traceable secret-sharing
scheme with secret space SCRT = {SCRT }λ∈N, and let ϵ = ϵ(λ) and δ = δ(λ) be functions of
the security parameter. We say that TTSS is traceable, if for every probabilistic polynomial time
adversary A, the following function is negligible in λ:

AdvtracA,TTSS,ϵ,δ(λ) :=

∣∣∣∣ϵ · Pr [ExpTraceA,TTSS,ϵ,δ(λ) = 1
]
− 1

|SCRT λ|

∣∣∣∣ .
Some remarks are in order:
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Experiment ExpTraceA,TTSS,ϵ,δ(λ)

1 : J ← ∅
2 : (n, t, I, state)← A(1λ) // A chooses the parties I = {i1, . . . , if} ⊆ [n] to corrupt

3 : s∗ ←$ SCRT λ

4 : ρ←$ {0, 1}κ

5 : for i = 1, . . . , n : (shi, tki, vki)←$ Share(1λ, s∗, n, t, ρ)

6 : tk := (tk1, . . . , tkn), vk := (vk1, . . . , vkn)

7 : R←$A(state, shi1 , . . . , shif ) where I = {i1, . . . , if}
8 : if R is not (n, t, f, s∗, ρ, ϵ)-good then return 0

9 : (I′, π)←$ TraceR(·)(tk, 11/δ(λ))

10 : if I = I′ AND Verify(vk, I′, π) = 1 then return 0, else return 1

Fig. 1. The tracing experiment for a traceable secret-sharing scheme TTSS and an adversary A. The set SCRT =
{SCRT λ}λ∈N denotes the secret space of TTSS.

1. The advantage term: The advantage is defined to be

ϵ · Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
− 1/|SCRT λ|

(instead of simply Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
) to discount for the following trivial attack,

which succeeds in “breaking” traceability with probability essentially 1/ (ϵ · |SCRT λ|). Fix a
set S ⊆ SCRT λ. The adversary then outputs a reconstruction box RS that ignores the shares
it receives as input, and outputs a uniformly random secret from S, i.e., s←$ S. Observe that
this reconstruction box is essentially untraceable, since it is independent of the shares of the
corrupted parties. It is also ϵ-good for any secret s ∈ S for ϵ = 1/|S|. Moreover, the secret s∗

chosen by the challenger in ExpTraceA,TTSS,ϵ,δ(λ) is in S with probability

α =
|S|

|SCRT λ|
=

1

ϵ · |SCRT λ|
.

Note that if |SCRT λ| is super-polynomial in λ, then ϵ or α (or both) must be negligible.

2. Adaptive adversaries: For simplicity, our definition requires that the adversary chooses the
set of corrupted parties all at once, non-adaptively. However, observe that in symmetric secret
sharing schemes, as we consider here, all shares come from the same distribution, and hence
querying for shares adaptively would give no additional power to the adversary.

3. The output of R: Our definition requires that a good reconstruction R outputs the recon-
structed secret s∗, and not some function thereof. For example, if R outputs H(s∗) for some
hash function H, our definition makes no guarantees as to the ability to trace R back to the
corrupted subset. Looking ahead, our tracing algorithms will indeed rely on R outputting the
secret s∗ and not, say, H(s∗). This might pose an issue if H(s∗) is also very sensitive infor-
mation; for instance, if H(s∗) is used by Alice, the secret owner, as her Bitcoin secret key. We
argue, however, that this can be justified. The secret owner is the one that gets to decide what
the secret is. Therefore, Alice can set the secret s∗ to be her secret key, and not a hash of it, in
which case a reconstruction R that outputs H(s∗) is of little use.
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Non-imputability. Lastly, we require that a traceable secret-sharing scheme satisfy the notion of
non-imputability, stating that honest parties cannot be wrongly blamed. In more detail, this means
that even a malicious tracer cannot produce an accepting proof for the culpability of an honest
party. This is formally captured by the security experiment in Fig. 2. There, the adversary gets
the tracing and verification keys tk and vk, and may obtain the secret shares of any party of its
choosing, as long as it is not the honest party it tries to blame.

Definition 5 (Non-imputability). We say that a traceable secret-sharing scheme TTSS =
(Share,Rec,Trace,Verify) satisfies non-imputability, if for every probabilistic polynomial time ad-
versary A, the following function is negligible in λ:

AdvniA,TTSS(λ) := Pr
[
ExpNIA,TTSS(λ) = 1

]

Experiment ExpNIA,TTSS(λ)

1 : J ← ∅
2 : (n, t, i∗, s, state)← A(1λ)
3 : ρ←$ {0, 1}κ

4 : for i = 1, . . . , n : (shi, tki, vki)←$ Share(1λ, s∗, n, t, ρ)

5 : tk := (tk1, . . . , tkn), vk := (vk1, . . . , vkn)

6 : (I∗, π)←$A(state, {shi}i∈[n]\{i∗}, tk, vk)

// output a subset I∗ and a proof for its culpability

7 : if i∗ ∈ I∗ AND Verify(vk, I∗, π) = 1 then return 1, else return 0

Fig. 2. The non-imputability experiment for a traceable secret-sharing scheme TTSS and an adversary A.

Comparison with the definition of Goyal, Song, and Srinivasan [41]. As mentioned above,
our definition takes after that of Goyal et al. [41]. There are, however, a few differences that make
our definition incomparable to theirs. On the one hand, our definition gives the tracer much less
information to work with, and hence provides stronger security guarantees in this sense. Concretely,
in the work of Goyal et al. the leakage of secrets has more structure to it: each corrupted party i
submits a function f(shi) of its secret share for an adversarially-chosen f .5 The tracer then gets
{f(shi)}i∈J , where J is the set of corrupted parties of size at least t, together with a description
of the function f . It also gets access to a reconstruction box R, that takes in at least t share
encodings {f(shi)} as input. On its own, the reconstruction box R is independent of the secret
shares. Observe that, indeed, given this information, it is easy to construct a reconstruction box
R′ in our model, with respect to any subset I ⊂ J of corrupted parties. To do that, one simply
hardcodes {f(shi)}i∈I and the function f into R′. Then, on input secret shares (sh′1, . . . , sh

′
t−|I|),

the reconstruction box R′, computes R({f(shi)}i∈I , {f(sh′j)}j∈[t−|I|]).
On the other hand, in our setting, to trace a reconstruction box R back to a corrupted party,

we require that R fully recovers the underlying secret. Goyal et al., however, only require that the

5 In the syntax of Goyal et al. each party i may submit a different, party-specific, function fi of its share. In our
setting, however, any information that pertains to the identity of the party who owns the share is considered part
of the share. Hence, using just one function f for all shares is without loss of generality.
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reconstruction box R is able to extract some non-trivial information regarding the secret in order to
trace it back to a corrupted party (this is formalized by R accomplishing some distinguishing task;
see [41] for the formal details). These two requirements are equivalent in the random oracle model,
assuming that the user always hashes the secret with a random oracle prior to using it. This way,
a reconstruction box that outputs partial information about the hash of the secret, must query the
random oracle at the secret. By observing R’s queries to the random oracle, one can extract the
full secret s thereby obtaining a reconstruction box in our model. Even without the random oracle
model, the user can apply a randomness extractor to the secret before using it, thus making a box
R that only returns a few bits of information about the secret of no value to the adversary.

On a technical level, Goyal et al. consider a distributed and interactive secret-sharing protocol
between the dealer and the n shareholders. The dealer’s view of this interaction serves as both
the tracing key tk and the verification key vk. In order to instantiate this sharing step, they use
a generic protocol for secure 2-party computation (instantiated n times over, once between the
dealer and each of the shareholders). To simplify the presentation, we chose to consider a static
and centralized secret sharing algorithm Share, but we note that one can always transform it into
a distributed protocol using generic multiparty computation as well.

2.3 A Useful Fact About Good Reconstruction Boxes

In the rest of this section, we introduce a different traceability notion, which we call universal
traceability. This notion is easier to work with when proving traceability of traceable secret sharing
schemes, and — as we will shortly see — any scheme that is universally traceable is also traceable
in some formal sense. As we will argue, universal traceability also makes sense as a notion of
traceability in its own right.

Looking ahead, universal traceability says that a universally good reconstruction box can be
traced back to the subset of parties who manufactured it. Very informally, we call a reconstruction
box universally good if it correctly reconstructs a random secret from a random sharing of it with
high probability.

We begin by defining universally good reconstruction boxes. Our definition makes use of the
following notation. For a subset C ⊆ {0, 1}κ of correlation strings, we denote by sh ←$ SHλ,n,t(C)
the process of sampling a random share for a random secret, conditioned on the correlation string
being in C; that is, the process: ρ ←$ C, s ←$ SCRT λ, sh ←$ Share(1λ, s, n, t, ρ). When λ, n and t
are clear from context, we may write sh←$ SH(C).

Definition 6 (Universally-good reconstruction boxes). Let TTSS be a traceable secret-sharing
scheme. Let λ ∈ N, let n, t, f ∈ N such that 0 < f < t ≤ n, and let κ = κ(λ, n, t). For ϵ ∈ [0, 1],
f shares sh = (sh1, . . . , shf ), and a subset C ⊆ {0, 1}κ, we say that a reconstruction box R is
(n, t, sh, C, ϵ)-good if

Pr
[
R(sh′1, . . . , sh

′
t−f ) = Rec(sh1, . . . , shf , sh

′
1, . . . , sh

′
t−f )

]
≥ ϵ,

where the probability is taken over sh′i ←$ SHλ,n,t(C) for i = 1, . . . t− f and the random coins of R.

We now use the notion of universally good reconstruction boxes to define universal traceability.
Our definition makes use of the following conventions. Let Γ = {C1, C2, . . .} be a partition of the
space {0, 1}κ of correlation strings. For a correlation string ρ ∈ {0, 1}κ, we denote by Γ (ρ) the
unique subset Ci that contains ρ.
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Using this notation, the universal traceability experiment is presented in Fig. 3. It is almost
identical to the tracing security experiment from Fig. 1 other than the fact that the reconstruction
box R is required to be universally good with respect to Γ (ρ), where ρ is the correlation string
used to generate the secret shares in the experiment (rather than just good with respect to the
secret s∗). For simplicity, we only parameterize the experiment by ϵ, and not δ, by setting ϵ = δ.

Experiment ExpUniTraceA,TTSS,Γ,ϵ(λ)

1 : J ← ∅

2 : (n, t, I, state)← A(1λ)
3 : s∗ ←$ SCRT λ

4 : ρ←$ {0, 1}κ

5 : for i = 1, . . . , n : (shi, tki, vki)←$ Share(1λ, s∗, n, t, ρ)

6 : tk := (tk1, . . . , tkn), vk := (vk1, . . . , vkn)

7 : R←$A(state, shi1 , . . . , shif ) where I = (i1, . . . , if )

8 : sh := (shi1 , . . . , shif )

9 : if R is not (n, t, sh, Γ (ρ), ϵ)-universally-good then return 0

10 : (I′, π)←$ TraceR(·)(tk, 11/ϵ(λ))

11 : if I = I′ AND Verify(vk, I′, π) = 1 then return 0, else return 1

Fig. 3. The universal tracing experiment for a traceable secret-sharing scheme TTSS and an adversary A. Changes
from the tracing security experiment in Fig. 1 are marked in blue.

Definition 7 (Universal traceability). Let TTSS = (Share,Rec,Trace,Verify) be a traceable
secret-sharing scheme with secret space SCRT = {SCRT λ}λ∈N, let ϵ = ϵ(λ) be a function of the
security parameter, and let Γ be a partition of the space {0, 1}κ of correlation strings. We say that
TTSS satisfies universal traceability, if for every probabilistic polynomial time adversary A, the
following function is negligible in λ:

Advuni-tracA,TTSS,Γ,ϵ(λ) :=

∣∣∣∣Pr [ExpUniTraceA,TTSS,Γ,ϵ(λ) = 1
]
− 1

|SCRT λ|

∣∣∣∣ .
If Γ is the trivial partition (that is, Γ = {{0, 1}κ}), we may omit it from the notation. Observe
that the trivial reconstruction box R that outputs a uniformly random secret s∗ ←$ SCRT λ,
independently of its inputs, is ϵ-universally good for ϵ = 1/|SCRT λ| and is essentially untraceable.
This is why we subtract a 1/|SCRT λ| term from the probability that the experiment outputs 1
when defining the advantage of A above.

We argue that Defintion 7 is a very reasonable one. Intuitively, the definition says that if R
is good with respect to the equivalence class Γ (ρ) of the real correlation string ρ (i.e., the one
used to sample the real secret shares sampled by the challenger), then it should be traced back to
the corrupted subset. Intuitively, since A only sees at most t − 1 shares, and does not have any
information about the real correlation string ρ, it is very reasonable to consider a reconstruction box
R that almost always fails on Γ (ρ) to be a bad reconstruction box. To make this intuition precise,
we prove below that for a certain natural class of traceable secret sharing schemes (as the ones we
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will construct), if a traceable secret sharing scheme satisfies universal traceability (Definition 7),
then it also satisfies standard traceability (Definition 4) with related parameters.

Looking ahead, we will use universal traceability with respect to two extremes of the partition
Γ . In Section 3, we will use the trivial partition Γ = {{0, 1}κ}; meaning, a universally good
reconstruction box should reconstruct random sharings of a random secret. In Section 4 we will
use the complete partition into singletons Γ = {{ρ} : ρ ∈ {0, 1}κ}; meaning, a universally good
reconstruction box should reconstruct random sharings (of random secrets), generated with the real
reconstruction string ρ sampled by the challenger.

Bidirectional secret sharing schemes. To relate the notion of universal traceability to that of
standard traceability, it will be convenient to define a subclass of threshold secret sharing schemes,
which we call bidirectional. Let Γ be a partition of the space of correlation strings. In such schemes,
sampling a secret s∗ uniformly at random from the secret space, and then generating t shares
sh1, . . . , sht of it conditioned on the correlation string being in some C ∈ Γ , is statistically close to
sampling t shares sh1, . . . , sht ←$ SH(C), and then computing s∗ ← Rec(sh1, . . . , sht). Both of our
constructions will satisfy this property with respect to the different partitions discussed above.

Definition 8 (Bidirectional secret sharing). Let TTSS be a traceable secret-sharing scheme
with secret space SCRT = {SCRT λ}λ∈N, and let ϵ = ϵ(λ) ∈ [0, 1], n = n(λ) and t = t(λ) be
functions of the security parameter λ ∈ N. Let Γ be a partition of the space {0, 1}κ of correlation
strings for TTSS. We say that TTSS is (Γ, ϵ)-bidirectional if for every λ ∈ N and every C ∈ Γ ,

SD
(
(s, sh1, . . . , sht), (s

′, sh′1, . . . , sh
′
t)
)
≤ ϵ(λ),

where:

1. s←$ SCRT λ, ρ←$ C, and (shi, tki, vki)←$ Share(1λ, s, n, t, ρ) for i = 1, . . . , t.
2. sh′i ←$ SHλ,n,t(C) for i = 1, . . . , t and s′ ← Rec(sh′1, . . . , sh

′
t).

From universal traceability to traceability. As promised, we will now relate standard trace-
ability (Definition 4) to universal traceability (Definition 7) for bidirectional schemes.

Lemma 1. Let TTSS = (Share,Rec,Trace,Verify) be a traceable secret-sharing scheme that satisfies
ν1-correctness and (Γ, ν2)-bidirectionality for negligible functions ν1, ν2 of the security parameter
λ ∈ N and a partition Γ of {0, 1}κ. Let ϵ = ϵ(λ) and δ = δ(λ) be functions of the security parameter
such that δ ≤ min{2ϵ, 1/2}, and let A be an adversary. Assume that AdvtracA,TTSS,ϵ,δ(λ) ≥ 2δ and

Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
≥ 1

ϵ|SCRT λ| . Then, there exists a negligible function ν = ν(·) such
that for every λ ∈ N it holds that

Advuni-tracA,TTSS,Γ,δ′(λ) ≥ AdvtracA,TTSS,ϵ,δ(λ)/2− ν(λ)

where δ′ ≥ δ − ν(λ).

The proof of the lemma can be found in Appendix A. The crux of the argument is this: since
the adversary sees at most t−1 shares, it has essentially no information about the secret s∗. Hence,
if it outputs a reconstruction box that is ϵ-good for the real secret s∗ with probability α, then it is
good for α/2 fraction of the secrets with probability α/2. In particular, with probability α/2, it is
δ′-universally-good for δ′ ≈ α/2. This means that if α is non-negligible, then the adversary outputs
a δ′-universally-good reconstruction box with non-negligible probability, and for a non-negligible
δ′. In particular, setting α ≥ 2δ gives δ′ ≈ δ.
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3 A Scheme Based on Shamir Secret Sharing

In this section, we present our traceable secret-sharing scheme based on Shamir secret sharing.
Recall that Shamir secret sharing is defined over a finite field F. To share a secret s ∈ F among n
parties, with a threshold of t, the dealer samples a uniformly random polynomial q of degree t− 1
over F, conditioned on its free coefficient being s. Each party i ∈ [n] is uniquely associated with
some field element xi ∈ F, and its share is shi = (xi, q(xi)) ∈ F.6 Any t evaluations of q can be used
to reconstruct the polynomial, and hence s, e.g. via Lagrange interpolation. In contrast, any tuple
of t− 1 shares is uniformly random over Ft−1, and hence reveals nothing about the secret.

We begin with an informal overview of our traceable Shamir secret sharing. Then, we will present
a basic scheme that does not satisfy non-imputability, but already captures the main ideas behind
our tracing procedure. Finally, we will show how to amend this scheme so that it also satisfies
non-imputability.

3.1 Overview of our scheme

Random evaluation points. Typically in Shamir secret sharing, party i is deterministically
associated with its evaluation point xi. The simplest example is when the field F is Fp, the finite
field of integers modulo p. Then, a natural choice is xi = i, when i is interpreted as an Fp element.
Our first observation is that this approach cannot admit efficient tracing according to our definition.
The reason is that an adversary may corrupt a random subset I of the parties and construct a
reconstruction box R with the secret shares of I embedded in it. Let f = |I|. Then, R will output
the secret s if it gets exactly t− f shares associated with parties outside of I; the box R can link a
share (xi, q(xi)) given to it as input to party i, because xi is a deterministic function of the party’s
index i. Whenever R is given more than t−f inputs, or if one of its input shares “belongs” to a party
in I, the box R outputs ⊥ and refuses to output anything meaningful. In this scenario, regardless of
the tracing strategy, R outputs anything other than ⊥ with probability at most ≈ Q

(n−(t−f)
f

)
/
(
n
f

)
,

where Q is the number of queries that Trace makes to R.7 If, for example, t = c1n and f = c2t for
constants c1, c2 ∈ (0, 1) and Q is polynomial in n, making R output anything other than ⊥ would
require 2Ω(n) queries in expectation.

To avoid this problem, we consider a variant of Shamir secret sharing in which each xi is sampled
uniformly at random from the field F. If the field is large enough, this has a very small impact on
the correctness of the scheme. Rejection sampling may also be used to reduce, or even eliminate,
the small correctness error that results from the possibility of assigning the same x to two different
parties. The benefit is that now a share (xi, q(xi)) cannot be linked to party i without knowing
the dealer’s randomness. As we will now see, this allows us to overcome the impossibility argument
sketched above.

6 If xi is a deterministic function of some identity information associated with the party, then xi need not be
explicitly included as part of the share. Looking ahead, we will choose the xis randomly, and hence they will need
to be included in the share.

7 To see why that is, consider a different experiment, in which the tracer always gets ⊥ in response from R, but we
still say that it wins if it ever queries R at a subset that does not intersect the corrupted subset I. The probability
that the tracer wins in this modified experiment is the same as in the original experiment since its view is identical
in both experiments as long as it has not yet won. In this modified experiment, the queries of the tracer are
independent of the corrupted subset I, and so we can think of I as being chosen uniformly at random after the
queries are determined. In this case, the probability that I does not intersect a certain subset of size t − f is(
n−(t−f)

f

)
/
(
n
f

)
, and the overall probability that the tracer wins is bounded by Q ·

(
n−(t−f)

f

)
/
(
n
f

)
.
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Tracing via polynomial interpolation and factorization. To understand the basic idea behind
our tracing procedure, it is instructive to consider the task that a pirate reconstruction box R for
Shamir secret sharing needs to accomplish. For simplicity, assume that the number of corruptions
is f = t − 1. In this case, R gets an additional share as input and outputs the secret s. This
secret is the result of reconstructing the value q(0) using the t − 1 evaluations of q hardcoded in
R and the additional evaluation given to it as input. Suppose that the shares hardocded in R are
(xi, yi = q(xi)) for i = 1, . . . , t−1. When feeding it an additional share of the form (xt, yt), R needs
to output

s =
∑
i∈[t]

 ∏
k∈[t]\{i}

xk
xk − xi

 · yi.
Otherwise, it is not a good reconstruction box. This can be re-written as

s =
∑

i∈[t−1]

 ∏
k∈[t]\{i}

xk
xk − xi

 · yi +
 ∏

k∈[t−1]

xk
xk − xt

 · yt. (1)

If we now feed R with the share (xt, yt + 1), where xt and yt are as before, we obtain some s′

satisfying

s′ =
∑

i∈[t−1]

 ∏
k∈[t]\{i}

xk
xk − xi

 · yi +
 ∏

k∈[t−1]

xk
xk − xt

 · (yt + 1). (2)

Subtracting Eq. (1) from Eq. (2) and rearranging, we obtain∏
k∈[t−1]

xk − xt
xk

= (s′ − s)−1. (3)

We now consider the univariate polynomial h(X) =
∏

k∈[t−1]
xk−X
xk

in the indeterminate X. Observe
that the roots of the polynomial h are exactly the xi values of the corrupted parties. Moreover, we
can interpret Eq. (3) as an evaluation of h at the point xt we fed to R. Repeating the above with
additional t− 1 fresh xt values, would give us t evaluations of h. Since h is of degree t− 1, this is
enough to interpolate h and factor it to find its roots via polynomial factorization [4, 62, 45]. If the
true xi values of all the parties are given to the tracer as part of tk, the tracer can now trace the
roots of h back to the corrupted parties.

Sharing and reconstruction. In what follows, we formally describe the Share and Rec algorithms
for our scheme, which we denote TS (for “Traceable Shamir”). This is still a simplified version of
our scheme that does not provide non-imputability, which we will handle later in this section. The
scheme is parameterized by a finite field F = F(λ, n, t).

We begin with the sharing algorithm. The algorithm receives the security parameter 1λ, the
secret s ∈ F, integers n and t, and a correlation string ρ that is interpreted as t−1 coefficients in F.

Share(1λ, s, n, t, ρ) :

1. Parse ρ as (a1, . . . , at−1) ∈ Ft−1.
// observe that q(X) = at−1X

t−1 + · · ·+ a1X + s is a polynomial of degree t− 1 such that q(0) = s

2. For i = 1, . . . , n:
(a) Sample xi ←$ F.
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(b) Compute yi ← s+
∑t−1

j=1 ajx
j
i .

// observe that yi = q(xi)

(c) Set shi ← (xi, yi), tki ← xi and vki ← xi.
3. Output (shi, tki, vki).

The reconstruction algorithm is the standard Shamir reconstruction algorithm, taking into
account the random choices of the xis. For simplicity of presentation, we present with shares
numbered 1, . . . , t, and we assume that xi ̸= xj for every 1 ≤ i < j ≤ t.

Rec(sh1, . . . , sht):

1. Parse shi as (xi, yi) for i = 1, . . . , t.

2. Compute s←
∑t

i=1

(∏
k∈[t]\{i}

xk
xk−xi

)
· yi.

3. Output s.

3.2 Tracing Imperfect Reconstruction Boxes

We now describe our tracing algorithm. Observe, that the informal overview from the previous
section inherently assumed that the reconstruction box R is always correct, and in particular, that
all evaluations of the polynomial h(X) are correct. To work for imperfect reconstruction boxes,
that output the correct reconstructed secret only with a certain non-negligible probability, we need
an additional idea. This is because standard polynomial interpolation with erroneous evaluations
might fail or give us the wrong polynomial. To resolve this issue, we observe that this problem
of interpolating a polynomial of bounded degree from a set of evaluation points with errors is
equivalent to the list decoding problem for Reed Solomon codes [67, 42]. Specifically, given a list
of evaluations {(x′j , zj)}, the list-decoding algorithms output a list of all polynomials of a certain
degree that agree with a pre-determined fraction of the evaluation points. We formally define list
decoding of Reed-Solomon codes in Definition 9.

Definition 9 (The RS list decoding problem). Let F be a finite field, and let k,N,C ∈ N
such that C ≤ N < |F|. The list decoding problem is defined as follows. Given k,C and N pairs of
elements {xi, yi}i∈[N ] ⊆ F2, output a list H of all univariate polynomials of degree at most k that
agree with at least C pairs {xi, yi}. Specifically,

H = {h ∈ F[X] : deg(h) ≤ k ∧ |{j ∈ [N ] : h(xj) = yj}| ≥ C}.

Our scheme uses list decoding for Reed-Solomon codes in a black-box way. For concreteness, we
consider the seminal Guruswami-Sudan list decoding algorithm [42] in Theorem 1, but any algo-
rithm that solves the Reed-Solomon list decoding problem defined in Definition 9 in polynomial
time may be used instead.

Theorem 1 (Guruswami-Sudan [42]). Let F be a finite field, and let k,N,C ∈ N such that
C ≤ N < |F| and C ≥

√
kN . Then, there exists an algorithm DGS that solves the list decoding

problem as defined in Definition 9 in time polynomial in N ,k and log |F|.
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By the fact that the decoding algorithm runs in polynomial time, the list H that it outputs is also
of polynomial length (see also [36]). Denote by τ(N, k, log |F|) the polynomial bounding the list
length.8

The tracing algorithm. Our full-fledged tracing algorithm obtains a list of evaluations of the
polynomial h(X) as described in the previous section. But then, instead of exact polynomial inter-
polation, it runs a list decoding algorithm to get a list of candidate polynomials. We factor each
polynomial in the list one by one. For each polynomial, we check if all its roots belong to the list
of true xi values of all parties. With high probability, only one of the polynomials in the list will
satisfy this condition. The roots of this polynomial will hence identify our traitors. We formally
describe the tracing algorithm in Figure 4. It is parameterized by N and C (the parameters for
Guruswami-Sudan decoding), and we will discuss how to set them later in this section.

TraceR(tk, f, 11/ϵ):

1. Parse tk as x1, . . . , xn.
2. For ℓ = 1, . . . , N :

(a) For i = f + 1, . . . , t− 1: sample xℓ,i, yℓ,i ←$ F and set shℓ,i ← (xℓ,i, yℓ,i).
(b) Sample x′

ℓ, y
′
ℓ, δℓ ←$ F. Let sh′ℓ ← (x′

ℓ, y
′
ℓ) and sh′′ℓ ← (x′

ℓ, y
′
ℓ + δℓ).

(c) Query R on (shℓ,f+1, . . . , shℓ,t−1, sh
′
ℓ) and on (shℓ,f+1, . . . , shℓ,t−1, sh

′′
ℓ ). Let sℓ and s′ℓ be R’s responses,

respectively.
(d) If s′ℓ = sℓ or δℓ = 0 or xℓ,i = x′

ℓ for some i ∈ {f + 1, . . . , t − 1}, or if ℓ > 1 and x′
ℓ = x′

i for some
i ∈ [ℓ− 1], then terminate and output ⊥. Otherwise, let zℓ ← δℓ

s′
ℓ
−sℓ
·
∏t−1

i=f+1

xℓ,i

xℓ,i−x′
ℓ
.

3. Let L = {x′
j , zj}j∈[N ]. Run the list decoding algorithm DGS on the following inputs: the degree bound f , the

integer C and the list L of pairs in F2. DGS returns a list of all candidate polynomials H = {hi} of degree
at most f that agree with at least C evaluation points out of L.

4. For each hi(x) ∈ H, find all roots wi,1, . . . , wi,f of hi. If, for any j ∈ [f ], there is no k ∈ [n] such that
wi,j = xk, then remove hi from the list H. If H is empty, terminate and output ⊥.

5. Let hj∗ be the first polynomial in H, let I be the set of indices i ∈ [n] for which xi = wj∗,k for some k ∈ [f ].
Set π ← {xi}i∈I .

6. Output I and π.

Fig. 4. The tracing algorithm for the Traceable Shamir Secret Sharing scheme TS.

Theorem 2. For every adversary A, for every λ ∈ N, for every N,C ∈ N and ϵ ∈
[√

2(N+f+t2)
p , 1

]
,

such that ϵ >
√
2C/N and

√
fN ≤ C ≤ N < p, it holds that

Advuni-tracA,TS,ϵ (λ) ≤ e−
ϵ2N
2

·(1− 1
r )

2

+
f · n · τ

p

where p = |F|, r = ϵ2N
2C , n = n(λ) and f = f(λ) are upper bounds on the number of parties and

corruptions, respectively, and τ = τ(N, f, log p) is the polynomial upper bounding the length of the
output of the Guruswami-Sudan algorithm.

8 To solve the list decoding problem with probability 1, the Guruswami-Sudan algorithm runs in expected polynomial
time. If we insist that it runs in strict polynomial time, this incurs a negligible error probability. To avoid over-
cluttering notation, we will ignore this negligible error in our analysis.
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The parameters N and C can be set so that the advantage of the adversary is exponentially
small, while meeting the list decoding constraints. Specifically for the Guruswami-Sudan algorithm,
C can be set to be ⌈

√
Nf ⌉ and N can be set to ⌈ 16fλ/ϵ4 ⌉, where λ is the security paramter.

Observe that in this case r ≥ 2, and hence the term e−
ϵ2N
2

·(1−1/r)2 is at most e−
ϵ2N
8 . Moreover,

since N ≥ 8λ/ϵ2, we get that the advantage of the adversary is bounded by e−λ + f ·n · τ/p, which
is negligible in λ whenever p is super-polynomial in λ.

Proof (of Theorem 2). Let λ ∈ N, let ϵ ∈ [
√

2(N + f + t2)/p, 1], and let A be an adversary taking
part in the ExpUniTraceA,TS,ϵ(λ) security experiment. Let G denote the event in which A outputs
a reconstruction box R that is (n, t, sh, ϵ)-good, where n and t are chosen by A at the beginning of
the experiment, and sh = (shi1 , . . . , shif ) are the shares given to it by the challenger. Conditioned
on ¬G, the output of the experiment is 0 with probability 1, and so we condition the rest of the
analysis on G. Let us denote shij = (x∗j , y

∗
j ) for all j ∈ [f ], and let I be the set of parties corrupted

by A, i.e. {x∗j}j∈[|I|] = {xi}i∈I .
For ℓ = 1, . . . , N , let Eδ,ℓ be the event δℓ = 0. For ℓ ∈ [N ] and j ∈ {f+1, . . . , t−1}, let Ex,j,ℓ,1 be

the event that xℓ,j = x′ℓ, let Ex,j,ℓ,I be the event that xℓ,j = x∗k for some k ∈ [f ] and let Ex,j,ℓ,2 be the
event that xℓ,j = xℓ,i for some i ∈ {f + 1, . . . , j − 1}. For simplicity of notation, let us use Ex,j,ℓ to
denote the event Ex,j,ℓ,1∨Ex,j,ℓ,I∨Ex,j,ℓ,2 for all j ∈ {f+1, . . . , t−1} and ℓ ∈ [N ]. Let Eℓ be the event
that x′ℓ = x′j for some 0 < j < ℓ and let Eℓ,I be the event that x′ℓ = x∗j for some j ∈ [f ]. Lastly, let E1,ℓ

and E2,ℓ be the events that R(shℓ,f+1, . . . , shℓ,t−1, sh
′
ℓ) = Rec(shi1 , . . . , shif , shℓ,f+1, . . . , shℓ,t−1, sh

′
ℓ)

and R(shℓ,f+1, . . . , shℓ,t−1, sh
′′
ℓ ) = Rec(shi1 , . . . , shif , shℓ,f+1, . . . , shℓ,t−1, sh

′′
ℓ ) respectively.

Let J ∗ denote the set {x∗j}j∈[f ], let Jℓ = {xℓ,j}j∈[f+1,...,t−1] and let J ∗
ℓ denote the set J ∗ ∪

Jℓ ∪ {x′ℓ}. Then, in the event ¬Eδ,ℓ
∧

j∈{f+1,...,t−1}(¬Ex,j,ℓ) ∧ ¬Eℓ ∧ ¬Eℓ,I ∧ E1,ℓ ∧ E2,ℓ, we have that
|J ∗

ℓ | = t and

sℓ =
∑

x∗
j∈J ∗

(∏
x∈J ∗

ℓ \{x∗
j}

x
x−x∗

j

)
y∗j +

∑
xℓ,j∈Jℓ

(∏
x∈J ∗

ℓ \{xℓ,j}
x

x−xℓ,j

)
yℓ,j

+
(∏

x∈J ∗
ℓ \{x′

ℓ}
x

x−x′
ℓ

)
y′ℓ

and

s′ℓ =
∑

x∗
j∈J ∗

(∏
x∈J ∗

ℓ \{x∗
j}

x
x−x∗

j

)
y∗j +

∑
xℓ,j∈Jℓ

(∏
x∈J ∗

ℓ \{xℓ,j}
x

x−xℓ,j

)
yℓ,j

+
(∏

x∈J ∗
ℓ \{x′

ℓ}
x

x−x′
ℓ

)
(y′ℓ + δℓ)

This gives us the following:

s′ℓ − sℓ = δℓ ·
∏

xℓ,j∈Jℓ

xℓ,j
xℓ,j − x′ℓ

·
∏

x∗
j∈J ∗

x∗j
x∗j − x′ℓ

.

Let us define a polynomial h∗(X) =
∏

x∗
j∈J ∗

x∗
j−X

x∗
j

. Then, the above equation implies that

zℓ, as computed by Trace in the ℓth iteration, is the correct evaluation of h∗(X) at X = x′ℓ.
Hence, for each ℓ ∈ [N ], we get a correct evaluation of h∗(X) at a unique point x′ℓ, in the event
¬Eδ,ℓ

∧
j∈{f+1,...,t−1} ¬Ex,j,ℓ ∧ ¬Eℓ ∧ ¬Eℓ,I ∧ E1,ℓ ∧ E2,ℓ. We will now bound the probability of this

event.
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We have that Pr[Eδ,ℓ] = 1/p for all ℓ ∈ [N ], since δℓ is uniformly randomly sampled from F for
each ℓ. Next, since xℓ,j is sampled uniformly at random from F, we have that Pr[Ex,j,ℓ,1] = 1/p,
Pr[Ex,j,ℓ,I ] ≤ f/p and Pr[Ex,j,ℓ,2] ≤ (t−f −1)/p for all ℓ ∈ [N ] and all j ∈ {f +1, . . . , t−1}. Hence,
we have that Pr[Ex,j,ℓ] ≤ t/p. Similarly, Pr[Eℓ ∨ Eℓ,I ] ≤ (N + f)/p for all ℓ ∈ [N ]. Lastly, since R is
(n, t, sh, ϵ)-good, we have that, Pr[E1,ℓ] and Pr[E2,ℓ] are both at least ϵ. Let us denote the tuple of
random variables ({(xℓ,j , yℓ,j)}j∈[f+1,t−1], x

′
ℓ) as W ∈ F2(t−f)−1. Then,

Pr[E1,ℓ ∧ E2,ℓ] = Σw∈F2(t−f)−1 Pr[W = w] · Pr
y′ℓ,δℓ

[E1,ℓ ∧ E2,ℓ|W = w]

= Σw Pr[W = w] · Pr
y′ℓ

[E1,ℓ|W = w] · Pr
y′ℓ,δℓ

[E2,ℓ|W = w] (4)

= Ew

[
Pr
y′ℓ

[R(w, y′ℓ) = Rec(sh, w, y′ℓ)]
2

]

≥

(
Ew

[
Pr
y′ℓ

[R(w, y′ℓ) = Rec(sh, w, y′ℓ)]

])2

(5)

=

(
Pr
w,y′ℓ

[R(w, y′ℓ) = Rec(sh, w, y′ℓ)]

)2

≥ ϵ2

Eq. (4) follows from the fact that the events E1,ℓ and E2,ℓ are independent once they are condi-
tioned on the value of W . Eq. (5) follows from Jensen’s inequality.

By combining the above and applying the union bound, we get:

Pr

¬Eδ,ℓ

∧
j∈[t−1]\[f ]

¬Ex,j,ℓ ∧ ¬Eℓ ∧ ¬Eℓ,I ∧ E1,ℓ ∧ E2,ℓ


≥ Pr[E1,ℓ ∧ E2,ℓ]− Pr

Eδ,ℓ ∨ Eℓ ∨ Eℓ,I
∨

j∈[t−1]\[f ]

Ex,j,ℓ


≥ ϵ2 − 1/p− (N + f)/p− (t− f − 1)t/p

≥ ϵ2 − (N + f + t2)/p

≥ ϵ2/2

The last equation follows from our assumption that ϵ2 ≥ 2(N + f + t2)/p.
Let us define an indicator random variable Zℓ = 1[¬Eδ,ℓ

∧
j∈[t−1]\[f ] ¬Ex,j,ℓ ∧¬Eℓ ∧¬Eℓ,I ∧E1,ℓ ∧

E2,ℓ], which is 1 if and only if we get a correct evaluation of h∗(X) at a unique point x′ℓ. Since all
the shares are sampled independently for each ℓ ∈ [N ], we get that Pr[Zℓ = 1] = E [Zℓ] ≥ ϵ2/2.

Let Z = Σℓ∈[N ]Zℓ. By the Chernoff bound, we have that for every η > 0,

Pr[Z ≤ (1− η) · ϵ2N/2] ≤ e−
ϵ2Nη2

4

Since N = (2 · r · C)/ϵ2, we can set η = 1 − 1/r, to get that Z > C with probability at least

1−e−
ϵ2N
2

·(1− 1
r )

2

. Hence, with this probability, the list decoding algorithm DGS will be able to output
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all polynomials that agree with at least C evaluations out of {x′ℓ, zℓ}ℓ∈[N ], including the polynomial
h∗(X). Next, since all the roots of h∗(X) correspond to xi values of the parties in I, h∗ will not be
eliminated from H in Step 4.

Additionally, we claim that with high probability, there will be no other polynomial in the list H
after Step 4. To prove this, let us first define an event Eh,i for all honest parties i ∈ [n]\I, denoting
that xi is a root of some polynomial in the list H. Next, observe that the shares of honest parties,
i.e. {xi, yi}i ̸∈I are statistically independent from both the view of A and the shares sampled by the
Trace algorithm. Hence, the probability that xi is a root of any polynomial hj in H is bounded by
f/p, since the degree of hj is bounded by f for all hj ∈ H. Since H has upto τ polynomials, we get
that Pr[Eh,i] ≤ f · τ/p.

Then, by applying a union bound over all honest xi, we get that

Pr

 ∨
i∈[n]\I

Ei

 ≤ f · (n− f) · τ
p

Lastly, observe that A can win the game only if (a) Z < C so that the list decoding algorithm
fails to find h∗ or (b) if any of the events Eh,i occur, causing an honest party to be blamed. So we
get that,

Advuni-tracA,TS,ϵ (λ) ≤ e−
ϵ2N
2

·(1− 1
r )

2

+
f · (n− f) · τ

p

This proves the theorem. ⊓⊔

Learning f . If the number f of corruptions is not known in advance by the tracing algorithm, it
can learn it by simply trying f = t− 1, t− 2, . . . until it reaches a value of f that works; that is, a
value of f for which the above tracing algorithm indeed finds exactly f corrupted xi values. Suppose
that the real number of corruptions is f∗. For each value f > f∗ that Trace tries, outputting a
subset I of size f means outputting at least one honest party. By the analysis in the proof of
Theorem 2, the probability that it outputs such a subset is at most f · (n − f) · τ/p ≤ n2τ/p.
Moreover, when Trace tries f = f∗, then Theorem 2 tells us that it will fail to output the correct
subset with probability at most e−λ+n2τ/p (for the choices of parameters discussed above). Hence,
by a union bound, the probability that Trace correctly traces R back the corrupted subset is at
least 1− (e−λ + 2n3τ/p).

3.3 Adding Non-Imputability

We now present the changes needed to make our Traceable Shamir scheme TS satisfy non-imputability,
yielding our full-fledged traceable secret sharing scheme based on Shamir secret sharing. In the
simplified scheme presented in the previous sections, the fact that tk contains x1, . . . , xn explicitly,
allows a malicious tracer to falsely accuse any party i by including their xi as part of the proof π.
To remedy this situation, we need to a-priori hide the xis, but in a way that still allows the tracer
(and, later on, the verifier) to link an xi value, once it has been extracted from a reconstruction
box R, back to party i. Thus, instead of including x1, . . . , xn in the clear in tk and vk, we include
F (x1), . . . , F (xn) where F is a one-way function. The proof would still consist of the xis of the
corrupted parties. This way, intuitively speaking, falsely accusing an honest party i amounts to
inverting F (xi) for a randomly chosen xi.
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Specifically, the changes to our scheme are as follows:

1. The share algorithm Share(1λ, s, n, t, ρ) now also computes ui ← F (xi). The tracing key com-
ponent tki and verification key component vki are set to be tki = vki = ui (instead of xi).

2. The tracing algorithm Trace computes the list H = {hj}j of polynomials as before. For each j,
Trace now checks if hj is the correct polynomial by factoring it to find its roots, w1, . . . , wf . It
then computes u′i ← F (wi) for every i ∈ [f ], and looks for u′i in tk. If for some index i ∈ [f ],
u′i does not appear in the tracing key tk, then Trace eliminates hj from the list H. Suppose
that at the end of this process, there is at least one polynomial left in H. Let h∗ be the first
polynomial in H and let w∗

1, . . . , w
∗
f be its roots. For each i ∈ [f ], Trace finds the index k ∈ [n]

for which F (w∗
i ) = uk, and adds k to the subset I of corrupted parties. The proof π is set to

be (w∗
1, . . . , w

∗
f ).

3. To verify a proof π = {w1, . . . , wf} against a subset I = {i1, . . . , if}, the verification algorithm
Verify checks that F (wj) = uij for j ∈ [f ], where vk = (u1, . . . , un).

We denote the resulting scheme by NITS (for “Non-Imputable Traceable Shamir”). The following
theorem establishes its non-imputability.

Theorem 3. For every adversary A for the non-imputabiltiy of NITS, there exists an algorithm B
such that for every λ ∈ N, it holds that

AdvniA,NITB(λ) = Pr [F (B(F (x∗))) = F (x∗)] ,

where x∗ ←$ F and the probability is also over the random coins of B.

Proof. Let A be as in the statement of the theorem and consider the following adversary B trying
to invert F . The inverter B gets u∗ = F (x∗) as input for a uniformly random x∗ ←$ Fp. It then
simulates the non-imputability experiment ExpNIA,NITS(λ) to A:

1. B invokes A(λ) and gets n, t, i∗ and the secret s from A.
2. B samples a correlation string ρ = (a1, . . . , at−1) ←$ Ft−1. It defines the polynomial q(X) =

s+
∑t−1

i=1 aiX
i.

3. For each i ∈ [n] \ {i∗}, B samples xi ←$ F.
4. B then generates the secret shares, tracing key, and verification key to pass to A:

(a) To generate secret shares for every i ∈ [n]\{i∗}, B computes yi ← q(xi) and sets shi = (xi, yi).
Note that B does not need to pass to A the secret share of party i∗.

(b) To generate the tracing key tk and verification key:
– For every i ∈ [n] \ {i∗}, B computes ui ← F (xi) and sets tki = vki = ui.
– For party i∗, B sets tki∗ = vki∗ = u∗.
The tracing key is tk = (tk1, . . . , tkn) and the verification key is vk = (vk1, . . . , vkn).

5. A then outputs a subset I∗ and a proof π. If i∗ ∈ I∗ and π is accepting, then it must include
a field element x′ such that F (x′) = u∗. B thus outputs this x′. If A does not output I∗ and π
satisfying these conditions, B aborts.

Observe that B perfectly simulates ExpNIA,NITS(λ) to A. Moreover, B outputs a preimage of u∗

if and only if A outputs a subset that contains i∗ and an accepting proof. Hence,

AdvniA,NITB(λ) = Pr [F (B(F (x∗))) = F (x∗)] ,

and the theorem follows. ⊓⊔
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4 A Scheme Based on Blakley Secret Sharing

In this section, we show how to trace leakage in a variant of Blakley’s seminal secret sharing
scheme [5]. We begin by putting forth an extension of Blakley’s original scheme. We then present
a very efficient tracing algorithm for this extended scheme.

4.1 An Extended Blakley Scheme

We begin by recalling Blakley’s original scheme [5], and then present our extended scheme.

Blakley’s original scheme and its limitations. In Blakley’s scheme, the secret is encoded as
one coordinate of a point in a field Ft

p, where p is an appropriately chosen modulus, and t is the
threshold. Concretely, the dealer chooses a random point x ∈ Ft

p conditioned on its first coordinate
x1 being equal to the secret s ∈ Fp. The secret of party i is then a uniformly random hyperplane
Hi ⊂ Ft

p that passes through x. For a large enough modulus p, a collection of t dealt hyperplanes
intersect in a single point with high probability. Since by design, all hyperplanes pass through x,
this unique intersection point must be x.

As for secrecy, observe that the intersection of any k hyperplanes is a subspace of dimension at
least t− k. Hence, if k < t, this subspace is of dimension at least 1. Suppose for simplicity that it
is of dimension exactly 1; that is, it is a line ℓ in Ft

p. If ℓ is not perpendicular to the axis of the
first coordinate (which happens with very small probability), then all points on ℓ have different
first coordinates. Intuitively, this means that the line reveals no information about what is the first
coordinate of the secret point x, and hence no information about the secret s ∈ Fp. We will make
everything precise when we present our extension of Blakely’s scheme.

For our tracing procedure, however, we will need to encode the secret as a full point in Ft
p. A naive

extension of Blakley’s scheme might set the secret s ∈ Ft
p as the intersection point of all hyperplanes.

This naive extension is, however, completely insecure! Observe that even one hyperplane – that is,
a single secret share – reveals much information about the secret, as it contains only a 1/p-fraction
of the points in Ft

p. More generally speaking, it is not hard to see that if we set the secret to be
the first k coordinates of the intersection point x ∈ Ft

p, then already t − k + 1 hyperplanes reveal
information about the secret.

Our extended Blakley scheme. Instead of the naive approach above, we consider a more delicate
way of “smearing” the secret across multiple entries of the intersection point x, by introducing more
randomness to the secret shares. Suppose that we want to encode the secret as a full point in Ft

p.
The idea is to randomly split s to t shares r1, . . . , rt via standard additive secret sharing; that is,
r1, . . . , rt are uniformly random in Ft

p subject to r1+ · · ·+rt = s. Then, we share each of these ris
using the naive extension of Blakley’s scheme described above. Meaning, the ith secret share now

includes t random hyperplanes H
(1)
i , . . . ,H

(t)
i that pass through r1, . . . , rt, respectively. Per the

security of this scheme, envision the t instances of “naive Blakley” as taking place in t orthogonal
subspaces of Ft2

p . Then, any subset of t− 1 parties holds t · (t− 1) hyperplanes in Ft2
p . This allows

us to hide exactly t elements of Fp. Intuitively, this is since each “candidate secret” s∗ ∈ Ft
p adds

t affine equations over Ft2
p , and so the affine system of equations induced by this secret and the

t · (t − 1) hyperplanes contains exactly t2 equations. Hence, it is not overdetermined, making s∗

plausible. The formal analysis requires much more care. We now present the scheme in detail.

The scheme, which we denote by Blakley+, is parameterized by a function p = p(n, t, λ), deter-
mining the size of the finite field. The secret sharing algorithm takes in n, t, a secret vector s ∈ Ft

p,
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and a correlation string ρ that is interpreted as the randomness for the additive secret sharing of
s.

Share(1λ, n, t, s, ρ) :

1. Parse ρ as r2, . . . , rt ∈ Ft
p .

2. Set r1 ← s− (r2 + · · ·+ rt).
3. For j = 1, . . . , t: sample aj ←$ Ft

p and set bj ← ⟨aj , rj⟩.
4. Set the share to be sh = {(aj , bj)}j∈[t].
5. Output sh.

The reconstruction algorithm takes in t shares and outputs a secret s ∈ Fk
p. For simplicity of

presentation, we number the shares it takes in by 1, . . . , t, but the algorithm is defined exactly the
same for every subset of t shares.

Rec(sh1, . . . , sht):

1. Parse shi as {(ai,j , bi,j)}j∈[t] for every i ∈ [t].

2. For j = 1, . . . , t: Consider the system of affine equations {⟨ai,j ,Rj⟩ = bi,j}i∈[t] in the
indeterminates Rj = (Rj,1, . . . , Rj,t). This is a system with t equations in t variables. If the
equations are linearly independent, compute its unique solution rj .
Otherwise, if there is more than one solution to the system, terminate and output ⊥.

3. Compute s← r1 + · · ·+ rt.
4. Output s.

Correctness. Let n ∈ N and t ≤ n, and let s ∈ Ft
p be the secret. Let sh1, . . . , sht be any t shares

out of the n shares generated by Share. We show that with high probability, Rec(sh1, . . . , sht) = s.
Fix j ∈ [t], and consider the system of equations {⟨ai,j ,Rj⟩ = bi,j}i∈[t]. If {ai,j}i∈[t] are linearly
independent, then this system has a unique solution that must be equal to the share rj sampled
by Share. The probability that {ai,j}i∈[t] are linearly independent is∏t−1

ℓ=0(p
t − pℓ)

pt2
=

t∏
ℓ=1

(1− p−ℓ) ≥ 1−
t∑

ℓ=1

p−ℓ > 1− 1

p− 1
.

By union bound, the probability that Rec computes r1, . . . , rk correctly is at least 1 − t/(p − 1).
Moreover, whenever r1, . . . , rt are computed correctly, so is the secret s. All in all, we get that
the correctness error of our scheme can be bounded by t/(p− 1), which is negligible whenever t is
polynomial and p is super-polynomial.

Succinctly representing hyperplanes. Consider the share dealt to party i in our scheme. It consists
of t pairs {(ai,j , bi,j)}j∈[t], and hence its size is t ·(t+1) · log p. However, observe that for each j ∈ [t],

ai,j a uniformly random vector in Ft
p, independent of {ai,j′}j′ ̸=j . Hence, instead of representing

the ai,js explicitly, we can replace them by a seed σi to a pseudorandom generator G. Now, to
reconstruct the secret, one first expands σi to the ai,js by computing (ai,1, . . . ,ai,t)← G(σi) and
then proceeds as before. This reduces the share size to λ + t · log p (since the bi,js still need to be
represented explicitly), at the expense of having only computational secrecy. Another option is to
succinctly represent (ai,1, . . . ,ai,t) using ϵ-biased sets [52, 1, 68]. This approach can reduce the
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share size to log(t2 log p)+O(α)+k · log p, while degrading statistical security by an additive n ·2−α

factor. Finally, as observed by Brikell [15], all the ai,js (or the succinct representations thereof)
can be made public without affecting security.9 If this is done, then the secret information each
party needs to store is only of size t log p, which exactly matches the size of the secret, making our
Extended Blakley scheme ideal (meaning, secret shares are the same size as the secret).10

Secrecy. We now analyze the security of our extended scheme. We prove the following theorem.

Theorem 4. For every p = p(n, t, λ), the scheme Blakley+ described above is ϵ-secret for ϵ =
(t+ 1)/(p− 1).

Proof. We prove that with high probability over the shares generation process, the shares of parties
1, . . . , t − 1 reveal no information about the secret s ∈ Fk

p. The proof is identical for every other
subset J ⊂ [n] of size t.

Let {(ai,j , bi,j)}j∈[t] denote the share of party i for i = 1, . . . , t − 1. For i ∈ [t − 1] and j ∈ [t],

let µi,j
T =

(
0t×(j−1),ai,j

T , 0t×(t−j)
)
∈ Ft2

p . That is, µi,j is a vector of length t2 composed of
t blocks of length t each; the jth block is ai,j and all other blocks are all 0s. For ℓ ∈ [t], let

ψℓ
T = (eℓ

T , eℓ
T , . . . , eℓ

T ) ∈ Ft2
p , where eℓ ∈ Ft

p is the ℓth standard basis vector for Ft
p. That is,

ψℓ is a vector of length t2, where each entry m ∈ [t2] is 1 if m = ℓ mod t, and is 0 otherwise. Let
Aj = {µi,j}i∈[t−1] for j ∈ [t], let A =

⋃
j∈[t]Aj , let B = {ψℓ}ℓ∈[t], and let C = A ∪B. Note that C

contains at most t2 vectors in Ft2
p .

The proof proceeds in two steps. First, we argue that if C spans Ft2
p then every secret s ∈ Ft

p

has a unique collection of additive shares r1, . . . , rt ∈ Ft
p such that s = r1 + · · · + rt, and these

additive shares form a solution to the set of linear equations induced by the t− 1 secret shares. We
deduce that in this case, the shares reveal no information about the secret s. Secondly, we bound
the probability that C spans Ft2

p .

Suppose C spans Ft2
p , and let s = (s1, . . . , st) ∈ Ft

p be some secret. Consider the following system
of (affine) linear equations{

⟨ai,j ,Rj⟩ = bi,j for j ∈ [t] and i ∈ [t− 1]

R1,ℓ + · · ·+Rt,ℓ = sℓ for ℓ ∈ [t]

where Rj = (Rj,1, . . . , Rj,t). This is a system with t2 equations in t2 variables {Rj,ℓ}j∈[t],ℓ∈[t].
Observe that this system can be expressed in matrix form as

Mz = b,

where M is a t2 × t2 matrix whose rows are the vectors in the set C, z = (R1, . . . ,Rt) ∈ Ft2
p is

the vector of indeterminates, and b ∈ Ft2
p is the solution vector that depends on {bi,j}i∈[t−1],j∈[t]

and the secret s. Since we assumed C spans Ft2
p and M is a square matrix, it follows that M is full

rank. Hence, the system has a unique solution. Since this holds for every secret s, it follows that
conditioned on C spanning Ft2

p , the distribution over the t− 1 shares is identical for any two shares
s, s′ ∈ Ft

p.

9 Brikell [15] made this observation with respect to Blakley’s original scheme, but it equally applies to our scheme.
10 In our full-fledged scheme with non-imputability, it is not possible to publish all ai,js in the clear to obtain an

ideal secret sharing scheme. However, for secrets in {0, 1}λ, our derandomization approach gives shares of size 2λ,
coming close to it.
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Lemma 2. The set C is linearly independent with probability at least 1− (t+1)/(p−1), where the
probability is over the choice of vectors in A.

Proof (Lemma 2). We prove the lemma in two steps. First, we lower bound the probability that each
Aj is linearly independent. Then, we upper bound the probability that there is a linear combination
of the vectors in C that assigns non-zero coefficients to any of the vectors in B and evaluates to 0.

First, observe that for each j ∈ [t], Aj is linearly independent if and only if the set of vectors
{a1,j , . . . ,at−1,j} is linearly independent over Ft

p. This probability is at least 1−1/(p−1), as proven
in our correctness analysis. By a union bound, the probability that each Aj is linearly independent
is at least 1− t/(p−1). Observe that conditioned on each Aj being linearly independent, any linear
combination of the vectors in C that assigns zero coefficient to all the vectors in B cannot give
the zero vector 0 ∈ Ft2

p .
Now consider a linear combination of the vectors in C that assigns a non-zero coefficient to at

least one vector in B. Such a linear combination can be written as

v =
∑
j∈[t]

αjψj +
∑
j∈[t]

∑
i∈[t−1]

βi,jµi,j ,

where at least one αj is non-zero. By the structure of {ψ1, . . . ,ψt}, it holds that∑
j∈[t]

αjψj = (η,η, . . . ,η),

for some non-zero vector η ∈ Ft
p. Now, if v = 0, this means that η is in the linear span of

{a1,j , . . . ,at−1,j} for every index j ∈ [t]. In other words η is in the intersection of the subspaces
spanned by {a1,j , . . . ,at−1,j} for j ∈ [t]. That is, if we denote

V =
⋂
j∈[t]

Span ({a1,j , . . . ,at−1,j}) ,

then it holds that η ∈ V . If V = {0}, then we have arrived at a contradiction, and it must be the
case that η = 0. Note that for every j ∈ [t], the dimension of Span ({a1,j , . . . ,at−1,j}) is at most
t − 1. Hence, the orthogonal subspace is of dimension at least 1; let wj be a uniformly random
vector in this subspace. Observe that if w1, . . . , wt span Ft

p then V is trivial. Since w1, . . . , wt are
independent and uniform in Ft

p, the same analysis as before shows that they span Ft
p with probability

at least 1− 1/(p− 1).
We have shown that:

1. If each Aj is linearly independent, there can be no linear combination of C that yields 0 and
assigns all zero coefficients to B. The probability that at each Aj is linearly independent is
1− t/(p− 1).

2. If the subspace V is trivial, there can be no linear combination of C that yields 0 and assigns
a non-zero coefficient to a vector in B. This occurs with probability at least 1− 1/(p− 1).

By a union bound, we obtain that the probability that C is linearly independent is at least 1− (t+
1)/(p− 1). ⊓⊔

We proved that C is linearly independent with probability at least 1− (t+1)/(p− 1), and that
conditioned on C being linearly independent, the distributions over any tuple of t − 1 shares are
identical for any two secrets s and s′. Hence, the statistical distance between the two distributions
is at most (t+ 1)/(p− 1), concluding the proof of the theorem. ⊓⊔
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4.2 The Basic Tracing Procedure

We now present our tracing algorithm for the extended Blakley scheme described above. We begin
by presenting a tracing algorithm that relies on the full knowledge of all secret shares sh1, . . . , shn
dealt to the parties. In the following section, we show how to (slightly) modify the tracing key and
the tracing algorithm so that tracing does not require explicit knowledge of the secret shares, and
the scheme can thus provide non-imputability.

We begin with an informal overview of the construction. In Blakeley+, the secret is a point
s ∈ Ft

p. To derive the n shares, the Share algorithm samples r1, . . . , rt that sum up to s, and for

i ∈ [n], the ith share consists of t random hyperplanes H
(1)
i , . . . ,H

(t)
i , passing through r1, . . . , rt,

respectively. The tracing key tk will consist of r2, . . . , rt, and in addition, the first hyperplane

of each party, H
(1)
1 , . . . ,H

(1)
n . The verification key vk consists of H

(1)
i , . . . ,H

(t)
i . For the sake of

simplicity, suppose in this informal overview that we know that t − 1 secret shares are hardcoded
to the reconstruction box R, which takes in one additional share as input. To do that, we sample
a random share to feed into R, consistently with r1, . . . , rt. That is, for every j ∈ [t], we sample a
hyperplane H(j) as follows:

1. For j = 2, . . . , t: Sample a hyperplaneH(j) uniformly at random, conditioned on passing through
rj .

2. For j = 1, sample H(1) uniformly at random.

The tracing algorithm then feeds the share sh = (H(1), H(2), . . . ,H(t)) to R, which returns some
secret s′ ∈ Ft

p. Suppose for simplicity that R is perfectly correct. Then, by construction, we know

that for each j ≥ 2, H(j) intersects with the jth hyperplanes of the shares embedded in R at
rj . This means that H(1) intersects the first hyperplanes of the shares embedded in R at r′1 =
s′ − (r2 + · · ·+ rt). The tracing algorithm thus outputs all parties i ∈ [n] for which r′1 is on their

first hyperplane H
(1)
i . Since R is correct, for every party i whose share is hardcoded to R, r′1 will

indeed be on H
(1)
i , and so all corrupted parties are caught by our tracing algorithm. On the other

hand, if party i is uncorrupted, then r′1 will be statistically independent from H
(1)
i , and hence will

lie on it with very small probability, so no honest parties are wrongly accused.
We now present the tracing algorithm in detail. For simplicity of presentation, we assume that

the number of corruptions f < t hardcoded into the reconstruction box R is given as input to Trace.
This assumption may be removed in the same manner as in Section 3.

TraceR(tk, f, 11/ϵ):

1. Parse tk as (r2, . . . , rk, (a1,1, b1,1), . . . , (an,1, bn,1)).
2. For ℓ = 1, . . . , 2λ/ϵ:

(a) Sample t− f shares to feed to R. For i = 1, . . . , t− f :

i. For j = 2, . . . , t: sample a′i,j ←$ Ft
p and set b′i,j ←

〈
a′i,j , rj

〉
.

// sample a random hyperplane that passes through rj

ii. For j = 1: a′i,1 ←$ Ft
p and b′i,1 ←$ Fp.

// sample a uniformly random hyperplane

iii. Set sh′i =
{
(a′i,j , b

′
i,j)
}
j∈[t]

.

(b) Query R on (sh′1, . . . , sh
′
t−f ) and get back a secret s ∈ Ft

p.

26



(c) Compute r1 ← s− (r2 + · · ·+ rk).
(d) Compute the subset I ⊆ [n] as the set of indices i ∈ [n] for which ⟨ai,1, r1⟩ = bi,1. Set

π ← {(ai,1, bi,1)}i∈I .
(e) If |I| = f , output I and π and terminate.

3. If reached, output ∅.

The verification algorithm Verify takes in a verification key vk = (a1,1, b1,1), . . . , (an,1, bn,1)),

a subset I and a proof π =
{(
a′i,1, b

′
i,1

)}
i∈I and outputs 1 if and only if I and π are consistent

with vk; that is (a′i,1, b
′
i,1) = (ai,1, bi,1) for every i ∈ I. This makes it trivial for the tracer to frame

innocent parties, but as mentioned, we will show how to address this fact in the following section.

Let TB = (Share,Rec,Trace,Verify) (TB for “Traceable Blakley”) be the traceable secret sharing
scheme described above. That is, Share and Rec are as defined in Section 4.1, when Share additionally
outputs tk and vk as described above. The algorithms Trace and Verify are as described in this
section.

The traceability of TB is established by the following theorem. It proves that TB is universally
traceable with respect to the partition of the correlation strings space into singletons; that is
Γsngltn = {{(r2, . . . , rt)} : r2, . . . , rt ∈ Ft

p}. Standard traceability then follows by Lemma 1.

Theorem 5. For every adversary A and for every λ ∈ N, and every ϵ ∈ [0, 1] it holds that

Advuni-tracA,TB,Γsngltn,ϵ
(λ) ≤ e−λ +

2nλ

ϵp
,

where n = n(λ) is an upper bound on the number of parties, and assuming p ≥ 2n/ϵ.

Proof. Let λ ∈ N, let ϵ ∈ [0, 1], and letA be an adversary taking part in theExpUniTraceA,TB,Γsngltn,ϵ
(λ)

security experiment. Let G denote the event in which A outputs a reconstruction box R that is
(n, t, sh, Γsngltn, ϵ)-good, where n and t are chosen by A at the beginning of the experiment, and
sh = (shi1 , . . . , shif ) are the shares given to it by the challenger. Conditioned on ¬G, the output of
the experiment is 0 with probability 1, and so we condition the rest of the analysis on G.

Note that in each iteration of Step 2, the tracing algorithm feeds R with uniformly ran-
dom shares sh′1, . . . , sh

′
t−f conditioned on the correlation string being r2, . . . , rt. Hence, since R

is (n, t, sh, Γsngltn, ϵ)-good, in each iteration it holds that

R(sh′1, . . . , sh
′
t−f ) = Rec(shi1 , . . . , shif , sh

′
1, . . . , sh

′
t−f ) (6)

with probability at least ϵ. By definition of the reconstruction algorithm, whenever Eq. (6) holds,
we know that

R(sh′1, . . . , sh
′
t−f ) = r1 + · · ·+ rt, (7)

where for each j ∈ [t], rj is the single solution to the system of equations{〈
aik,j ,Rj

〉
= bik,j

}
k∈[f ]

⋃ {〈
a′i,j ,Rj

〉
= b′i,j

}
i∈[t−f ]

in the variables Rj = (Rj,1, . . . , Rj,t). Recall that Trace computes r′1 as

r′1 = R(sh′1, . . . , sh
′
t−f )− (r2 + · · ·+ rt). (8)
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Hence, whenever Eq. (7) holds, it also holds that r′1 = r1. Hence, r
′
1 satisfies

〈
aik,1, r

′
1

〉
= bik,1 for

k = 1, . . . , f . This means that all corrupted parties – that is, parties i1, . . . , if – are included in the
set I ′ computed by Trace.

On the other hand, for every party i ∈ [n]\{i1, . . . , if}, it holds that its share {(ai,j , bi,j)}j∈[t] is
statistically independent from both the view of A and the shares sh′1, . . . , sh

′
t−f sampled by Trace.

Hence, it is independent of r1 and Pr
[〈
ai,1, r

′
1

〉
= bi,1

]
= 1/p. By a union bound, the probability

that any honest party is included in I ′ is at most t/p.
Overall, we have that in each iteration, the probability that Trace outputs the correct subset

I ′ = I is at least ϵ − t/p ≥ ϵ/2. Hence, the probability that it computes the correct subset in at
least one iteration is at least

1− (1− ϵ/2)ℓ ≥ 1− e−ϵℓ/2 = 1− e−λ. (9)

Moreover, the probability that it outputs the wrong subset I ′ ̸= I in a given iteration is at most
n/p, and hence the probability that it outputs the wrong subset in any of the ℓ = 2λ/ϵ iterations
is at most 2nλ/(ϵp).

Overall, we get that the advantage of A is bounded by e−λ+2nλ/(ϵp), concluding the proof. ⊓⊔

4.3 Adding Non-Imputability

In the scheme as presented above, knowledge of the tracing key tk trivially lets one falsely accuse
an innocent party of contributing its share to a pirate reconstruction box R. This violates the non-
imputability property (Definition 5). The reason is that tk contains the first hyperplane (ai,1, bi,1)
of each party in the clear. In what follows, we show that this is not necessary. We observe, that
full knowledge of (ai,1, bi,1) is not required for tracing; all that is needed is the ability to determine
whether a certain point – namely, r1 reconstructed by Trace – lies on the hyperplane induced by
(ai,1, bi,1). To this end, it is sufficient to include in the tracing key f((ai,1)1), . . . , f((ai,1)t) and
f(bi,1), where ai,1 = ((ai,1)1, . . . , (ai,1)t) and f is a homomorphic one-way function. The tracing key
tk and verification key vk then include these f -evaluations, where tk additionally includes r2, . . . , rt
as before. The homomorphism allows Trace to check whether ⟨ai,1, r1⟩ = bi,1 (“under the hood” of
f), and Verify can do the same. Intuitively, if party i is honest, then the reconstruction box R is
statistically independent of ai,1. Hence, falsely accusing party i involves finding some non-trivial
linear relation among the elements of f((ai,1)1), . . . , f((ai,1)t) and f(bi,1), which is equivalent to
inverting the one-way function f .

We now present the changes to the tracing and verification algorithm in detail, and claim
that non-imputability holds. For concreteness, we focus on the case where f is the exponentiation
function in a cyclic group, and hence its one-wayness is based on the hardness of the discrete log
problem in the group. For asymptotic reasoning, we consider a distribution ensemble over discrete-
log hard groups. This is formalized by the existence of a group generation algorithm G that takes
the security parameter as input and outputs a triple (G, g, p), where G is a description of a group
of order p generated by g. We also use the following standard notation. For a group element h ∈ G
and a vector x = (x1, . . . , xℓ) of Zp elements, we write hx to denote the vector (hx1 , . . . , hxℓ). For a
vector h = (h1, . . . , hℓ) of group elements and a vector x as before, we write denote hx :=

∏
i h

xi
i .

The changes to the scheme are as follows:

1. The share algorithm Share(1λ, s, n, t) now also samples a group (G, g, p)←$ G(1λ). It computes
r1, . . . , rt and shi = {(ai,j , bi,j)}j∈[t] as before. Share then computes yi ← gai,1 and zi ← gbi,1
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for each i ∈ [n]. It sets the tracing key to be

tk← ((G, g, p), r2, . . . , rt,y1, . . . ,yn, z1, . . . , zn)

and the verification key vk← ((G, g, p),y1, . . . ,yn, z1, . . . , zn).
2. The tracing algorithm Trace computes r1 as before, and sets the set I of corrupted party to be

the set of all indices i that satisfy yi
r1 = zi. The proof π now consists of the vector r1.

3. To verify a proof π = r1 against a subset I, the verification algorithm Verify checks that
yi

r1 = zi for every i ∈ I and that there exists an i′ ∈ [n]\I for which yi′
r1 ̸= zi′ . Verify outputs

1 if and only if both of these conditions are met.

We denote the scheme resulting from these changes as NITB (for “Non-Imputable Traceable Blake-
ley”). The fact that NITB satisfies correctness, secrecy, and traceability follows from the same anal-
ysis as in previous subsections. We now prove that NITB additionally satisfies non-imputability. We
do so, by reducing it to the problem of finding a non-trivial linear-in-the-exponent relation among
uniformly-random group elements in the group G.

Definition 10. Let G be a group generation algorithm and let ℓ = ℓ(λ) be a function of the security
parameter λ ∈ N. We say that the Discrete-Log Relation (DLR) problem is hard relative to G if for
every probabilistic polynomial-time algorithm A there exists a negligible function ν(·) such that

AdvdlrA,G(λ) := Pr

⟨a, r⟩ = 0 ∧ r ̸= 0 :

(G, p, g)←$ G(1λ)
a←$ Zℓ

p

r ←$A((G, p, g), ga)

 < ν(λ)

for all λ ∈ N.

A simple reduction shows that the DLR problem in G is tightly equivalent to the discrete-log
problem in G (see, for example [14]).

Theorem 6. For every adversary A for the non-imputabiltiy of NITB, there exists an algorithm B
for the DLR problem, such that for every λ ∈ N, it holds that

AdvniA,NITB(λ) = AdvdlrB,G(λ).

Proof. Let A be an adversary participating in the non-imputability experiment for NITB. We
construct an algorithm B that breaks the discrete log relation problem with respect to G. B gets
as input a vector gx = (gx1 , . . . , gxt) of group elements sampled uniformly at random from G. It
invokes A on 1λ to obtain n ∈ N, t ≤ n, a party i∗ ∈ [n], and a secret s ∈ Ft

p. It then generates the
tracing key, verification key, and shares for A as follows:

1. It samples an additive secret sharing r1, . . . , rt for s.
2. For every i ∈ [n] \ {i∗}, B samples a secret share shi = {(ai,j , bi,j)}j∈[t] for r1, . . . , rt honestly.

That is, for every j ∈ [t], ai,j is uniformly-random and bi,j = ⟨ai,j , rj⟩. B also computes
yi ← gai,1 and zi ← gbi,1 for every i ̸= i∗.

3. For i = i∗, B sets yi∗ ← gx and zi∗ ← yi∗
r1 .

4. B gives A the shares {shi}i∈[n]\{i∗}, as well as the tracing key

tk← ((G, g, p), r2, . . . , rt,y1, . . . ,yn, z1, . . . , zn)

and the verification key vk← ((G, g, p),y1, . . . ,yn, z1, . . . , zn).
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A then outputs a proof π implicating a subset that includes party i∗. If π is not an accepting proof
for implicating party i∗, B aborts and outputs ⊥.

For A to win the security experiment, it must be that π is a vector r∗ such that

yi∗
r∗

= zi∗ . (10)

Moreover, for π to be accepting, it must be that r∗ ̸= r1, since ⟨ai′,1, r1⟩ = bi′,1 for some i′ ∈ [n].
By construction, we know that

yi∗
r1 = zi∗ . (11)

Dividing Eq. (10) by Eq. (11), we obtain that

yi∗
r∗−r1 = 1G.

Recalling that yi∗ = gx, this implies that ⟨x, r∗ − r1⟩ = 0. Hence, if not aborted before, B outputs
the vector r∗ − r1.

Observe that B perfectly simulates the non-imputability experiment to A. Moreover, when-
ever A wins in the experiment, B succeeds in solving the discrete log relation problem. Hence,
AdvniA,NITB(λ) = AdvdlrB,G(λ), completing the proof of the theorem. ⊓⊔

5 Leaker Confirmation and Applications to Threshold VUFs

In this section, we discuss the easier problem of confirming the identity of the corrupted parties
who contributed to a reconstruction box R, rather than tracing R back to them. We will discuss
how our tracing procedure for Shamir’s secret sharing can be cast as a confirmation mechanism.
We will present how this confirmation mechanism can be used to construct an accountable threshold
verifiable unpredictable function (VUF). Since our main objective in this section is to highlight the
applicability of confirmation to threshold VUFs, we keep the presentation informal and high-level.

Confirmation vs. tracing. Consider the case where a coalition I of malicious share holders leaks
their shares in the form of a reconstruction box R, and the secret owner, Alice, has a strong suspicion
as to the identity of the parties in I. In this setting, we would like Alice to be able to test the
suspected subset I ′ against the reconstruction box R, to check if I ′ is indeed corrupted. In more
detail, a secret-sharing scheme that supports confirmation comes equipped with a confirmation
algorithm Test, that takes in a confirmation key ck and a subset I ′ ⊆ [n] of the parties, and
gets oracle access to a reconstruction box R. Test outputs either 1, implying that I ′ is indeed the
corrupted subset or 0, implying rejection of this assertion. The confirmation key ck is outputted
by the sharing algorithm Share, similarly to tk in traceable secret sharing schemes. Informally,
the guarantee should be that if I ′ is the corrupted subset (in the same sense as in Definition 4),
then Trace outputs 1 with overwhelming probability. We assume that the reconstruction box R is
available for whoever wants to confirm the fact that I ′ is corrupted, and we do not consider an
additional notion of non-imputability.

Confirmation in Shamir secret sharing. Our tracing procedure for Shamir secret sharing
readily gives a confirmation mechanism. In our confirmation mechanism, the confirmation key ck
will be the same as the tracing key from Section 3, and will include the evaluation points x1, . . . , xn.
Consider first the case where Test is given access to a perfect reconstruction box R, that always
outputs the correctly reconstructed secret. Moreover, suppose for simplicity that the subset I of
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corrupted parties is of size t − 1. In this case, Test operates similarly to Trace in Section 3.1.
Namely, it queries R on (x, y) and on (x, y + 1) for a uniformly random x ←$ F and some y ∈ F.
As explained in Section 3.1, this information allows Test to compute an evaluation of the function
h(X) =

∏
j∈I

xj

xj−X at the point X = x, where I is the real set of corrupted parties. Now consider

the function h′(X) =
∏

j∈I′
xj

xj−X . Test outputs 1 if and only if h(x) = h′(x). Without knowledge

of the xi values assigned to the parties, an adversary cannot construct a box R that tests against
an innocent party. To see why that is, say that party i∗ is innocent and consider a reconstruction
box R and a subset I ′ that contains i∗. For Test to accept I ′ as corrupt, it must be that

R(x, y + 1)−R(x, y) =
xi∗

xi∗ − x
·
∏

j∈I′\{i∗}

xj
xj − x

(12)

Since i∗ is innocent, the value R(x, y + 1) − R(x, y) computed by Test is independent of xi∗ . By
definition, x and xj for j ∈ I ′ \ {i∗} are also independent of xi∗ . Hence, since (12) simplifies to a
linear equation in xi∗ , it holds with probability 1/|F|.

In case R is not a perfect reconstruction box, but only outputs the reconstructed secret with
probability ϵ, the above procedure needs to be repeated λ log(1/ϵ) times (with values y and y + δ
for random y and δ as in our full-fledged Shamir tracing procedure). Test will then output 1 if at
least one of these tests succeeded.

Accountability in threshold VUFs. A verifiable unpredictable function (VUF) [49] is a family
f = {fek} of functions (keyed by an evaluation key ek), in which an output w = fek(z) of the function
comes equipped with a proof π asserting its validity. Crucially, π can be publicly verified using a
public verification key vk that does not hamper the unpredictability of the function. A threshold
VUF [54, 56, 47, 26] is a VUF in which the evaluation key ek is shared among n parties, each of
which holds a key share eki. On input z, the share eki may be used to produce a partial evaluation
wi of the function. Any t partial evaluation can then be combined to give w = fek(z) (and the
corresponding proof). Informally, the security guarantee is that the function remains unpredictable
even for adversaries holding up to t − 1 key shares. Threshold VUFs recently found important
applications in blockchains, including for randomness beacons [30, 17, 20, 25] and deterministic
wallets [24, 55].

Several constructions of threshold VUFs have been suggested over the years (see, for example,
[47, 26, 28, 30, 25] and the references therein). Among these, one of the most efficient constructions
builds on BLS signatures [8, 47] in bilinear groups. The evaluation key ek is an element of Zp, and
the value of an input z to the function is fek(z) = H(z)ek where H is a hash function (modeled
as a random oracle) mapping f -inputs to elements in the source group. The verification key is gek,
where g is a generator of the source group, and to verify an output w against an input z, one can
check that e(H(z), vk) = e(w, g), where e is the pairing operation. Making this into a threshold
VUF can be done using techniques that have become standard by now: share ek using Shamir secret
sharing. If party i holds the secret evaluation key (xi, yi), then its partial evaluation on input z is
(xi, H(z)yi). Combining partial evaluations into the function’s output can be done using Lagrange
interpolation in the exponent.

As in secret sharing, one can think of the worrisome scenario in which evaluators of a threshold
VUF leak their secret evaluation keys. Similarly to the secret sharing case, we can model such
leakage as an evaluation box E that has f < t shares of the evaluation key hardcoded in it. It takes
in an f -input z along with t−f partial evaluations of f on z, and outputs the value of the function
fek(z). In the case of the BLS-based threshold VUF, we can use our confirmation mechanism to
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confirm that a subset I ′ of parties is behind the evaluation box E. To do so, the confirmation
algorithm Test queries E twice on an arbitrary input z, once with the partial evaluation (x,H(z)y)
and once with the partial evaluation (x,H(z)y+1). Dividing the two responses gives gh(x), where
h(X) =

∏
j∈I

xj

xj−X is the function defined above. Test can then test whether gh(x) = gh
′(x) where

h′(X) =
∏

j∈I′
xj

xj−X is the same as defined above with respect to the suspected subset I ′. As before,
if E is not perfect, the probability of successful confirmation can be amplified by repetition.

6 Discussion and Future Directions

This work raises several open questions regarding traceable secret sharing and coding theory.

Tracing other secret sharing schemes. In this work, we presented tracing procedures for two
classic secret sharing schemes (or variants thereof) – those of Shamir [65] and of Blakley [5]. An
interesting open question is to devise tracing procedures for other existing secret-sharing schemes.
One prime candidate that comes to mind is the Asmuth-Bloom secret sharing scheme, based on the
Chinese Remainder Theorem [3, 50, 35]. Coming up with such a tracing procedure is not only a very
interesting number theoretic problem, it may also pave the way for traceable secret sharing beyond
standard threshold access structures. In particular, as was previously observed, the Asmuth-Bloom
scheme can be efficiently extended to give secret sharing for the weighted threshold access structure,
in which each party is associated with a weight and the secret can be reconstructed if and only if
the cumulative weight of the reconstruction quorum clears a certain threshold [72, 31].

Traceable threshold VUFs. In Section 5 we presented an efficient confirmation mechanism for
confirming the identity of leaking parties in Shamir secret sharing and discussed how this mechanism
may be applied to confirm the identity of leakers in BLS-based threshold VUFs [49, 8, 47]. An
important and interesting open question is to come up with a VUF that has an efficient tracing
procedure for finding out who the leaking parties are, rather than just confirming their identities.
Though it is tempting to try and use our tracer for Shamir secret sharing to solve this task, this
encounters a problem; this tracing procedure is not linear, and hence cannot be performed in the
exponent. Our tracing procedure for Blakley’s scheme is linear, but reconstruction in this scheme
is not. This puts forth the following problem: construct a traceable secret sharing scheme that has
linear reconstruction and linear or quadratic tracing.11 Such a traceable secret sharing scheme will
immediately yield a traceable threshold VUF from BLS.

Connection to erasure codes. Many works have observed a tight connection between secret
sharing and erasure codes (e.g., [48, 18, 22, 23, 2]). It is easy to see that a t-out-of-n threshold
secret sharing scheme immediately gives rise to an erasure code with words of length n that can
tolerate up to n− t erasures. The encoding of a word w is the concatenation of its n secret shares
(with some fixed randomness for the sharing algorithm). Efficient decoding is guaranteed by the
correctness of the secret-sharing scheme. The other direction is less clear: to share a secret s, one can
encode it into a codeword of m ≥ n symbols. The share of each party is then a random index i ∈ [m]
together with the ith symbol in the codeword.12 However, since encoding is deterministic, this naive
approach cannot provide secrecy. A general template for fixing this issue is to first randomly embed
the secret s in a higher dimension space, and only then encode it. If this embedding is reversible,

11 Tracing may be quadratic, since the bilinear map can be used to compute quadratic functions in the exponent.
Reconstruction, however, cannot be quadratic, since the output of the VUF needs to be an element of the source
group to allow for efficient verification.

12 If the code supports decoding from any n coordinates, indices can be assigned deterministically.
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then correctness is preserved. Indeed, the previous works that drew a connection between secret
sharing and erasure codes can be seen as falling within this paradigm. We observe that the seminal
secret-sharing schemes tackled in this work, Shamir’s and Blakley’s, can also be viewed as special
cases of this general paradigm. In Shamir’s scheme, the secret s ∈ Fp is first randomly extended into
a degree t − 1 polynomial, which is then encoded using the Reed-Solomon code [63]. In Blakley’s
scheme, the secret s ∈ Fp is first randomly extended to a point x in Ft

p. Then, x is encoded using a
Hadamard-like code over the field Fp. That is, positions in the codeword that encode x are indexed
by vectors a ∈ Ft

p (a codeword is of length pt) and the a-th position of the codeword is the inner
product ⟨a,x⟩ (our extension of Blakley’s scheme from Section 4.1 can be seen in similar terms).

Adopting this perspective, a fascinating open problem is to devise tracing procedures for other
secret sharing schemes that are obtained from erasure codes. Of particular interest are secret-
sharing schemes obtained from low-density parity-check codes (LDPC codes) [2, 22]. If such a
tracing procedure is linear or quadratic, it might also help make progress towards traceable VUFs.
More generally speaking, it may be interesting to study notions of tracing for error-correcting codes,
and their potential applications beyond just secret sharing.

In our construction of traceable secret sharing, the codewords were of exponential size, which
was necessary due to the non-imputability requirement. However, if we do not care about non-
imputability, then the size m of the codeword may be as small as ≈ n2, where n is the number
of parties. In particular, this means that the problem is meaningful already for explicit LDPC
codes with polynomial-length codewords. Observe, that the tracing problem becomes essentially
impossible to solve efficiently if m ≪ n2, for the same reasons as the lower bound sketched in
Section 3.1.13

Tracing a reconstruction service. The literature on the related notion of traitor tracing for
encryption schemes distinguishes between two types of pirate decoders that need to be traced back
to a corrupted party. On the one hand, most works on traitor tracing (e.g., [46, 53, 6, 29, 64,
43, 51, 27, 16, 32, 13, 38, 19, 71, 70, 37]) consider a “decoder box” Dbox, which is a stateless
algorithm, whose output distribution is the same across different queries issued to it. On the other
hand, some works [44, 61, 66] consider a “decoding service”, which can be thought of as a stateful
algorithm Dservice, that can keep state across queries, altering its output distribution from one query
to another. This makes tracing harder, since Dservice may shut down if it notices that the queries
issued to it are part of a tracing attempt.

The same distinction can be drawn in the setting of traceable secret sharing. The previous
construction of Goyal, Song, and Srinivasan [41] can only trace back stateless reconstruction boxes.
Our Blakley-based construction (Section 4) gives a solution to this problem, since tracing requires
only one successful query. This is in contrast to our Shamir-based scheme (Section 3), in which
tracing requires many different correlated queries.

Acknowledgments. This work was funded by NSF, DARPA, the Simons Foundation, UBRI, and
NTT Research. Opinions, findings, and conclusions or recommendations expressed in this material
are those of the authors and do not necessarily reflect the views of DARPA.

13 If m≪ n2, it becomes hard to even make the reconstruction box R output anything other than ⊥, since it requires
an exponential number of queries in expectation to query R on a subset of positions such that none of which is
corrupted. If m = Ω(n2), though, a random subset will not intersect the corrupted subset with high probability.
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A Proof of Lemma 1

Proof (Lemma 1). Let A, ϵ, δ, and λ be as in the statement of the lemma. Consider the tracing
security experiment ExpTraceA,TTSS,ϵ,δ(λ), and denote by α := AdvtracA,TTSS,ϵ,δ(λ). By definition 4

and our assumption that Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
≥ 1

ϵ|SCRT λ| , we get that

Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
=

α+ 1
|SCRT λ|

ϵ
. (13)

Let G denote the event in which the reconstruction box R outputted by A is (n, t, f, s∗, ρ, ϵ)-good,
i.e., the probability that the experiment does not return 0 in line 8. Let T denote the event in which
the tracing algorithm Trace outputs the correct subset I and an accepting proof in line 9. Then,
by definition

Pr
[
ExpTraceA,TTSS,ϵ,δ(λ) = 1

]
= Pr [G ∧ ¬T] (14)

where the probability is over the choice of s∗ ←$ SCRT λ, ρ←$ {0, 1}κ,
(shi, tki, vki)←$ Share(1λ, s∗, n, t, ρ), and the random coins of A and Trace.

We now consider the probability that the reconstruction box R outputs s∗ on t − f random
well-formed secret shares of s∗ and is not traced back to the subset I of corrupted parties. From
Eq. (13) and (14), the definition of a good reconstruction box, and the law of total probability, we
have that

Pr
[
R(sh′1, . . . , sh

′
t−f ) = s∗ ∧ ¬T

]
≥ α+

1

|SCRT λ|
, (15)

where the probability is over the same choices as in Eq. 14 and also over the choice of (sh′i, tk
′
i, vk

′
i)←$

Share(1λ, s∗, n, t, ρ) for i = 1, . . . , t− f and the random coins of R.
The correctness guarantee of TTSS implies that

Pr
[
R(sh′1, . . . , sh

′
t−f ) = Rec(sh1, . . . , shf , sh

′
1, . . . , sh

′
t−f ) ∧ ¬T

]
≥ α+ 1

|SCRT λ| − ν1, (16)

Now consider a different way of sampling the random variables underlying the probability in
Eq. (16). We sample random coins for A, R and Trace as before. The f shares sh1, . . . , shf given to
A are sampled by:

1. Sample a random subset C ∈ Γ by sampling ρ←$ {0, 1}κ and setting C ← Γ (ρ).
2. For each i ∈ [f ] we sample shi ←$ SH(C).
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We then sample sh′1 . . . , sh
′
t−f independently according to SH(C) as well.

By ν2-bidirectionality, we obtain that

Pr
[
R(sh′1, . . . , sh

′
t−f ) = Rec(sh1, . . . , shf , sh

′
1, . . . , sh

′
t−f ) ∧ ¬T

]
≥ α+ 1

|SCRT λ| − (ν1 + ν2), (17)

where the distribution is over the modified sampling of sh1, . . . , shf , sh
′
1, . . . , sh

′
t−f as described

above, and over the random coins of A, R and Trace.
By total probability, with probability at least α/2+1/|SCRT λ| over the choice of C, the choice

of sh1, . . . , shf ←$ SH(C) and the random coins of A and Trace it holds that ¬T occurs and

Pr
[
R(sh′1, . . . , sh

′
t−f ) = Rec(sh1, . . . , shf , sh

′
1, . . . , sh

′
t−f )

]
≥ α

2
− (ν1 + ν2) (18)

over the choice of sh′1, . . . , sh
′
t−f ←$ SH(C) and the random coins of R. The lemma then follows

from invoking bidirectionality one more time, and sampling the shares and secret as in the original
experiment. ⊓⊔
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