
Leakage-Resilient Attribute-Based Encryption with Attribute-Hiding

Yijian Zhang1, Yunhao Ling1, Jie Chen1,2(B), and Luping Wang3,4

1 Software Engineering Institute, East China Normal University, Shanghai, China
2 Shanghai Key Laboratory of Trustworthy Computing, East China Normal University, China s080001@e.ntu.edu.sg
3 School of Electronic and Information Engineering, Suzhou University of Science and Technology, Jiangsu, China

4 Jiangsu Key Laboratory for Elevator Intelligent Safety, Jiangsu, China

Abstract. In this work, we present two generic frameworks for leakage-resilient attribute-based encryption
(ABE), which is an improved version of ABE that can be proven secure even when part of the secret key is
leaked. Our frameworks rely on the standard assumption (𝑘-Lin) over prime-order groups. The first framework
is designed for leakage-resilient ABE with attribute-hiding in the bounded leakage model. Prior to this work, no
one had yet derived a generic leakage-resilient ABE framework with attribute-hiding. The second framework
provides a generic method to construct leakage-resilient ABE in the continual leakage model. It is compatible
with Zhang et al.’s work [DCC 2018] but more generic. Concretely, Zhang et al.’s framework cannot act on some
specific ABE schemes while ours manages to do that. Technically, our frameworks are built on the predicate
encoding of Chen et al.’s [EUROCRYPT 2015] combined with a method of adding redundancy. At last, several
instantiations are derived from our frameworks, which cover the cases of zero inner-product predicate and
non-zero inner-product predicate.
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1 Introduction

Attribute-based encryption (ABE) [SW05] is a primitive that can provide the confidentiality of data and fine-grained
access control simultaneously. In ABE, a ciphertext ctx for a message 𝑚 is associated with an attribute x ∈ X, and
a secret key sky is associated with a policy y ∈ Y. Given a predicate P : X × Y → {0, 1}, ctx can be decrypted by
sky if and only if P(x, y) = 1.

The basic security requirement for ABE is payload-hiding. Roughly speaking, an adversary holding the secret
key such that P(x, y) = 0 cannot deduce any information about 𝑚 from the given ciphertext, and besides, this
should be guaranteed even the adversary has more than one such secret key. In some scenarios, the attribute x
may contain user privacy. For example, in the cloud storage [KHPP16], the attribute x contains identity or address,
which may be unsuitable to be exposed. Attribute-hiding [LOS+10] is an additional security requirement, and it
concerns the privacy of attribute x. Informally, attribute-hiding says that no information about attribute x can be
disclosed to the adversary.

Recently, due to the emergence of side-channel attacks [AARR02,HSH+09,KHF+19] which, through various phys-
ical methods, can recover part of the secret key, the leakage-resilient cryptography [DP08] is hence proposed. It is
required that a leakage-resilient scheme should be provably secure in the leakage-resilient model. In this paper,
we are interested in two prominent leakage-resilient models, namely, bounded leakage model (BLM) [AGV09] and
continual leakage model (CLM) [BKKV10]. Both of them assume that an adversary obtains leaked information about
the secret key sk via a polynomial-time computable leakage function 𝑓 : {0, 1} |sk | → {0, 1}𝐿 where |sk| is the bit
length of sk. In the BLM (resp. CLM), the adversary has access to at most 𝐿 < |sk| bits leakage on the secret key
over the whole lifetime (resp. any time period) of the system. It is necessary to update sk periodically in the CLM.
Typically, the security of CLM is stronger than BLM [KR19].



Up to now, various leakage-resilient frameworks have been proposed, while very few of them concentrate on
leakage-resilient ABE. There are several generic leakage-resilient frameworks that can convert plain ABE schemes
to leakage-resilient ones in the BLM/CLM. The first one is introduced by Yu et al. [YAX+16]. Their generic leakage-
resilient framework is able to convert the ABE schemes based on pair encoding [Att14] to leakage-resilient ones.
However, their generic leakage-resilient framework cannot provide attribute-hiding feature. Besides, for several
concrete constructions, their security must rely on the non-standard computational assumptions, namely, q-type
assumptions. Afterward, Zhang et al. [ZZM17] proposed a generic leakage-resilient ABE framework from hash
proof system, while it also ignores attribute-hiding feature. Another independent work was proposed by Zhang et
al. [ZCG+18]. Their generic leakage-resilient framework is able to convert most ABE schemes based on predicate
encoding [Wee14] to leakage-resilient ones. However, their generic leakage-resilient framework cannot guarantee
attribute-hiding as well, and besides, cannot act on several specific ABE schemes based on predicate encoding, for
example the compact-key ABE for inner-product predicate in [CGW15], to leakage-resilient ones.

In this paper, we will follow the works of Chen et al. [CGW15] and Zhang et al. [ZCG+18], aimed at presenting
two generic leakage-resilient frameworks. The first one can provide the attribute-hiding feature. The second one
can convert more ABE schemes to leakage-resilient ones.

1.1 Contributions

In this work, we present two generic frameworks for the design of leakage-resilient ABE. Our contributions can be
summarized as follows:

– Leakage-resilient ABE with attribute-hiding in the BLM.
We introduce a new encoding called attribute-hiding-leakage-resilient. Based on the attribute-hiding techniques
of CGW15 and this new encoding, we present a generic leakage-resilient ABE construction with attribute-
hiding, which is provably secure under the 𝑘-Lin assumption in the BLM.

– Leakage-resilient ABE in the CLM.
We introduce different redundancy into the secret key and the master key to ensure the security against con-
tinual leakage and add a linear map to ensure the generation and update of secret keys. Thus, we present a
more generic leakage-resilient ABE in the CLM compared with ZCG+18.

A comparison between our frameworks and previous works is shown in Table 1. Note that, although our second
framework in Section 4 has the same properties as ZCG+18, it can act on some specific schemes while ZCG+18
cannot do that.

Table 1: Comparison between previous works and ours. “Prime" denotes prime-order groups. “SD" means subgroup
assumptions over composite-order groups.

Reference Leakage model Attribute-hiding Prime Generality Assumption

[YAX+16] CLM ✗ ✗ ⊥ SD, q-type

[ZZM17] BLM ✗ ✗ ⊥ SD

[ZCG+18] CLM ✗ ✓ weak 𝑘-Lin

Section 3 BLM ✓ ✓ ⊥ 𝑘-Lin

Section 4 CLM ✗ ✓ strong 𝑘-Lin
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1.2 Technical Overview

Let (𝑝, 𝐺1, 𝐺2, 𝐺𝑇 , 𝑔1, 𝑔2, 𝑒) denote an asymmetric bilinear group of prime-order 𝑝 with pairing 𝑒 : 𝐺1 × 𝐺2 → 𝐺𝑇 .
We use mpk,mk to denote the master public key and the master key in ABE, respectively. Let 𝐿 ∈ N be a leakage
parameter.

Leakage-resilient ABE with attribute-hiding in the BLM. Based on the ABE with attribute-hiding in CGW15, we
propose a generic leakage-resilient ABE construction that possesses attribute-hiding feature even when the secret
key can be leaked to the adversary. An overview of our construction is presented as follows 5:

mpk : 𝑔1, 𝑔2, 𝑔w1 , 𝑒(𝑔1, 𝑔2)𝛼, mk : 𝛼,w

sky : z, 𝑔𝑟2 , 𝑔
rkE(y,z,𝛼)+𝑟·rE(y,z,w)
2 , ctx : 𝑔𝑠1, 𝑔

𝑠·sE(x,w)
1 , 𝑚 · 𝑒(𝑔1, 𝑔2)𝛼𝑠

(1)

where w ∈ W is a set of secret values; 𝛼, 𝑟, 𝑠← Z𝑝; x ∈ X, y ∈ Y; rkE, rE, sE are linear encoding algorithms; z ∈ Z
and u are “redundant” information. To achieve attribute-hiding security in the BLM, we require that

– (attribute-hiding.) For all (x, y) ∈ X × Y such that P(x, y) = 0 and all z ∈ Z, the distributions {x, y, z,
sE(x,w), rE(y, z,w)} and {x, y, z, r} are statistically indistinguishable where the randomness is taken over
w←W and r← Z |sE( ·) |+|rE( ·) |𝑝 .

The above requirement, namely attribute-hiding encoding, ensures the attribute-hiding feature. It manages to ran-
domize x in sE(x,w) even after the adversary has got rE(y, z,w) on sky. However, this property only holds when
P(x, y) = 0 and would be broken by the adversary with leak ability, since he can use the leakage function 𝑓 to ac-
quire the leakage (i.e., 𝑓 (z, rE(y, z,w))) on sky such that P(x, y) = 1. The “redundant” information in sky is designed
to avoid this problem. Inspired by [ZCG+18] and [LRW11], we additionally require that

– (attribute-hiding-leakage-resilient.) For all (x, y) ∈ X × Y such that P(x, y) = 1 and z ∈ Z, the distributions
{x, y, sE(x,w), 𝑓 (z, rE(y, z,w))} and {x, y, r} are identical, where w←W and r← Z |sE( ·) |+| 𝑓 ( ·) |𝑝 .

This encoding guarantees that with the leakage of sky such that P(x, y) = 1, the adversary still cannot reveal the
attribute x under sE(x,w) since it seems to be sampled uniformly. Thus, the Equation (1) achieves attribute-hiding
in the BLM.

Leakage-resilient ABE in the CLM. For the second leakage-resilient ABE framework, we consider the CLM which
is stronger than BLM. Although ZCG+18 has proposed a leakage-resilient ABE framework in the CLM, it is not gen-
eral enough to act on some specific schemes, e.g., compact-key ABE schemes for zero inner-product and non-zero
inner-product in CGW15. For these specific schemes, their master keys contain multiple secret values (e.g., 𝛼 and
w), and the adversary can break the security trivially if one of these secret values is leaked. Our solution is to differ-
entiate the redundant information of mk and the redundant information of sky, which provides more possibilities
to avoid the leakage on secret values. Thus, we present a new leakage-resilient ABE generic construction:

mpk : 𝑔1, 𝑔2, 𝑔w1 , 𝑔
w
2 , 𝑒(𝑔1, 𝑔2)𝛼, mk : v, 𝑔𝑟2 , 𝑔

mkE(v,𝛼)+𝑟·mE(v,w)
2 ,

sky : z, 𝑔𝑟2 , 𝑔
rkE(y,z,𝛼)+𝑟·rE(y,z,w)
2 , ctx : 𝑔𝑠1, 𝑔

𝑠·sE(x,w)
1 , 𝑚 · 𝑒(𝑔1, 𝑔2)𝛼𝑠

(2)

where mkE,mE are encoding algorithms; v ∈ V and z ∈ Z serve as redundant information for mk and sky,
respectively. Note that this construction is similar to the Equation (1), while it considers CLM (rather than BLM)
and allows the leakage on sky and mk. Here, we require that

5 Strictly speaking, the Equation (1) is built on composite-order groups. A general approach to transforming schemes over
composite-order groups into ones over prime-order groups has been proposed in [CGW15]. Thus, in this section, we decide
to abuse constructions over composite-order groups as ones over prime-order groups for simplicity.
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1) (𝛼-privacy.) For all (x, y) ∈ X × Y such that P(x, y) = 0, the distributions {x, y, z, 𝛼, sE(x,w), rkE(y, z, 𝛼) +
rE(y, z,w)} and {x, y, z, 𝛼, sE(x,w), rE(y, z,w)} are identical where the randomness is taken over w←W.

2) (𝛼-leakage-resilient.) For all (x, y) ∈ X × Y such that P(x, y) = 1 and all 𝛼 ∈ Z𝑝, z ∈ Z, the distributions
{x, y, 𝛼, sE(x,w), 𝑓 (z, rkE(y, z, 𝛼) + rE(y, z,w))} and {x, y, 𝛼, sE(x,w), 𝑓 (z, rE(y, z,w))} are identical where w←
W and 𝑓 is a leakage function.
In addition, the distributions {x, 𝛼, sE(x,w), 𝑓 (z,mkE(v, 𝛼)+mE(v,w))} and {x, 𝛼, sE(x,w), 𝑓 (v,mE(v,w))} are
identical.

3) (re-randomizable.) There exists a update algorithm for sky and mk.

4) (delegable.) There exists an algorithm that takes as input mk and y and outputs a fresh secret key sky.

𝛼-privacy and 𝛼-leakage-resilient are aimed at resisting continual leakage on sky and mk. Since the total leakage
bound of the adversary is unlimited in the CLM, re-randomizable and delegable are proposed to ensure the period-
ical update for sky and mk. As a specific case, we let w := (𝑤1, . . . , 𝑤𝑛,u) ∈ Z𝑛+𝐿𝑝 , v := (v0, v1, . . . , v𝑛) ∈ (Z𝐿𝑝)𝑛,

mkE(v, 𝛼) def
= (𝛼, 0, . . . , 0), mE(v,w) def

= (v⊤0 u, 𝑤1 + v⊤1 u, . . . , 𝑤𝑛 + v⊤𝑛u,u)

In the above equality, it is best for the adversary to get the leakage on (𝛼 + v⊤0 u0, v0,u) or (𝑤𝑖 + v⊤𝑖 u𝑖 , v𝑖 ,u) if
the adversary tries to leak 𝛼 or 𝑤𝑖 . Note that for any 𝑖 ≠ 𝑗, v⊤

𝑖
u is statistically independent from v⊤

𝑗
u due to the

randomness of v. Then based on the subspace lemma in LRW11, 𝛼 or 𝑤𝑖 is hidden as long as the adversary gets
a limited amount of leakage on mk during a time period. Thus, the randomness of w is preserved, then 𝛼-privacy
and 𝛼-leakage-resilient are satisfied. Besides, re-randomizable holds since we have published 𝑔w2 in mpk. As for
delegable, we additionally require a linear map 𝑆 : Y × V → Z, which enables the redundant information z
in sky to be computed from v and y. Thus, sky can be generated from mk and y correctly. At last, we apply our
second framework (in Section 4) to compact-key ABE schemes for zero inner-product and non-zero inner-product
in CGW15, and hence obtain several leakage-resilient instantiations in Section 5.

1.3 Related Work

Other leakage-resilient models. Dziembowski et al. [CLW06] defined the bounded retrieval model (BRM), placing
rigorous performance requirements on the leakage-resilient scheme. Dodis et al. [DKL09] proposed the auxiliary in-
put leakage model (ALM). It only requires that the leakage function 𝑓 is hard to invert. Besides, Yuen at al. [YCZY12]
defined the continual auxiliary leakage model (CAL) that captures the benefits of both CLM and ALM.

Leakage-resilient ABE. Lewko et al. [LRW11] proposed the first identity-based encryption (IBE) and ABE which
are proved in the CLM. Zhang and Mu [ZM16] constructed a leakage-resilient anonymous inner-product encryp-
tion (IPE) scheme over composite-order groups in the BLM. Nishimaki and Yamakawa [NY19] proposed several
constructions of leakage-resilient public-key encryption and leakage-resilient IBE in the BRM, which reach nearly
optimal leakage rates under standard assumptions in the standard model. To deal with potential side-channel
attacks in the distributed environment, Li et al. [LYZS19,LYZ19] designed a key-policy ABE in the CAL and a hier-
archical ABE in the CLM.

Organization. We recall the related definition and security models in §2. The first leakage-resilient ABE framework
is presented in §3. The Second leakage-resilient ABE framework is shown in §4. We present some instantiations in
§5.
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2 Preliminaries

Notations. For 𝑛 ∈ N, [𝑛] denote the set {1, 2, . . . , 𝑛}. We use 𝑠 ← S to denote that 𝑠 is picked randomly from set
S. By PPT, we denote a probabilistic polynomial-time algorithm. We use

𝑐≈ and
𝑠≈ to denote two distributions being

computationally and statistically indistinguishable, respectively.

2.1 The Definition of ABE

Given attribute universe X, predicate universe Y and predicate P : X × Y → {0, 1}, an ABE scheme consists of
four algorithms (Setup, KeyGen, Enc,Dec):

- Setup(1𝜆) → (mpk,mk). Take as input a security parameter 𝜆. Then return the public parameters mpk and
the master key mk.

- KeyGen(mk, y) → sky. Take as input mk, y ∈ Y, and return a secret key sky.
- Enc(mpk, x, 𝑚) → ctx. Take as input mpk, an attribute x ∈ X, and a message 𝑚. Return a ciphertext ctx.
- Dec(mpk, sky, ctx) → 𝑚 or ⊥. Take as input sky and ctx. If P(x, y) = 1, return message 𝑚; otherwise, return ⊥.

Correctness. For all (x, y) ∈ X×Y such thatP(x, y) = 1 and all𝑚 ∈ M, it holds thatPr
[
Dec(mpk, sky, Enc(mpk, x, 𝑚)) =

𝑚
]
= 1 where (mpk,mk) ← Setup(1𝜆 , 1𝑛), sky ← KeyGen(mk, y).

Additional algorithm. If we take the presence of continual leakage into account, an extra algorithm should be
provided:

- Update(mpk, sky) : Take as input a secret key sky, and outputs a re-randomized key sk′y.

It is equivalent to generating a fresh secret key sk′y ← KeyGen(mk, y). We stress that mk can be seen as a secret
key sky (where y is an empty string 𝜖) and algorithm Update also acts on mk.

2.2 Security Models

Here, we would define two leakage-resilient models, both of which are parameterized by security parameter 𝜆 and
leakage bounds 𝐿mk = 𝐿mk (𝜆), 𝐿sk = 𝐿sk (𝜆).

Definition 1. We say that an ABE scheme is (𝐿mk, 𝐿sk)-bounded-leakage secure and attribute-hiding if for all PPT
adversariesA, the advantage function

AdvBLR-AH
A (𝜆) :=

����������Pr

𝑏′ = 𝑏

����������
(mpk,mk) ← Setup(1𝜆)
(x(0) , x(1) , 𝑚(0) , 𝑚(1) ) ← AO1 ,O2 ,O3 (mpk)
𝑏← {0, 1}; ct∗ ← Enc(mpk, x(𝑏) , 𝑚(𝑏) )
𝑏′ ← AO1 ,O2 ,O3 (mpk, ct∗)


− 1
2

���������� .
is negligible.

In the above definition,A has access to oracles O1,O2,O3. These oracles maintain setsH and R which store some
tuples.

– O1 (ℎ, y): ℎ is a handle to a tuple ofH that must refer to a master key and ymust be a vector inY. After receiving
the input, this oracle finds the tuple 𝑡 with handle ℎ inH and answersA as follows:
1) If the vector part of 𝑡 is 𝜖, then let 𝑡 := (ℎ, 𝜖,mk, 𝑙). It runs KeyGen algorithm to obtain a key sky and adds

the tuple (𝐻 + 1, y, sky, 0) toH . Then it updates 𝐻 ← 𝐻 + 1;
2) Otherwise, it returns ⊥ toA.
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– O2 (ℎ, 𝑓 ): 𝑓 is a polynomial-time computable function of constant output size. After receiving the input, it finds
the tuple 𝑡 with handle ℎ inH and answersA as follows:

1) If 𝑡 is of the form (ℎ, 𝜖,mk, 𝑙), it checks whether 𝑙 + | 𝑓 (mk) | ≤ 𝐿mk. If 𝑙 + | 𝑓 (mk) | ≤ 𝐿mk holds, the challenger
returns 𝑓 (mk) toA and updates 𝑙 ← 𝑙 + | 𝑓 (mk) |. Otherwise, it returns ⊥ toA;

2) Else, 𝑡 is of the form (ℎ, y, sky, 𝑙) and then it checks whether 𝑙 + | 𝑓 (sky) | ≤ 𝐿sk. If 𝑙 + | 𝑓 (sky) | ≤ 𝐿sk holds, the
challenger returns 𝑓 (sky) toA and updates 𝑙 ← 𝑙 + | 𝑓 (sky) |. Otherwise, it returns ⊥.

– O3 (ℎ): It finds the tuple with handle ℎ inH . If the vector part of the tuple is 𝜖, then it returns⊥ toA. Otherwise,
the tuple is of the form (ℎ, y, sky, 𝑙). It returns sky and then add y to R.

Note that afterA receives the challenge ciphertext ct∗, only queries on sky such that P(x(0) , y) = 0 and P(x(1) , y) = 0
are allowed whenA access to O2,O3.

Definition 2. We say that an ABE scheme is (𝐿mk, 𝐿sk)-continual-leakage secure if for all PPT adversaries A, the
advantage function

AdvCLR-PH
A (𝜆) :=

����������Pr

𝑏′ = 𝑏

����������
(mpk,mk) ← Setup(1𝜆)
(x, 𝑚(0) , 𝑚(1) ) ← AO′1 ,O

′
2 ,O
′
3 (mpk)

𝑏← {0, 1}; ct∗ ← Enc(mpk, x, 𝑚(𝑏) )
𝑏′ ← AO′1 ,O

′
2 ,O
′
3 (mpk, ct∗)


− 1
2

���������� .
is negligible.

Here,A has access to oracles O′1,O
′
2,O

′
3. These oracles maintain setsH ′ and R′.

– O′1 (ℎ, y): This oracle is similar to O1 except that the input y can also be an empty string 𝜖. IfA makes a query
for y = 𝜖, it will run Update algorithm to get a fresh master key mk′ and add the tuple (𝐻 + 1, 𝜖,mk′, 0) to the
setH .

– O′2 (ℎ, 𝑓 ): This oracle is the same as O2.
– O′3 (ℎ): This oracle is the same as O3.

Note that afterA receives the challenge ciphertext ct∗, only queries on sky such that P(x, y) = 0 are allowed when
A access to O′2,O

′
3.

2.3 Assumption

Let G be a probabilistic polynomial-time algorithm that takes as input a security parameter 1𝜆 and outputs a group
description G := (𝑝, 𝐺1, 𝐺2, 𝐺𝑇 , 𝑔1, 𝑔2, 𝑒), where 𝑝 is a Θ(𝜆)-bit prime and 𝐺1, 𝐺2, 𝐺𝑇 are cyclic groups of order 𝑝.
𝑔1 and 𝑔2 are generators of 𝐺1 and 𝐺2 respectively and 𝑒 : 𝐺1 × 𝐺2 → 𝐺𝑇 is a computationally efficient and non-
degenerate bilinear map. We let 𝑔𝑇 = 𝑒(𝑔1, 𝑔2) be the generator of 𝐺𝑇 .

For 𝑠 ∈ {1, 2, 𝑇 } and 𝑎 ∈ Z𝑝, we define [𝑎]𝑠 = 𝑔𝑎𝑠 as the implicit representation of 𝑎 in 𝐺𝑠. Similarly, for a matrix
A over Z𝑝, we define [A]𝑠 = 𝑔A𝑠 , where exponentiations are carried out component-wise. Given [A]1 and [B]2, we
define 𝑒( [A]1, [B]2) := [A⊤B]𝑇 . Now we review the definition of 𝑘-Lin assumption.

Definition 3 (𝑘-Lin Assumption). Let 𝑠 ∈ {1, 2, 𝑇 }. We say that the 𝑘-Lin assumption holds with respect to G on 𝐺𝑠
if for all PPT adversariesA, the following advantage function is negligible in 𝜆.

Adv𝑘-Lin
A (𝜆) := |Pr[A(G, [A]𝑠, [At]𝑠) = 1] − Pr[A(G, [A]𝑠, [u]𝑠) = 1] |
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where G← G(1𝜆), t← Z𝑘𝑝,u← Z𝑘+1𝑝 , (𝑎1, . . . , 𝑎𝑘) ← Z𝑘𝑝, then

A :=

©«
𝑎1

. . .

𝑎𝑘

1 · · · 1

ª®®®®®®¬
∈ Z(𝑘+1)×𝑘𝑝 (3)

Note that we can trivially set (a⊥)⊤ := (𝑎−11 , . . . , 𝑎−1
𝑘
,−1) such that A⊤a⊥ = 0.

3 Leakage-resilient ABE with Attribute-hiding in the BLM

In this section, we will present the first leakage-resilient ABE framework along with the predicate encoding, generic
construction and corresponding security analysis.

3.1 Leakage-resilient Predicate Encoding

A Z𝑝-linear leakage-resilient predicate encoding with attribute-hiding for predicate P : X × Y → {0, 1}, which
contains a set of deterministic algorithms (rkE, rE, sE, sD, rD), satisfies the following properties:

– (linearity.) For all (x, y, z) ∈ X × Y × Z, rkE(y, z, ·), rE(y, z, ·), sE(x, ·), sD(x, y, z, ·), rD(x, y, z, ·) are Z𝑝-linear
functions. A Z𝑝-linear function 𝐹 can be encoded as a matrix T = (𝑡𝑖, 𝑗) ∈ Z𝑛×𝑚𝑝 such that 𝐹 : (𝑤1, . . . , 𝑤𝑛) ↦−→
(∑𝑛

𝑖=1 𝑡𝑖,1𝑤𝑖 , . . . ,
∑𝑛
𝑖=1 𝑡𝑖,𝑚𝑤𝑖).

– (restricted 𝛼-reconstruction.) For all (x, y) ∈ X × Y such that P(x, y) = 1, all w ∈ W, z ∈ Z, it holds that
sD(x, y, z, sE(x,w)) = rD(x, y, z, rE(y, z,w)) and rD(x, y, z, rkE(y, z, 𝛼)) = 𝛼.

– (𝑥-oblivious 𝛼-reconstruction.) sD(x, y, z, ·), rD(x, y, z, ·) are independent of x. It is a basic requirement for
achieving attribute-hiding.

– (attribute-hiding.) For all (x, y) ∈ X×Y such thatP(x, y) = 0 and all z ∈ Z, the distributions {x, y, z, sE(x,w), rE(y, z,w)}
and {x, y, z, r} are identical, where w←W and r← Z |sE( ·) |+|rE( ·) |𝑝 .

– (attribute-hiding-leakage-resilient.) In order to achieve leakage-resilience on sky, we require that for all
(x, y) ∈ X × Y such that P(x, y) = 1 and z ∈ Z, the distributions {x, y, sE(x,w), 𝑓 (z, rE(y, z,w))} and {x, y, r}
are identical, where w←W and r← Z |sE( ·) |+| 𝑓 ( ·) |𝑝 .

3.2 Generic Construction

An overview of our generic construction has been present in Section (1). As mentioned in Section 1.2, a general
approach [CGW15] to transform schemes over composite-order groups into ones over prime-order groups can be
applied to Equation (1). Concretely, we replace 𝑔1, 𝑔2 with [A]1, [B]2, where (A, a⊥), (B, b⊥) ← D𝑘+1,𝑘 and other
variables are transformed as follows:

𝛼 ↦→ k ∈ Z𝑘+1𝑝 , 𝑢, 𝑤𝑖 ↦→ U, W𝑖 ∈ Z(𝑘+1)×(𝑘+1)𝑝 , 𝑠 ↦→ s ∈ Z𝑘𝑝, 𝑟 ↦→ r ∈ Z𝑘𝑝,

𝑔𝑠1 ↦→ [As]1, 𝑔𝑤𝑖 𝑠1 ↦→ [W⊤𝑖 As]1, 𝑔
𝑟
2 ↦→ [Br]2, 𝑔𝑤𝑖𝑟2 ↦→ [W𝑖Br]2

The above transformation is also suitable to our second framework in Section 4.
Now, we provide the details of our generic construction. Given a Z𝑝-linear leakage-resilient predicate encoding

with attribute-hiding for predicate P : X ×Y → {0, 1},
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- Setup(1𝜆): Let 𝑁 ∈ N be the parameter of the Z𝑝-linear leakage-resilient predicate encoding with attribute-
hiding for predicate P and 𝑁 is related to 1𝜆 . Run G ← G(1𝜆), sample (A, a⊥), (B, b⊥) as in Equation (3), pick
k← Z𝑘+1𝑝 ,W1, . . ., W𝑁 ← Z(𝑘+1)×(𝑘+1)𝑝 . Then pick r← Z𝑘𝑝, v←V , output

mpk :=
(
G; [A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1, [A⊤k]𝑇

)
, mk :=

(
B, k,W1, . . . ,W𝑁

)
- KeyGen(mk, y): Pick r← Z𝑘𝑝, z←Z and output sky :=

(
z, 𝐾0,K

)
, where

𝐾0 := [Br]2, K := rkE(y, z, [k]2) · rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)

- Enc(mpk, x, 𝑚): Pick s← Z𝑘𝑝 and output ctx := (𝐶0,C, 𝐶𝑇 ), where

𝐶0 := [As]1,C := sE(x, [W⊤1As]1, . . . , [W⊤𝑁As]1), 𝐶𝑇 = [k⊤As]𝑇 · 𝑚

- Dec(mpk, sky, ctx): output 𝑚′ = 𝐶𝑇 · 𝑒(𝐶0, rD(x, y, z,K))−1 · 𝑒(sD(x, y, z,C), 𝐾0).

Correctness. For any (x, y) ∈ X × Y such that P(x, y) = 1, we have

𝐶𝑇 · 𝑒(𝐶0, rD(x, y, z,K))−1

= 𝑚 · [k⊤As]𝑇 · 𝑒( [As]1, rD(x, y, z, rkE(y, z, [k]2) · rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)))−1

= 𝑚 · [k⊤As]𝑇 · 𝑒( [As]1, rD(x, y, z, rkE(y, z, [k]2))−1

· 𝑒( [As]1, rD(x, y, z, rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)))−1

= 𝑚 · [k⊤As]𝑇 · 𝑒( [As]1, [k]2)−1 · 𝑒( [As]1, rD(x, y, z, rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)))−1

= 𝑚 · 𝑒( [As]1, rD(x, y, z, rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)))−1

= 𝑚 · rD(x, y, z, rE(y, z, 𝑒( [As]1, [W1Br]2), . . . , 𝑒( [As]1, [W𝑁Br]2)))−1

= 𝑚 · rD(x, y, z, rE(y, z, 𝑒( [W⊤1As]1, [Br]2), . . . , 𝑒( [W⊤𝑁As]1, [Br]2)))−1

= 𝑚 · sD(x, y, z, sE(x, 𝑒( [W⊤1As]1, [Br]2), . . . , 𝑒( [W⊤𝑁As]1, [Br]2)))−1

= 𝑚 · 𝑒(sD(x, y, z, sE(x, [W⊤1As]1, . . . , [W⊤𝑁As]1)), [Br]2)−1

= 𝑚 · 𝑒(sD(x, y, z,C),K0)−1

In the above equality, we exploit linearity (for lines 3, 6, 9) and restricted 𝛼-reconstruction (for lines 4, 8) mentioned
in Section 3.1. Thus, 𝐶𝑇 · 𝑒(𝐶0, rD(x, y, z, K))−1 · 𝑒(sD(x, y, z,C), 𝐾0) = 𝑚 and the correctness follows readily.

3.3 Security

We start by giving some lemmas of [CGW15,LRW11] which will be used throughout the security proof of our frame-
work.

Lemma 1 ([LRW11]). Let an integer 𝑚 ≥ 3 and let 𝑝 be a prime. Let 𝛿 ← Z𝑚𝑝 , 𝜏 ← Z𝑚𝑝 , and let 𝜏′ be chosen
uniformly from the set of vectors in Z𝑚𝑝 which are orthogonal to 𝛿 under the dot product modulo 𝑝. Let 𝑓 : Z𝑚𝑝 → W
be some function. Then there exists any positive constant 𝑐, such that 𝑑𝑖𝑠𝑡

(
(𝛿, 𝑓 (𝜏′)), (𝛿, 𝑓 (𝜏))

)
≤ 𝑝−𝑐, as long as

|W| ≤ 4 ·
(
1 − 1

𝑝

)
· 𝑝𝑚−2𝑐−2.

Suppose that A and B have the same form as Equation (3), then we set

PP :=

(
G;
[A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1,
[B]2, [W1B]2, . . . , [W𝑁B]2

)
,

PP− :=
(
G; [A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1, [B]2

) (4)

where W1, . . . ,W𝑁 ← Z(𝑘+1)×(𝑘+1)𝑝 .
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Lemma 2 (Parameter-Hiding[CGW15]). The following distributions are statistically indistinguishable:{
PP, [a⊥]2,

[b⊥𝑠]1, [W⊤1 b⊥𝑠]1, . . . , [W⊤𝑁b⊥𝑠]1
[a⊥𝑟]2, [W1a⊥𝑟]2, . . . , [W𝑁a⊥𝑟]2

}
and{

PP, [a⊥]2,
[b⊥𝑠]1, [(W⊤1 b⊥ + 𝑢1b⊥)𝑠]1, . . . , [(W⊤𝑁b⊥ + 𝑢𝑁b⊥)𝑠]1
[a⊥𝑟]2, [(W1a⊥ + 𝑢1a⊥)𝑟]2, . . . , [(W𝑁a⊥ + 𝑢𝑁a⊥)𝑟]2

}
where 𝑠, 𝑟 ← Z∗𝑝,u := (𝑢1, . . . , 𝑢𝑁 ) ← Z𝑁𝑝 .

Lemma 3 (H-hiding[CGW15]). The following distributions are statistically indistinguishable:

{PP− , [a⊥]2, [Br]2, [W1Br + �̂�1a⊥]2, . . . , [W𝑁Br + �̂�𝑁a⊥]2} and

{PP− , [a⊥]2, [Br]2, [û1]2, . . . , [û𝑁 ]2}

where r← Z𝑘𝑝, v̂ := (�̂�1, . . . , �̂�𝑁 ) ← Z𝑁𝑝 and for 𝑖 = 1, . . . , 𝑁 , û𝑖 ← Z𝑘+1𝑝 subject to the constraint A⊤û𝑖 = (W⊤𝑖 A)
⊤Br.

Lemma 4 (G-uniformity[CGW15]). The following distributions are statistically indistinguishable:

{PP− , [a⊥]1, [As + b⊥𝑠]2, [W⊤1 (As + b⊥𝑠)]1, . . . , [W𝑁 (As + b⊥𝑠)]1} and

{PP− , [a⊥]2, [As + b⊥𝑠]1, [ŵ1]1, . . . , [ŵ𝑁 ]1}

where s← Z𝑘𝑝, 𝑠← Z∗𝑝; ŵ1, . . . , ŵ𝑁 ← Z𝑘+1𝑝 .

Theorem 1. If 𝑘-Lin assumption holds, the construction described in Section 3.2 is (0, 𝐿sk)-bounded-leakage secure
and attribute-hiding. More precisely, for all PPT adversariesA subject to the restrictions: (1)A queries O2 and O3 at
most 𝑞 times; (2) The leakage on mk is not allowed and the leakage amount of sk are at most 𝐿sk bits. There exists an
algorithm B such that AdvBLR-AH

A (𝜆) ≤ (2𝑞 + 1)Adv𝑘-Lin
B (𝜆) + negl(𝜆).

Proof. Our proof sketch for the game sequence is shown in Table 2. In Table 2, we use a box to highlight the dif-
ference between two adjacent games and the cell marked by "—" means that the corresponding part of sky or ct∗

is the same as the last game. For the transition from Game2,𝑖,1 to Game2,𝑖,2, we employ Parameter-Hiding lemma,
attribute-hiding encoding and attribute-hiding-leakage-resilient encoding mentioned in Section 3.1. In Game3 and
Game4, 𝑚′ denotes a random message and x′ denotes a random attribute. Game0 is the same as GameBLM-AH. In
Game4, the advantage ofA is 0.

Table 2: Our proof sketch for the game sequence.

game
𝑖-th queried secret key sky ct∗

justification

𝐾0 rkE(y, z, ·) rE(y, z, ·) 𝐶0 sE(·, ·) 𝐶𝑇

Game0 [Br]2 [k]2 [W𝑘Br]2 [As]1 x(𝑏) , [W⊤
𝑗
As]1 𝑒( [As]1, [k]2) · 𝑚 real game

Game1 — — — [ As + b⊥𝑠 ]1 x(𝑏) , [ W⊤𝑗 (As + b
⊥𝑠) ]1 𝑒( [ As + b⊥𝑠 ]1, [k]2) · 𝑚 𝑘-Lin

Game2,𝑖,1 [ Br + a⊥𝑟 ]2 — [ W𝑘 (Br + a⊥𝑟) ]2 — — — 𝑘-Lin

Game2,𝑖,2 — [ k̂ ]2 [W𝑘 (Br + a⊥𝑟) + �̂�𝑖𝑘a
⊥ ]2 — — —

attribute-hiding, Parameter-Hiding,
attribute-hiding-leakage-resilient

Game2,𝑖,3 [Br]2 — [ W𝑘Br + �̂�
𝑗
𝑘
a⊥ ]2 — — — 𝑘-Lin

Game3 — — — — — 𝑒( [As + b⊥𝑠]1, [k]2) · 𝑚′ statistically identical

Game4 — — — — x′ , [W⊤
𝑗
(As + b⊥𝑠)]1 —

H-hiding, G-uniformity,
attribute-hiding,

attribute-hiding-leakage-resilient
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We denote the advantage of A in Game𝑖 by Adv𝑖 (𝜆). Then we will show Theorem 1 by proving the indistin-
guishability among these games with the following lemmas.

Lemma 5 (Game0
𝑐≈ Game1). For all PPT adversaryA, there exists an algorithmB1 such that |Adv0 (𝜆)−Adv1 (𝜆) | ≤

Adv𝑘-Lin
B1 (𝜆) + 2/𝑝.

Proof. The proof is a simpler case of the proof of Lemma 6, we omit it here. ⊓⊔

Lemma 6 (Game2,𝑖−1,3
𝑐≈ Game2,𝑖,1). For all PPT adversary A and 𝑖 = 1, . . . , 𝑞, there exists an algorithm B2 such

that |Adv2,𝑖−1,3 (𝜆) − Adv2,𝑖,1 (𝜆) | ≤ Adv𝑘-Lin
B2 (𝜆) + 2/𝑝.

Proof. B2 samples (A, a⊥) ← D𝑘+1,𝑘 along with W1, . . . ,W𝑁 ← Z(𝑘+1)×(𝑘+1)𝑝 . We know that {Br + a⊥𝑟 : r← Z𝑘𝑝, 𝑟 ←
Z𝑝} is statistically close to the uniform distribution. Then B2 gets as input (G, [B]2, [t]2) = (G, [B]2, [Br + a⊥𝑟]2)
where either 𝑟 = 0 or 𝑟 ← Z∗𝑝 and proceeds as follows:
Setup. Pickk← Z𝑘+1𝑝 , 𝛼← Z𝑝 and set k̂ := k+𝛼a⊥. WithG,A,W1, . . . ,W𝑛,B2 can simulatempk :=

(
G; [A]1, [W⊤1A]1, . . . , [W⊤𝑛A]1, [A⊤k]𝑇

)
.

Key Queries. WhenA makes the 𝑗’th Leak (i.e., O2) or Reveal (i.e., O3) key query,

- When 𝑗 < 𝑖, since a⊥, k̂,W1, . . . ,W𝑛 and [B]2 has been known, semi-functional sky can be generated properly;
- When 𝑗 = 𝑖, B2 generates

sky :=
(
z, [t]2, rkE(y, z, [k]2) · rE(y, z, [W1t]2, . . . , [W𝑁 t]2)

)
- When 𝑗 > 𝑖, it is not hard to know that normal sky can also be generated properly;

Challenge. Since b⊥ is unknown, As + b⊥𝑠 is statistically close to the uniform distribution. Thus, B2 would sample
s̃ ← Z𝑘+1𝑝 to replace As + b⊥𝑠. After receiving challenge messages (𝑚(0) , 𝑚(1) ) and challenge vectors (x(0) , x(1) ),
B2 chooses a random bit 𝑏 ∈ {0, 1} and returns

ct∗ :=
(
[s̃]1, sE(x(𝑏) , [W⊤1 s̃]1, . . . , [W⊤𝑁 s̃]1), 𝑒( [s̃]1, [k]2) · 𝑚(𝑏)

)
Observe that if t = Br, B2 has properly simulated Game2,𝑖−1,3 and if t = Br + a⊥𝑟, B2 has properly simulated
Game2,𝑖,1. Since 𝑠, 𝑟 ← Z∗𝑝 yields a 2/𝑝 negligible difference in the advantage, Lemma 6 hence holds. ⊓⊔

Lemma 7 (Game2,𝑖,1
𝑠≈ Game2,𝑖,2). For 𝑖 = 1, . . . , 𝑞, it holds that |Adv2,𝑖,1 (𝜆) − Adv2,𝑖,2 (𝜆) | ≈ 0 as long as the leakage

amount of sk are at most 𝐿sk bits.

Proof. Given PP as in Equation (4), we state that Game2,𝑖,1 and Game2,𝑖,2 are statistically indistinguishable if the
following distributions {PP, [k]2, [𝛼a⊥]2, ct∗, sky} and {PP, [k]2, [𝛼a⊥]2, ct∗, sk′y} are identical where

ct∗ =
(
[As]1, sE(x(𝑏) ,

{
[W⊤𝑘As]1

}
𝑘∈[𝑁 ]), [k

⊤As]𝑇 · 𝑚(𝑏)
)
·(

[b⊥𝑠]1, sE(x(𝑏) ,
{
[W⊤𝑘 b

⊥𝑠]1
}
𝑘∈[𝑁 ]), [k

⊤b⊥𝑠]𝑇
)

and sky, sk′y are the 𝑖’th queried key in Game2,𝑖,1 and Game2,𝑖,2, respectively. Now we consider the following cases:

(1) If y ∈ Y such that P(x(0) , y) = 1 and P(x(1) , y) = 1, we have

sky =
(
1, [Br]2, rkE(y, z, [k]2) · rE(y, z,

{
[W𝑘Br]2

}
𝑘∈[𝑁 ])

)
·(

z, [a⊥𝑟]2, rE(y, z,
{
[W𝑘a⊥𝑟]2

}
𝑘∈[𝑁 ])

)
sk′y =

(
1, [Br]2, rkE(y, z, [k]2) · rE(y, z,

{
[W𝑘Br]2

}
𝑘∈[𝑁 ])

)
·(

z, [a⊥𝑟]2, rkE(y, z, [𝛼a⊥]2) · rE(y, z,
{
[W𝑘a⊥𝑟 + �̂�𝑘a⊥]2

}
𝑘∈[𝑁 ])

)
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where v̂ := (�̂�1, . . . , �̂�𝑁 ) ← Z𝑁𝑝 and the length of vector 1 := (1, . . . , 1) is equal to the length of z. We observe
that it suffices to show that

aux : PP, [k]2, [B]2, [𝛼a⊥]2
ctx : [b⊥𝑠]1, sE(x(𝑏) ,

{
[W⊤

𝑘
b⊥𝑠]1

}
𝑘∈[𝑁 ]), [k

⊤b⊥𝑠]𝑇
sky : z, [a⊥𝑟]2, rE(y, z,

{
[W𝑘a⊥𝑟]2

}
𝑘∈[𝑁 ])

 and


aux : PP, [k]2, [B]2, [𝛼a⊥]2
ctx : [b⊥𝑠]1, sE(x(𝑏) ,

{
[W⊤

𝑘
b⊥𝑠]1

}
𝑘∈[𝑁 ]), [k

⊤b⊥𝑠]𝑇
sky : z, [a⊥𝑟]2, rkE(y, z, [𝛼a⊥]2) · rE(y, z,

{
[W𝑘a⊥𝑟 + �̂�𝑘a⊥]2

}
𝑘∈[𝑁 ])


are indistinguishable. By parameter-hiding in Lemma 2, it suffices to show that:

aux : PP, [k]2, [B]2, [𝛼a⊥]2
ctx : [b⊥𝑠]1, sE(x(𝑏) ,

{
[(W⊤

𝑘
b⊥ + 𝑢𝑘b⊥)𝑠]1

}
𝑘∈[𝑁 ]), [k

⊤b⊥𝑠]𝑇
sky : z, [a⊥𝑟]2, rE(y, z,

{
[(W𝑘a⊥ + 𝑢𝑘a⊥)𝑟]2

}
𝑘∈[𝑁 ])

 and


aux : PP, [k]2, [B]2, [𝛼a⊥]2
ctx : [b⊥𝑠]1, sE(x(𝑏) ,

{
[(W⊤

𝑘
b⊥ + 𝑢𝑘b⊥)𝑠]1

}
𝑘∈[𝑁 ]), [k

⊤b⊥𝑠]𝑇
sky : z, [a⊥𝑟]2, rkE(y, z, [𝛼a⊥]2) · rE(y, z,

{
[(W𝑘a⊥ + 𝑢𝑘a⊥)𝑟 + �̂�𝑘a⊥]2

}
𝑘∈[𝑁 ])


are indistinguishable. Let �̂�0 = [b⊥𝑠]1, ℎ̂0 = [a⊥𝑟]2 and set [a⊥] = (ℎ̂0)𝛽 , we note that

sE(x(𝑏) ,
{
[(W⊤𝑘 b

⊥ + 𝑢𝑘b⊥)𝑠]1
}
𝑘∈[𝑁 ]) = sE(x(𝑏) ,

{
[W⊤𝑘 b

⊥𝑠]1
}
𝑘∈[𝑁 ]) · �̂�

sE(x(𝑏) ,u)
0 ,

rE(y, z,
{
[(W𝑘a⊥ + 𝑢𝑘a⊥)𝑟]2

}
𝑘∈[𝑁 ]) = rE(y, z,

{
[W𝑘a⊥𝑟]2

}
𝑘∈[𝑁 ]) · ℎ̂

rE(y,z,u)
0 ,

rkE(y, z, [𝛼a⊥]2) · rE(y, z,
{
[(W𝑘a⊥ + 𝑢𝑘a⊥)𝑟 + �̂�𝑘a⊥]2

}
𝑘∈[𝑁 ])

= rE(y, z,
{
[W𝑘a⊥𝑟]2

}
𝑘∈[𝑁 ]) · ℎ̂

rkE(y,z,𝛽𝛼)+rE(y,z,u)+rE(y,z,𝛽v̂)
0 .

Since A can only make Leak query on sky, according to attribute-hiding-leakage-resilient encoding, it holds
that {x, y, sE(x,u), 𝑓 (z, rE(y, z,u))} and {x, y, r} are indistinguishable. In other words, the adversaryA cannot
get any useful information to distinguish between sky and sk′y.

(2) If y ∈ Y such that P(x(0) , y) = 0 and P(x(1) , y) = 0, the proof is also analogous to the proof of last case. Except
that we should use attribute-hiding encoding, which claims that {x, y, z, sE(x,u), rE(y, z,u)} and {x, y, z, r} are
indistinguishable.

Finally, Lemma 7 holds. ⊓⊔

Lemma 8 (Game2,𝑖,2
𝑐≈ Game2,𝑖,3). For all PPT adversaryA and 𝑖 = 1, . . . , 𝑞, there exists an algorithm B3 such that

|Adv2,𝑖,2 (𝜆) − Adv2,𝑖,3 (𝜆) | ≤ Adv𝑘-Lin
B3 (𝜆) + 2/𝑝

Proof. The proof is completely analogous to Lemma 6. ⊓⊔

Lemma 9 (Game2,𝑞,3
𝑠≈ Game3). For 𝑖 = 1, . . . , 𝑞, it holds that |Adv2,𝑞,3 (𝜆) − Adv3 (𝜆) | ≈ 0

Proof. First, pick k̂ ← Z𝑘+1𝑝 , 𝛼 ← Z𝑝 and set k := k̂ − 𝛼a⊥. Given just (PP, [a⊥]2, [k̂]2), we can simulate the setup
phase and answer key queries as follows:
Setup. Since 𝑒( [A]1, [k̂]2) := [A⊤k−𝛼A⊤a⊥]𝑇 = [A⊤k]𝑇 , then we can simulatempk :=

(
G; [A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1, [A⊤k]𝑇

)
.

Key Queries. For the 𝑗’th key query for y, we can generate a semi-functional secret key properly:

sky :=
(
z, [Br]2, rkE(y, z, [k̂]2) · rE(y, z,

{
[W𝑘Br + �̂� 𝑗𝑘a

⊥]2
}
𝑘∈[𝑁 ])

)
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Challenge. Now, observe that the challenge ciphertext in Game2,𝑞,3 is given by:

ct∗ :=
(
𝐶0 = [As + b⊥𝑠]1,C := sE(x(𝑏) ,

{
[W⊤𝑘 (As + b

⊥𝑠
}
𝑘∈[𝑁 ])]1),

𝐶′ = 𝑒( [As + b⊥𝑠]1, [k]2) · 𝑚(𝑏)
)

where we can rewrite 𝐶′ = 𝑒( [As + b⊥𝑠]1, [k̂]2) · 𝑒( [b⊥𝑠]1, [a⊥]2)−𝛼 · 𝑚(𝑏) .
Recall that (mpk, [B]2, k̂) and (𝐶0,C) are statistically independent of𝛼← Z𝑝, then we can say that 𝑒( [b⊥𝑠]1, [a⊥]2)−𝛼

is uniformly distributed over G𝑇 . This implies ct∗ is identically distributed to semi-functional encryption of a ran-
dom message in 𝐺𝑇 , as in Game3. Thus, Lemma 9 holds. ⊓⊔

Lemma 10 (Game3
𝑠≈ Game4). For 𝑖 = 1, . . . , 𝑞, it holds that |Adv3 (𝜆) − Adv4 (𝜆) | ≈ 0

Proof. Pick k̂ ← Z𝑘+1𝑝 , 𝛼 ← Z𝑝 and set k := k̂ − 𝛼a⊥. Given just (PP− , [a⊥]2, [k̂]2), we note that [W𝑖B]2 will not
be simulated to ensure G-uniformity holds. But we can still simulate the setup phase and answer key queries as
follows:
Setup. We can simulate mpk :=

(
G; [A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1, [A⊤k]𝑇

)
.

Key Queries. For the 𝑗’th key query for y, by H-hiding in Lemma 3, we can simulate a semi-functional secret key:

sky :=
(
z, [Br]2, rkE(y, z, [k̂]2) · rE(y, z, [û 𝑗1]2, . . . , [û

𝑗
𝑁 ]2)

)
where for 𝑖 = 1, . . . , 𝑁 , û 𝑗

𝑖
← Z𝑘+1𝑝 subject to the constraint A⊤û 𝑗

𝑖
= (W⊤

𝑖
A)⊤Br.

Challenge. Now, observe that the challenge ciphertext in Game2,𝑞,3 is given by:

𝐶0 = [As + b⊥𝑠]1,C := sE(x(𝑏) ,
{
[W⊤𝑘 (As + b

⊥𝑠)]1
}
𝑘∈[𝑁 ]), 𝐶

′ = 𝑒( [As + b⊥𝑠]1, [k̂]2) · 𝑚′

where 𝐶′ is is uniformly distributed over 𝐺𝑇 . By G-uniformity in Lemma 4, then

{[As + b⊥𝑠]1, [W⊤1 (As + b⊥𝑠)]1, . . . , [W⊤𝑁 (As + b⊥𝑠)]1}
𝑠≈{[As + b⊥𝑠]1, [ŵ1]1, . . . , [ŵ𝑁 ]1}

where ŵ1, . . . , ŵ𝑁 ← Z𝑘+1𝑝 . Note that A has no idea any information about W𝑖B from sky and mpk and hence
G-uniformity holds. So we can rewrite C := sE(x(𝑏) , [ŵ1]1, . . . , [ŵ𝑁 ]1). From attribute-hiding and attribute-hiding-
leakage-resilient encoding, we can say that C is uniformly distributed over 𝐺sE( ·)

1 . Thus, Lemma 10 holds. ⊓⊔
Finally, we complete the proof of Theorem 1 by showing the above lemmas which imply the indistinguishability

between Game0 and Game4.

4 Leakage-resilient ABE in the CLM

In this section, we present our second leakage-resilient ABE framework, which is compatible with ZCG+18 but more
versatile. Note that an overview of this generic construction has been present in Equation (2).

4.1 Leakage-resilient Predicate Encoding

We define a Z𝑝-linear leakage-resilient predicate encoding for predicate P : X × Y → {0, 1}. It consists of a set of
deterministic algorithms (mkE,mE, rkE, rE, sE, sD, rD) and satisfies the following properties:

– (linearity.) For all (x, y, v, z) ∈ X × Y × V × Z, mkE(v, ·),mE(v, ·), rkE(y, z, ·), rE(y, z, ·), sE(x, ·), sD(x, y, z, ·),
rD(x, y, z, ·) are Z𝑝-linear.

12



– (restricted 𝛼-reconstruction.) This property is the same as restricted 𝛼-reconstruction in Section 3.1.
– (𝛼-privacy.) For all (x, y) ∈ X × Y such that P(x, y) = 0, the distributions {x, y, z, 𝛼, sE(x,w), rkE(y, z, 𝛼) +
rE(y, z,w)} and {x, y, z, 𝛼, sE(x,w), rE(y, z, w)} are identical, where the randomness is taken over w←W.

– (𝛼-leakage-resilient.) For all (x, y) ∈ X×Y such that P(x, y) = 1 and all 𝛼 ∈ Z𝑝, z ∈ Z, v ∈ V , the distributions
{x, y, 𝛼, sE(x,w), 𝑓 (z, rkE(y, z, 𝛼)+rE(y, z,w))} and {x, y, 𝛼, sE(x,w), 𝑓 (z, rE(y, z,w))} are identical, wherew←
W. In addition, the distributions {x, 𝛼, sE(x,w), 𝑓 (v,mkE(v, 𝛼)+mE(v,w))} and {x, 𝛼, sE(x,w), 𝑓 (v,mE(v,w))}
are also identical.

– (delegable.) There exits a linear algorithm dE such that for all 𝛼 ∈ Z𝑝, v ∈ V , z ∈ Z,w ∈ W, y ∈ Y, it holds
that dE(y,mkE(v, 𝛼) + mE(v,w)) = rkE(y, z, 𝛼) + rE(y, z,w). Note that the algorithm dE implies a linear map
𝑆 : Y ×V → Z.

– (re-randomizable.) For all𝛼 ∈ Z𝑝, v, v′ ∈ V ,w ∈ W, there exists a linear algorithmmR such thatmR(v, v′,mkE(v, 𝛼)+
mE(v,w)) = mkE(v′, 𝛼) + mE(v′,w). Similarly, for all 𝛼 ∈ Z𝑝, z, z′ ∈ Z,w ∈ W, y ∈ Y, there exists a linear
algorithm kR such that kR(z, z′, rkE(y, z, 𝛼) + rE(y, z,w)) = rkE(y, z′, 𝛼) + rE(y, z′,w).

4.2 Generic Construction

Given a Z𝑝-linear leakage-resilient predicate encoding for predicate P : X ×Y → {0, 1},

- Setup(1𝜆): This algorithm is similar to the setup algorithm in Section 3.2. RunG← G(1𝜆), sample (A, a⊥), (B, b⊥)
as in Equation (3), pick k← Z𝑘+1𝑝 ,W1, . . ., W𝑁 ← Z(𝑘+1)×(𝑘+1)𝑝 , r← Z𝑘𝑝, v←V , output

mpk :=

(
G;
[A]1, [W⊤1A]1, . . . , [W⊤𝑁A]1, [A⊤k]𝑇 ,
[B]2, [W1B]2, . . . , [W𝑁B]2

)
,

mk :=
(
v, [Br]2,mkE(v, [k]2) ·mE(v, [W1Br]2, . . . , [W𝑁Br]2)

)
where we set 𝐾0 = [Br]2,K = mkE(v, [k]2) ·mE(v, [W1Br]2, . . . , [W𝑁Br]2).

- Update(mpk, sky): If y = 𝜖, then sky is a master key and we rewrite it as mk := (v, [Br]2,K). Pick r̃← Z𝑘𝑝, v′ ←
V , we set r′ = r + r̃ and output

mk′ :=
(
v′, [Br′]2,mR(v, v′,K) ·mE(v′, [W1Br̃]2, . . . , [W𝑁Br̃]2)

)
⇓

mk′ :=
(
v′, [Br′]2,mkE(v′, [k]2) ·mE(v′, [W1Br′]2, . . . , [W𝑁Br′]2)

)
Thus, we can generate a new master key mk′ with the same distribution as mk. If y ∈ Y, sky is a user secret
key. Similarly, we can generate a new secret key sk′y using the algorithm kR.

- KeyGen(mk, y): Parse mk := (𝑣, [Br]2,K). we compute z← 𝑆(y, v) and

dE(y,K) = rkE(y, z, [k]2) · rE(y, z, [W1Br]2, . . . , [W𝑁Br]2)

Then pick r̃← Z𝑘𝑝, z′ ←Z and set r′ = r + r̃. Output

sky :=
(
z′, [Br′]2, kR(z, z′, dE(y,K)) · rE(y, z′, [W1Br̃]2, . . . , [W𝑁Br̃]2)

)
⇓

sky :=
(
z′, [Br′]2, rkE(y, z′, [k]2) · rE(y, z′, [W1Br′]2, . . . , [W𝑁Br′]2)

)
Similar to mk, here we also set 𝐾0 = [Br′]2 and

K = rkE(y, z′, [k]2) · rE(y, z′, [W1Br′]2, . . . , [W𝑁Br′]2)
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- Enc(mpk, x, 𝑚): Pick s← Z𝑘𝑝 and output ctx := (𝐶0,C, 𝐶𝑇 ), where

𝐶0 := [As]1,C := sE(x, [W⊤1As]1, . . . , [W⊤𝑁As]1), 𝐶𝑇 = [k⊤As]𝑇 · 𝑚

- Dec(mpk, sky, ctx): Parse sky := (z, 𝐾0,K), ctx := (𝐶0,C, 𝐶𝑇 ) and output𝑚′ = 𝐶𝑇 ·𝑒(𝐶0, rD(x, y, z,K))−1·𝑒(sD(x, y, z,C), 𝐾0).

Correctness. Since linearity and restricted𝛼-reconstruction (for rkE(y, z, ·), rE(y, z, ·), sE(x, ·), sD(x, y, z, ·), rD(x, y, z, ·))
are similar to ones in Section 3.1, the correctness also follows Section 3.2.

4.3 Security

Theorem 2. If 𝑘-Lin assumption holds, the scheme described in Section 4.2 is (𝐿mk, 𝐿sk)-continual-leakage secure.
More precisely, for all PPT adversaries A subject to the restrictions: (1) A makes at most 𝑞 O′2 and O′3 queries; (2)
The leakage amount of mk and sk are at most 𝐿mk, 𝐿sk bits, respectively. There exists an algorithm B such that
AdvCLR-PH

A (𝜆) ≤ (2𝑞 + 1)Adv𝑘-Lin
B (𝜆) + negl(𝜆).

Proof. The proof sketch of Theorem 2 is similar to the proof of our first framework. It still designs a sequence of
games which are the same as Table 2 except that Game4 is canceled and there is no need to add �̂�𝑘a⊥ in Game2,𝑖,2,
Game2,𝑖,3 and Game3. Besides, we replace attribute-hiding and attribute-hiding-leakage-resilient with 𝛼-privacy and
𝛼-privacy-leakage-resilient. We omit details due to the page limitation.

5 Instantiations

In this section, we apply our frameworks to the compact-key ABE schemes for zero inner-product and non-zero
inner-product in CGW15 and hence obtain several leakage-resilient instantiations.

5.1 Instantiation for the First Framework

Zero Inner-product Predicate. Let X = Y := Z𝑛𝑝,Z := Z𝐿𝑝,W := Z𝑝 × Z𝑛𝑝 × Z𝐿𝑝, where 𝑛 is the dimension of vector
space. Let 𝐿sk = (𝐿 − 2𝑐 − 1) log 𝑝 where 𝑐 is a fixed positive constant. Pick (𝑢,w,u) ←W, z←Z, then we have

• rkE(y, z, 𝛼) := (𝛼, 0) ∈ Z𝐿+1𝑝 , • rE(y, z, (𝑢,w,u)) := (y⊤w + z⊤u,u),

• sE(x, (𝑢,w,u)) := 𝑢x +w ∈ Z𝑛𝑝, • sD(x, y, z, c) := c⊤y,

• rD(x, y, z, (𝑑′, d) := 𝑑′ − z⊤d

5.2 Instantiations for the Second Framework

Zero Inner-product Predicate. Let X = Y := Z𝑛𝑝,V := Z(𝑛+1)×𝐿𝑝 ,Z := Z𝐿𝑝,W := Z𝑝 × Z𝑛𝑝 × Z𝐿𝑝, where 𝑛 is the
dimension of vector space. Let 𝐿mk = 𝐿sk = (𝐿 − 2𝑐 − 1) log 𝑝 where 𝑐 is a fixed positive constant. Pick (𝑢,w,u) ←
W, v ← V , z ← Z. We denote the 𝑖’s row vector by v⊤

𝑖−1 ∈ Z
1×𝐿
𝑝 for 𝑖 = 1, 2, . . . , 𝑛 + 1 and the last n rows by

®v ∈ Z𝑛×𝐿𝑝 , respectively. Define

•mkE(v, 𝛼) := (𝛼, 0) ∈ Z𝑛+𝐿+1𝑝 , •mE(v, (𝑢,w,u)) := (v⊤0 u,w + ®vu,u),

• rkE(y, z, 𝛼) := (𝛼, 0) ∈ Z𝐿+1𝑝 , • rE(y, z, (𝑢,w,u)) := (y⊤w + z⊤u,u),

• sE(x, (𝑢,w,u)) := 𝑢x +w ∈ Z𝑛𝑝, • sD(x, y, z, c) := c⊤y,

• rD(x, y, z, (𝑑′, d) := 𝑑′ − z⊤d
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Non-zore Inner-product Predicate. Let X = Y := Z𝑛𝑝,V := Z𝑛×𝐿𝑝 ,Z := Z𝐿𝑝,W := Z𝑝 × Z𝑛𝑝 × Z𝐿𝑝. Pick (𝑢,w,u) ←
W, v←V , z←Z. Define

•mkE(v, 𝛼) := (𝛼, 0) ∈ Z𝑛+𝐿+1𝑝 , •mE(v, (𝑢,w,u)) := (𝑢,w + vu,u),

• rkE(y, z, 𝛼) := (𝛼, 0) ∈ Z𝐿+2𝑝 , • rE(y, z, (𝑢,w,u)) := (𝑢, y⊤w + z⊤u,u),

• sD(x, y, z, c) := c⊤y · (x⊤y)−1, • rD(x, y, z, (𝑑′, 𝑑, d)) := 𝑑′ + 𝑑 · (x⊤y)−1 − z⊤d,

• sE(x, (𝑢,w,u)) := 𝑢x +w ∈ Z𝑛𝑝
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