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Abstract

These Recommendations describe essential elements of the design of
a secure physical true random number generator (PTRNG) integrated in
an electronic device. Based on these elements, we describe and justify
requirements for the design, validation and testing of PTRNGs, which are
intended to guarantee the security of generators aimed at cryptographic
applications.

1 Introduction

Random number generators (RNGs) are essential components of cryptographic
equipment. In particular, they are used to generate keys, key identifiers, initial-
ization vectors, and nonces, but also to protect cryptographic equipment against
attacks that use side channels including power consumption, electromagnetic em-
anation, and sound, among others. Random number generators are vital because
they are the only source of diversity in cryptographic algorithms, a diversity
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whose combinatorial richness characterized by entropy (Shannon entropy or min
entropy) is the only protection against brute force attacks.
In general, most state-of-the-art RNGs are hybrid: they consist of a true random
number generator (TRNG) and a preudo-random number generator (PRNG).
A TRNG, which exploits some physical random phenomena to guarantee un-
predictability, periodically reseeds a deterministic PRNG, which must be cryp-
tographically secure, i.e. it must exploit a cryptographic mode with a proven
security level (see [1]) or use an approved cryptographic algorithm (see [2]).
The PRNG guarantees security of the generator based on computational assump-
tions if the source of randomness in the generator fails to operate correctly. How-
ever, this is tolerated for short time intervals depending on the security level
targeted and on the quantity of entropy accumulated in the PRNG (the PRNG
must have accumulated sufficient entropy before the failure of the physical source
of entropy).
The present document concerns only the TRNG part of a RNG. We define and de-
scribe the essential elements of a TRNG design approach that guarantees security
of the generator and takes the most recent advances of RNG design into account.
Indeed, it may be possible to design a generator for which it would be difficult
to construct a real attack, even without using the approach recommended here.
However, we believe that for devices like random number generators which guar-
antee security in cryptographic applications, the developer must demonstrate its
security, and we are convinced the approach we recommend provides the strongest
assurance along with the fewest possible constraints on the design.
Like in cryptographic applications, in which the designer has to prove the security
of protocols based on widely accepted computational assumptions, we want to
prove unpredictability of the generated numbers by estimating a lower bound of
the entropy rate of the TRNG based upon well established assumptions about
the randomness of a number of identified physical phenomena. To this end, we
consider an attacker who may have full knowledge of the TRNG design and can
observe its output. We make no assumption about his computational power,
which can hypothetically be unlimited.
Unidentified phenomena may contribute to the random nature of the operation
of the TRNG. This is evidenced for example by statistical tests of the generator
output bits that show that the output bits have higher entropy rates than could
have been predicted by only accounting for identified physical noises. However,
in our approach, we do not take these unidentified noises into account because it
is not possible to evaluate their contribution to the security of the generator. In
the following, to distinguish the entropy rate produced by identified phenomena
from the rest of the entropy, we refer to it as the proven entropy.
We believe a TRNG that, by design, is not suitable for such an analysis, should
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be considered as being unsuitable for use in high security cryptographic applica-
tions. Unfortunately, if analyzed as recommended in these recommendations, the
security analysis of numerous constructions in the literature is based on dubious
arguments.
Our approach is described as a series of requirements that are well-founded and
argued1. We provide definitions that appear important but are perhaps insuffi-
ciently clear in the literature: for example, that of a stochastic model of physical
noise that we distinguish from a stochastic model of the whole generator. We
define the testing conditions in which the statistical tests can be used (essentially
when a stochastic model of the generator is available). If these conditions are
not fulfilled, the statistical tests are of no use and may even lead to incorrect
conclusions.
Each requirement or concept is illustrated with the particular case of a ring oscil-
lator based elementary random number generator. Such an elementary generator,
which is described in Appendix A, has the advantage of being easy to describe and
implement on all types of supports (FPGA and ASIC, including all CMOS tech-
nologies) as well as a structure that is among the most widely studied and best
understood among those described in the literature (for an overview of TRNGs
using free running oscillators as a source of randomness, see [3]). The example of
application of ring oscillators presented confirms the rigor of the recommended
approach, that is fully compatible with the production requirements of a data
security device including a random number generator.
The document is structured as follows. Section 2 outlines the general objectives
of the evaluation process described in the document and introduces basic defi-
nitions and requirements concerning the TRNG design. Section 3 provides the
definitions and requirements for the model of the source of randomness. Section
4 provides the definitions and requirements for matching the model to the ge-
nerator. Section 5 defines the objectives and kinds of embedded tests required.
In Section 6, we compare the proposed PTRNG design and evaluation approach
with the methodologies required by German AIS20/31 and American NIST SP
800-90B standards . In Section 7, we present our conclusions.

2 TRNG design – definitions and requirements

In most cases, a physical true random number generator is designed and its
security is evaluated by independent institutions and companies. The certification
bodies allocate a limited number of licenses to laboratories that are accredited

1As widely accepted, in the rest of the document, the requirements of these recommendations
are indicated by the word “shall”.
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to perform security evaluations. To simplify the evaluation process, the TRNG
designer, the evaluation laboratory and the certification body should use the same
vocabulary as well as identical definitions.
The design and certification process should procure the highest level of confidence
in the design and security of the TRNG aimed at cryptographic applications
while giving the designers the maximum freedom to conceive a TRNG, that fits
the particular constraints of their project.
Since the proof of security we wish to achieve is based on a mathematical model
of the TRNG, one of the main difficulties of the security evaluation process is
guaranteeing accuracy of the predictions given by the model with respect to the
reality. To achieve this objective, it is very important to be able to check how the
main building blocks of the model of the TRNG fit the structure of the TRNG
itself.
To make this task easier, we group our definitions and requirements in four cat-
egories:

• [Design] – deals with the principle of the TRNG itself;

• [Model] – deals with the stochastic model of the TRNG;

• [Model fitting] – deals with the verification of the model matching to the
generator;

• [Tests] – deals with embedded testing strategies of the generator.

It is clear that the operation of a TRNG, whose essential function is to produce a
series of unpredictable bits or binary numbers, necessarily relies on unpredictable
physical phenomena that are referred to in the following as physical noises, the
outcome of which must be converted into a series of bits or numbers.

This motivates the following general definitions:

Definition 1. ([Design] Source of randomness) The source of random-
ness is an uncontrollable physical random phenomenon (or random phenom-
ena), which is (are) transformed to electric signals featuring some random
analog components – amplitude and/or phase.
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Definition 2. ([Design] Core of randomness) The core of randomness
is a physical area, i.e. an electronic or opto-electronic device (or part of a
device), featuring the source (or sources) of randomness, which is delimited
by a well defined security boundary. It is characterized by its internal state
E(t) that evolves depending on physical random phenomena occuring inside
this area (physical noises).

Remark 1. As stated in Definition 2, the physical core of randomness is a device
or a part of a device, in which some random phenomenon or random phenomena
occur. The security boundary of this area must be clearly defined by the designer.
At first glance, it may seem that this boundary can be chosen arbitrarily. For
instance, it is always possible to consider that several cores of randomness con-
stitute one bigger core. Nonetheless, we will see that the interpretation of many
requirements will depend on the choice of the boundaries of the cores, which in-
clude sources of randomness. Most of these requirements will be easier to fulfill
by choosing the smallest possible security boundary for the physical cores even if
this means splitting a big core into smaller and more elementary ones. Neverthe-
less, designers can freely chose the boundary of the core of randomness as long
as all the requirements are met.

Example 1. The TRNG in Appendix A features two physical cores of random-
ness: the oscillators Osci (i = 0, 1) that produce clock signals si(t) = f(φi(t)).
The internal state of the oscillator Osci at time t is characterized by its current
phase φi(t). The phase φi(t) of the oscillator Osci is affected by various sources
of noise (thermal noise, flicker noise etc.) that produce the phase noise. The
source of randomness in the cores of randomness Osci are the phase noises that
depend on φi(t).

Definition 3. ([Design] Physical true random number generator)
In the context of this document, a physical true random number generator
(PTRNG) is a device that uses one or several core of randomness to generate
random numbers.
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Remark 2. We assume that the PTRNG output value can be computed by an
attacker if he/she can observe the internal state of the cores of randomness (see
Definition 7 of the PTRNG security model). This assumption means that the
security of the PTRNG (and therefore its unpredictability) relies solely on the
sources of randomness that affect the cores of randomness. As a consequence, in
the security assessment of a PTRNG, only a specified list of sources of randomness
shall be considered and the contribution of all other sources shall be disregarded.
It should be noted that this assumption does not imply that the output of the
PTRNG is guessable from the internal states of the cores of randomness also
by the designer. In other words, we assume that the attacker may have more
computational power than the designer. So the best possible TRNG design is
the one, about which the attacker and the designer have the same (unlimited)
knowledge, i.e. for which the output bit is guessable from the internal states of
the cores of randomness.

2.1 General TRNG structure and its basic parts

In the vast majority of cases, the physical random phenomena used in PTRNGs
are analog. The mechanism that performs analog-to-digital conversion is thus an
integral part of the generator. Accordingly, as shown in Fig. 1, we distinguish
four basic PTRNG blocks (entities):

• Core(s) of randomness that include source(s) of randomness,

• An analog-to-digital converter (ADC),

• A post-processor,

• Embedded tests.

The PTRNG usually contains N cores of randomness that produce electric signals
featuring some random component (amplitude and/or phase). These signals are
converted into a stream of digits (bits or vectors of bits) by an analog-to-digital
converter (ADC). Note that this conversion can be made intrinsically inside the
core of randomness. In that case, the ADC block is represented by an identity
function, in order to maintain the general structure of the PTRNG.
The ADC outputs a stream of random numbers (bits or multi-bit values) that
can be of low statistical quality (e.g. low entropy). In particular, it can feature
a deterministic pattern. If necessary, this low statistical quality can be enhanced
by an algorithmic post-processor to obtain a high-quality digital noise.
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Figure 1: General structure of a TRNG

The quality of the generated random numbers is continuously tested by embedded
tests performed according to pre-defined testing procedures. At least two testing
procedures shall be defined: a ‘Startup procedure’ and a ‘Continuous testing pro-
cedure’. If certain kinds of tests cannot be executed continuously (e.g. a ‘Known
answer test’ of some deterministic block), an ‘On demand testing procedure’ can
complete the previous two testing strategies.

Requirement 1. ([Design] Identification of the main TRNG entities)
The four main entities of the generator shall be clearly identified.

Example 2. Two cores of randomness emerge in the elementary oscillator-based
TRNG (EOTRNG) presented in Appendix A: two oscillators that generate jittered
clocks. The ADC is composed of two parts: a frequency divider and a sampler.
The division factor of the frequency divider can be chosen so that post-processing
is not needed (because enough entropy has accumulated during each sampling pe-
riod). The embedded parametric tests scrutinize two generated clock signals and
the output of the generator. They measure the TRNG parameters used as input
parameters in the stochastic model: the phase noise drift and volatility and the
duty cycle of the sampled oscillator.
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Requirement 2. ([Design] Identification of sources of randomness)
All the sources of randomness exploited in the RNG shall be identified and
the security boundary of the cores of randomness featuring the sources shall
be clearly delimited.

Requirement 3. ([Design] Security boundary of the core of random-
ness) It shall be clearly shown that it is impossible for an attacker to breach
the security boundary of each core of randomness.

Requirement 4. ([Design] Unmanipulability of the source(s) of ran-
domness) It shall be proved that the physical random phenomena that af-
fect the evolution of the internal state of the core of randomness can not
be influenced from outside of the security boundary or at least that any at-
tempted manipulation would be detected by embedded tests. In particular,
the physical part of the generator that guarantees randomness (the core of
randomness) shall not have any inputs that can affect the source of random-
ness.

Example 3. In the EOTRNG in Appendix A, the jitter of the two clock sig-
nals comprises both deterministic and non-deterministic (random) components.
The global deterministic component is reduced to negligible size using a differen-
tial principle: two identical oscillators are influenced in the same way by global
deterministic signals. We assume that thermal noise is always present in semi-
conductor devices in normal operating conditions. The entropy shall then be esti-
mated in the corner operating conditions, in which the contribution of the thermal
noise to the clock jitter is minimal and cannot be further reduced during attacks.
Oscillators have no inputs.

Remark 3. Requirement 4 implies in particular that the robustness of all sources
of randomness shall be thoroughly analyzed and evaluated.
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Example 4. In the EOTRNG in Appendix A, the randomness in the generator
output depends on the relative phase noise of the two oscillators. In general,
the two oscillators are not completely independent since – for instance – they
may share the same power supply and be subject to cross talks. Nonetheless, it
is widely accepted that sources of thermal noises are independent, so that if we
only consider the thermal noise component of the phase noise, the two sources of
randomness in the EOTRNG can be considered to be independent.

Definition 4. ([Design] Analog-to-digital converter) The analog-to-
digital converter (ADC) is the entity that transforms noisy analog signal
component into a stream of random numbers (e.g. a bit stream).

The conversion of analog signal components into digital signals (numbers) is
assumed to be guessable by an attacker.

Requirement 5. ([Design] Specification of the ADC) The ADC block
shall be clearly identified and its behavior shall be described mathematically.

Remark 4. If the analog-to-digital conversion is fully deterministic, it can be
easily described by a mathematical function. If its behavior is partially random
(e.g. the behavior of less significant bits), at least a statistical description should
be provided for instance by a stochastic function.

Example 5. In the case of the elementary generator in Appendix A, the ADC
that transforms the random phase of the clock signal into a random binary value
is composed of the frequency divider and the sampler.

Definition 5. ([Design] Post-processor) The post-processor is a deter-
ministic block used to enhance the statistical parameters of the generator. It
shall not reduce the entropy rate per bit.
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The ADC output is post-processed to enhance the statistical properties of the
generated binary signal, e.g. to increase its entropy rate per bit. Post-processing
of the ADC output is not mandatory. Indeed, if the entropy rate per bit is
sufficient, post-processing is unnecessary.

Requirement 6. ([Design] Specification of the post-processing al-
gorithm) The post-processing algorithm and its objective shall be clearly
defined. The designer shall show that the selected post-processing algorithm
does not reduce the entropy rate per bit.

3 Stochastic model – definitions and require-

ments

3.1 Model of the source of randomness

A very important design requirement for a PTRNG suitable for a provable secu-
rity approach is the ability to identify and distinguish the sources of randomness
from the rest of the PTRNG, since sources of randomness and the whole genera-
tor should be analyzed in different ways. This motivates the following definition,
which represents the main design assumption in our approach:

Definition 6. ([Model] Random number generator) A random number
generator is a device G composed of one or several cores of randomness with
global internal state E : t → V depending on time t, with the value in a
space of states V and producing a series of bits b1(t1)b2(t2) . . . at given times.

The security model of the PTRNG is defined based on the definition of the
attacker:
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Definition 7. ([Model] Security of a random number generator) We
consider an attacker who has full knowledge of the PTRNG design and can
freely observe its output. We make no assumptions regarding the attacker’s
computational power, which may be unlimited. The attacker tries to predict
output bits of the PTRNG. The feasibility of the attack is closely related with
the entropy rate of the PTRNG, which is the average amount of information
one has to give the attacker so that he/she can predict the generator’s output
bits. We assume that the output bit produced at time t can be perfectly
determined by the attacker from his/her knowledge of the internal state E(t).

The attacker’s knowledge of the state of the PTRNG can be described by a
statistical distribution pt(x) on the space of states V . The evolution of pt(x) over
time depends on two things:

• The physical noises that tend to reduce the attacker’s knowledge about the
state of the generator;

• Output bits that allow the attacker to access some information about the
internal state of the generator.

As the attacker’s incertitude concerning the bits produced by the PTRNG nec-
essarily originates from the incertitude on E(t), in order to be able to compute
the entropy rate at the PTRNG output, it is necessary to:

• have a law that describes the effect of the physical noise on the evolution
of pt(x);

• guarantee that this law remains stable over time and in prevailing envi-
ronmental conditions and remains capable of continuously monitoring any
fluctuations of its parameters;

• have a precise description of the effect of sampling on pt(x);

• be able to compute the probability distribution of bit b(t) from the knowl-
edge of pt(x).

These very general assumptions should cover most possible PTRNG designs. In
order to fulfill these assumptions, we first provide the following definition.
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Definition 8. ([Model] Stochastic model of a core of randomness)
A stochastic model of a core of randomness C is a stochastic process of time
variable t and space of states V describing the evolution of the internal state
EC(t) of C. The model may be given by a probability distribution pCt (x) =
P(EC(t)|p1, . . . , pn, E(t0)), with t > t0 on EC(t), depending on parameters
p1, . . . , pn and initial state E(t0). Such a stochastic model of the core of
randomness C is denoted M(t, p1, . . . , pn).

Remark 5. The distribution pCt (x) represents all the knowledge an attacker can
have (independently of his/her computation power) concerning the internal state
of the generator core at time t, based on his/her knowledge of the initial state
of the generator at time t0. So the stochastic model of the physical source of
randomness can be viewed as a law of changes in the knowledge an attacker can
obtain concerning the internal state of the PTRNG. However, this knowledge
tends to decrease over time due to different noise phenomena.

Parameters p1, . . . , pn can correspond to a description of the physical environ-
ment of the generator (temperature and supply voltage) or to a description of
the physical properties of the underlying technology. Below, they are termed
parameters of the physical noise model. The parameters and the preconditions
are assumed to be known by the attacker. The parameters are also assumed to
be manipulable by the attacker, but only within certain limits.
The condition that the stochastic model contains all the information accessible
to an attacker must be well understood and justified because it has important
methodological implications.

Example 6. To illustrate the importance of the stochastic model, we use a some-
what artificial example of a random number generator GAES built using an AES
cipher in counter mode. This kind of generator produces a stream of bits by
concatenating 128-bit blocks of the form AESK(Cnt) where AESK is the AES
function with the key K, and Cnt is the counter. Using such a generator, any
distribution that one could call ”natural” can be simulated with arbitrary accu-
racy as is often found in the exploitation of random phenomena (e.g., [4]). For
example, it is possible to approximate a Gaussian distribution G(x, σ) of mean x
and standard deviation σ by a binomial law that is very easy to formulate using
the outputs of GAES.
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For any attacker with limited calculation power, with no knowledge of the key K,
this distribution will be entirely indistinguishable, for example by using statistical
tests, from a distribution generated by a completely unpredictable phenomenon.
However, in the context of the analysis of unconditional security that concerns us
here, the samples drawn from GAES following the distribution G(x, σ) leak certain
information concerning key K. The attacker can recover this information (since
he/she has infinite computational power) and the GAES then becomes completely
deterministic.
This example justifies the requirement that the stochastic model of the noise con-
tains all the information that the attacker can gain concerning the source of ran-
domness. If the noise model does not satisfy this condition, the model could be
based on the statistical distributions that in reality (perhaps necessitating very
complicated calculations) could be described by more accurate statistical laws than
those given by the model or could even be fully deterministic. This would result
in overestimating the quality of random numbers produced by the generator.

Example 7. In the case of the elementary generator in Appendix A, it should
be noted that even if the elementary generator is not affected by physical noises,
the output bit stream would still feature a pseudo-random component (a pattern)
depending on the ratio of frequencies ω1/ω0. In a real implementation of an os-
cillator based TRNG, the TRNG is made of several elementary generators the
output of which is collected (for instance) by way of an XOR operator. In this
case, the pseudorandom behavior is even more complex and difficult to distin-
guish from the truly random component, which determines the entropy rate of the
output bit sequence. Moreover, from one run of the TRNG to another, as the
ratio of frequencies may vary due to variations in the physical environment of the
TRNG (temperature, supply voltage, etc.), the pseudorandom component of the
output bits may be difficult to predict and model. In our approach, this is not a
problem since we do not take an eventual pattern into account when estimating
the entropy rate of the TRNG. On the contrary, if we follow the definition of a
stochastic model from [1] as a family of distributions that contains the real distri-
bution, the stochastic model would necessarily take into account the pseudoran-
dom component that affects the output bits and causes overestimation of entropy.

The above discussion illustrates the following important remark:

Remark 6. A stochastic model of the physical noise can only be deduced from
a detailed description of the source of randomness and from a physical model of
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phenomena that alone can guarantee that the deduced law contains all the infor-
mation concerning the system. The stochastic model of a random phenomenon
contributing to the entropy rate at the TRNG output is a family of distribu-
tions of really random output values. These distributions may not correspond to
the observed distribution, which may be affected by pseudorandom phenomena
and hence may be difficult to model. A statistical analysis of the output bits,
e.g. using statistical tests, is not sufficient since alone, such an analysis cannot
distinguish between the random and the pseudorandom component of the noise
affecting output bits.

With Definition 8, the following requirement can be required:

Requirement 7. ([Model] Availability of the stochastic model of the
core of randomness) The stochastic model M(t, p1, . . . , pn) of each core
of randomness exploited by the generator for the production of the proven
entropy shall be available.

Example 8. The entropy at the output of the elementary generator in Appendix
A depends on several parameters. One is the duty cycle α of the sampled clock
signal. Beyond the duty cycle, entropy depends on the phase noise, which is
caused by different phenomena such as random thermal noise or flicker noise.
The thermal noise is known to be independent of other noises. Its contribution
to the jitter can be modeled using a one-dimensional Wiener process given by, for
i = 0, 1:

P{ξi(t0 + ∆t)− x0 ≤ x|ξi(t0) = x0} = G(µi∆t,
√

∆tσi),

i.e. the jitter component coming from the thermal noise depends on drift µi,
volatility σi and accumulation time ∆t. The elements of the two pairs (µi, σi) are
the parameters of the physical model. Article [5] shows that α and (µi, σi) form
a complete set of physical parameters for the phase noise caused by the thermal
noise: using these parameters it is possible to perfectly simulate the distribution
of output TRNG values caused by the thermal noise. Stochastic models of flicker
noise are currently not available.
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3.2 Model of the analog-to-digital converter

If the space of states of the PTRNG is continuous, an ADC must be used to
produce series of bits or series of binary samples. The ADC can behave fully
deterministically, but may sometimes display partially random behavior. In the
first case, the converter can be described by a deterministic function (that can
be also the identity function). In the second case, its description can include a
random variable.2

We call this function the model of the ADC. In order to account for its possible
probabilistic nature, we assume it is of the form:

fC : V × S → {0, 1}∗,

where S is a probability space.

Requirement 8. ([Model] Mathematical description of the ADC)
The ADC transforms elements of V × S into a series of bits. The model
of the ADC fC : V × S → {0, 1}∗ describing this transformation shall be
identified.

Remark 7. In the following, we assume that for all x ∈ V × S, fC(x) has the
same bit length that we denote by lfC .

Example 9. In the case of an elementary generator, the kth bit is generated at
the instant tk that respects (ω0(tk + ξ0(tk))) = k. The value of the kth bit is
fα(ω1(tk + ξ1(tk))) so that in this case the model of the ADC is just fα.
The design of an elementary generator can easily be modified to make the ADC
nondeterministic. For instance, we can take for S the set {0, 1} with the equidis-
tributed probability and the function: f0 : V ×S → {0, 1}, (x, s) 7→ s⊕fα(ω1(tk +
ξ1(tk))) where ⊕ represent the XOR operation.

Let us denote by s(t) the output of the PTRNG at time t, representing the
output sample value of the ADC that may consist of several bits depending on
the value of lfC . Recall that we denote by pt(x) the probability distribution

2Note that in both cases the function of the analog-to-digital converter is assumed to be
computable by the attacker.
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P(E(t)|p1, . . . , pn, E(t0) = . . .). Let b be a sample of lfC bits, the conditional
probability pt(x|s(t) = b) generally differs from pt(x). This is due to the fact that
the output values s(t) convey some information about the state of the PTRNG
that can be used by the attacker to extend his/her knowledge about the PTRNG
and to enhance his/her ability to guess subsequent bits. In fact, the more unpre-
dictable the output bits (i.e. the higher their entropy rate), the more information
about the state of the PTRNG they provide.
This justifies the following requirement:

Requirement 9. ([Model] Effect of the analog-to-digital conversion)
For all t, b, the conditional distribution of probability pt(x|s(t) = b) should
be either computed or at least a conservative approximation of it should
be obtained. By the conservative approximation, we mean a distribution of
probability p∗t (x) that provides more information about the actual state of
the PTRNG than the value of pt(x|s(t) = b) such that for all x such that
p∗t (x) > 0, we have p∗t (x) ≥ pt(x|s(t) = b).

It is clear that the use of a conservative approximation of pt(x|s(t) = b) gives more
power to the outside attacker to predict the output bits produced by the TRNG.
Consequently, the proposed approach makes it possible to compute a lower bound
of the entropy rate per bit of the TRNG that can be used to guarantee its security
but at the expense of its throughput.

Example 10. In the case of the elementary generator, suppose that at time t, the
attacker’s knowledge of the state of the PTRNG is represented by the distribution
pt(x) depicted in Fig. 2. It is clear that if s(t) = 1, then the attacker knows that
the actual state is in the red zone, otherwise it will be in the blue zone. So the
probability distribution pt(x|s(t) = 1) (resp. pt(x|s(t) = 0)) is precisely given by
the relative surface areas of the red and blue zones.
Therefore, in this case, a convenient conservative approximation of the distribu-
tion pt(x|s(t) = b) would mean that by knowing the TRNG output at time t, the
attacker also knows the internal state of the PTRNG.

e TRNG.
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Figure 2: Effect of the analog-to-digital conversion: example considering the
elementary PTRNG

Definition 9 ([Model] Stochastic model of the TRNG). A stochastic
model of the PTRNG is a mathematical description of the process of data
generation, which is written in a simplified form depending on the statis-
tical assumptions: knowledge of the stochastic model of the physical noise
M(t, p1, . . . , pn), the way the physical noise is converted to numerical values
in discrete time instants (t1, . . . , tk). The stochastic model specifies the dis-
tribution D(k, q1, . . . , qm, p1, . . . , pn) of the set of k output values, each com-
posed of lfC bits. The model depends on parameters p1, . . . , pn of the source
of randomness, but also on parameters q1, . . . , qm, which are the parameters
of the TRNG.

Certain parameters q1, . . . , qm may be adjustable during the design of the gene-
rator, but must not be manipulable by the attacker.

Example 11. In the case of an elementary PTRNG, the parameters of the model
of the source of randomness (the phase noise of oscillator Osci, i = 0, 1 origi-
nating from the thermal noise) are the two pairs (µi, σi) specifying the drift and
volatility of a Wiener process. The distribution of PTRNG output values also de-
pends on the duty cycle α1 of the sampled clock and on an additional parameter,
the value of the frequency divisor KD, which is the only tunable parameter of the
PTRNG.

Definition 9 leads to the following requirement:
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Requirement 10. ([Model] Availability of the stochastic model of
the PTRNG) A stochastic model for the PTRNG shall be available.

This requirement assumes that all the previous requirements given in Sec. 3 (and
in particular the required availability of a stochastic model of the physical source
of randomness) are fulfilled.

Requirement 11. ([Model] Consistency of the stochastic model of
the PTRNG) The stochastic model of the PTRNG shall be obtained:

• by fulfilling Requirement 7 to specify the law of pt(x) depending con-
tinuously on the time;

• by fulfilling Requirement 9 to specify the effect of sampling of pt(x) in
discrete time intervals.

4 Fitting the model with the generator – re-

quirements

Requirement 12. ([Model fitting] Identification of physical random
sources contributing to random number generation) The physical
phenomena responsible for the unpredictable nature of generator operation
shall be clearly identified.

Example 12. In the case of the elementary random number generator, the analog
electric noises are transformed into the instability of delays in logic gates, which
in turn, cause the phase noise of the clock signal generated by the ring oscilla-
tor. The phase noise is a complex phenomenon since it appears to be caused of
different noise sources including thermal noise and flicker noise, among others.
In our estimation of the proven entropy, we only take thermal noise into account.
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Requirement 13. ([Model fitting] Evaluation the physical noise pa-
rameters) It shall be possible to experimentally evaluate the parameters
p1, . . . , pn of the stochastic model for physical noise M(t, p1, . . . , pn). It shall
also be possible to evaluate the measurement errors of these parameters.

Example 13. In the case of ring oscillator-based PTRNGs, several techniques
can be used to measure the parameters associated with the phase noise model based
on the thermal noise (µ, σ).
They can be broken down into two main groups:

• external measurement techniques that consist in reading the generator in-
ternal signals and analyzing them using external measurement equipment
(e.g. an oscilloscope);

• internal measurement techniques that consist in analyzing the internal sig-
nals inside the device to determine the values of the input parameters of the
model.

The main advantage of external measurement techniques is that precise measuring
equipment and advanced signal processing techniques can be used, e.g. advanced
differential input/output techniques, high quality probes, and low noise oscillo-
scopes. However, these techniques have several disadvantages:

• The input/output circuitry, transmission cables and input noise of the mea-
suring equipment result in rather inaccurate measurements (that can how-
ever, be improved for example by using differential probes and high quality
devices);

• the techniques are difficult to apply in a production line;

• testing each individual circuit can be very time-consuming and hence im-
practical.

In any case, one of the main difficulties in satisfying Requirement 13 results from
the need to filter various types of noises which, since they are described by differ-
ent statistical laws, require their own analysis. In particular, it is important to
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filter out very high amplitude global deterministic noises that do not contribute
to the unpredictable nature of the generator (see for example [5]). One approach
is to perform differential measurements on a device containing only a PTRNG,
in the measurement campaign with a carefully prepared experimental setup [6]
(stabilized power supply, controlled electromagnetic environment, controlled tem-
perature, etc.).

Remark 8. To fulfill Requirement 13, the use of statistical tests is perfectly
legitimate, since they can help evaluate whether the stochastic model fits the
observed probability distribution and if the theory of tests of assumptions and
parametric tests provide appropriate tools for this type of situation.

It is often difficult to evaluate a priori the measurement errors in Requirement 13.
One possible approach is to make several measurements, while making sure that
the experimental conditions remain stable and to estimate the standard deviation
of different measurements. To compensate for the uncertainties of the different
methods, it is advisable to corroborate the results using different types of experi-
mental equipment (for example to combine various types of external measurement
with various types of internal measurements).

Requirement 14. ([Model fitting] Stability of parameters of the
stochastic models of the physical noises) The stability of parameters
p1, . . . , pn of the stochastic model shall be evaluated for the physical noise
with respect to

• physical environmental operating conditions of the RNG: temperature,
supply voltage, electromagnetic environment;

• operation of the RNG within the system: operation of surrounding
circuits (e.g. a cipher) and their impact on the generation of random
numbers;

• variations in the production parameters depending on the target tech-
nology.

Aging tests could also be performed.

The purpose here is to check the stability of parameters of the physical phenomena
that guarantee the unpredictability of generated numbers from one device to
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another as well as throughout the operating domain of the circuit to be sure that
the security of the generator is maintained in the worst conditions.

Example 14. The frequency of the clock signals generated by ring oscillators
depends to a great extent on temperature (the frequency decreases with a decrease
in temperature), the supply voltage (the frequency increases with an increase in
the power supply voltage), as well as the integration of other functional blocks in
the device (of course, this depends on the placement-and-routing of the oscillators
and surrounding blocks).

Verification of Requirements 13 and 14 can be referred to as the technology
qualification stage and qualification could require additional dedicated circuitry
(e.g. differential inputs/outputs) to be sure that:

• the measurements are as accurate as possible;

• the circuit can be tested in the most unfavorable environmental conditions
possible.

Remark 9. Verifying the suitability of the stochastic model of sources of ran-
domness is not straightforward. It is possible that a designer has only partial
knowledge of how to model different types of physical noises. Concerning the ele-
mentary RNG, according to our recent state-of-the-art review, only thermal noise
has already been modeled. It is very difficult to account for the impact of global
deterministic noises on generated numbers, and, if great care is not taken, the
predictions made by the PTRNG stochastic model may be rather conservative in
comparison with experimental results.

Requirement 15. ([Model fitting] Management of the PTRNG en-
tropy rate) Using the stochastic model of the TRNG, it shall be possible
to adjust parameters q1, . . . , qn to obtain the required entropy rate.

Remark 10. To verify the previous requirement, the use of statistical tests is
once again entirely legitimate since – for example – the theoretical corpus of the
theories of tests of assumptions can be used.
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5 Requirements on the embedded tests

Definition 10. ([Tests] Embedded tests)
A parametric test of a PTRNG, which is described by a stochastic model
d(k, q1, . . . , qm, p1, . . . , pn), is a test that verifies that parameters p1, . . . , pn
and q1, . . . , qn remain permanently within the bounds that guarantee a suf-
ficient output entropy rate.

Example 15. In the elementary oscillator based RNG, the output entropy rate
depends on the size of the jitter and on the mean periods of the two generated
clock signals (T1 and T0). Consequently, embedded test should measure the jitter
originating from the thermal noise, for example as presented in [7], and the peri-
ods T1 and T0. The measured values should be compared with thresholds obtained
with the stochastic model – with the parameter values that guarantee the sufficient
entropy rate required by the targeted security level, depending on the application.

From Definition 10, the following requirement can be deduced:

Requirement 16. ([Tests] Execution of embedded tests) Parametric
embedded tests shall run at startup and subsequently continuously.

Example 16. In the case of an elementary PTRNG, the following parametric
tests could be used to evaluate the parameters of the clock signal including the
jitter originating from the thermal noise:

• a frequency (monobit) test can be used as an estimator of duty cycle α;

• article [7] shows that the auto-correlation test is an estimator of drift µ for
i = 0, 1;

• in addition, there is a test, described in [7], to calculate volatility σ.
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Remark 11. A statistical test that cannot be interpreted as a parametric test
is useless and may even be risky in certain circumstances.

The following definitions and remarks apply in the case that the ADC is deter-
ministic.

Definition 11. ([Tests] Test of integrity of the PTRNG data path) A
test of integrity of the whole PTRNG data path is any test that verifies the
correct operation of the generator including all the blocks between the core of
randomness and the generator output, in particular between analog-to-digital
conversion and post-processing.

With this definition, we can write:

Requirement 17. ([Tests] Verification of integrity of the PTRNG
data path) Correct operation of all the blocks between the core of random-
ness and the generator output shall be verified using the PTRNG integrity
tests.

Example 17. Here we give as an example important classical deterministic tests
of bonding between the core of the generator and the output.

6 Comparison of the proposed methodology with

existing standards and recommendations

In this section we compare our proposed methodology for the evaluation of the
TRNG design with the German document AIS 20/31 [1] and American standard
NIST SP 800-90 [8] superseded by three other standards – NIST SP 800-90A [2],
NIST SP 800-90B [9], and NIST SP 800-90C [10].
To facilitate the comparison, we firstrecall the methodology proposed in this
document (illustrated in Fig. 3). Figure 3 clearly shows the relationship between
the TRNG design, models, embedded tests, and testing procedures performed
during security evaluation.
Recall that the TRNG hardware is composed of five types of blocks:
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Figure 3: TRNG design, modeling and testing as proposed in this document

1. Block(s) containing source(s) of randomness,

2. An analog-to-digital converter (ADC),

3. A post-processing block,

4. An output buffer,

5. Embedded tests.

The stochastic model of the generator of the raw random digital signal (digital
noise) is based on two underlying models:

• Stochastic model(s) of source(s) of randomness,

• A model of analog-to-digital conversion.

Hardware block(s) containing source(s) of randomness define the security bound-
aries of the sources of randomness. The analog-to-digital converter converts tar-
geted analog signal components (e.g. analog timings) into digital values. If this
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conversion is an intrinsic part of the random signal generation mechanism (i.e. it
is performed inside the block containing the source of randomness), the analog-
to-digital conversion is replaced by an identity function.
The role of the post-processing block is to enhance the statistical parameters of
the output signal. Usually, it increases the entropy rate per bit at the generator
output at the expense of the output bit rate. The output buffer determines the
format of the output data from the generator (i.e. the number and order of bits).
The second column of blocks presented in Fig. 3 represent embedded tests:

• A total failure test,

• Continuous test(s),

• An integrity test.

The role of the total failure test is to detect a total failure of the source of
randomness as quickly as possible. Accordingly, it should test the signal as close
as possible to its source, i.e. even before the analog-to-digital conversion, if this
conversion can be separated from the source of randomness.
Continuous test(s) shall be parametric stochastic tests that continuously evaluate
the values of the input parameters (physical quantities) of the stochastic model. If
any of these parameters are smaller than what is required to obtain the expected
entropy rate, the alarm shall be triggered.
The test of integrity verifies the correct operation of the whole data path between
the core of randomness and the generator output, in particular the analog-to-
digital converter and the post-processing block. If possible, this test should be
executed continuously. If this test is realized as a known answer test (KAT), it
shall be executed at least during startup tests and periodically on demand.
The startup procedure shall be composed of at least three of the above mentioned
types of tests. The TRNG output shall not be allowed until all the tests were
successfully completed.
The last column of operations in Fig. 3 lists the testing procedures performed
during the TRNG security evaluation. Since according to the requirements listed
in this document, the raw binary signal (the digital noise) shall be available, only
Method A of AIS 20/31 is acceptable, i.e. the digital noise shall be tested by
Procedure B, which defines requirements concerning the execution of tests T6
to T8; the internal random numbers shall be tested using Procedure A, which
defines requirements regarding the execution of tests T0 to T5.
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Figure 4: TRNG design, modeling and testing according AIS 20/31

6.1 Comparison with German AIS 20/31

As explained above, the TRNGs validated using the methodology proposed in
this document correspond to security level PTG.2 (i.e. without cryptographic
post-processing). All TRNGs that are compliant with the methodology proposed
in this document will also comply with AIS 20/31, security level PTG.2. However,
not all designs compliant with AIS 20/31 at security level PTG.2 are necessarily
compliant with this document. In particular, according to our Recommenda-
tions, Method B for the evaluation of the PTRNG specified in AIS20/31 is not
applicable.
According to the present document, the following list of requirements that are
not explicitly specified in AIS 20/31, shall be satisfied:

• Requirement 7 – Availability of the stochastic model of the core of ran-
domness

• Requirement 8 – Mathematical description of the analog-to-digital con-
version

• Requirement 9 – Characterization of the effect of the analog-to-digital
conversion
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• Requirement 11 – Consistency of the stochastic model of the PTRNG

• Requirement 13 – Evaluation of the parameters of the physical noises

• Requirement 14 – Stability of the parameters of the stochastic models of
physical noises

• Requirement 17 – Verification of the integrity of the whole datapath
between outputs of sources of randomness and the output of the digital
noise.

The main differences can be observed by comparing Fig. 3, which illustrates
the proposed methodology and Fig. 4, which presents the design, modeling and
testing of TRNG according to AIS 20/31 . While the generator structure remains
the same, its modeling and testing clearly differ.
Unlike the AIS 20/31 procedure, the present document requires models of both
main parts of the generator core: the sources of randomness and the ADC. While
the embedded online test required by AIS 20/31 can be launched on demand or
run continuously or periodically, the embedded parametric tests required by the
proposed document shall run continuously.
During the TRNG security evaluation using the off-line black-box tests, only
Method A can be applied, since this documents requires that a good quality
raw binary signal shall be available for off-line statistical testing. Comparison of
Fig. 3 and Fig. 4 shows that according to AIS20/31, the post-processing block is
not necessarily tested . Since the present document requires (Requirement 17)
the whole datapath to be tested, the designer shall propose a method to also test
the correct operation of the post-processing block.

6.2 Comparison with American NIST SP 800-90B

Compared with the American approach, we conclude that the methodology pre-
sented in this document is stricter. While the American approach only requires
analysis of the source of randomness, (like AIS 20/31), our proposed methodo-
logy requires the use of a stochastic model to estimate the output entropy rate.
Another important difference is that the American standard requires simple black
box statistical tests (Repetition count and Adaptive proportion tests) to be ap-
plied continuously on the digital noise signal. Consequently, to make the TRNG
design compatible with the American approach, the required continuous tests
should be added.
Comparison of Fig. 3 and Fig. 5 shows that although the structure of the gene-
rator is similar, the names of the blocks differ slightly. Namely, the ‘Source of
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Figure 5: TRNG design and testing according to NIST SP 800-90B

randomness’ from AIS 20/31 is called the ‘Analog noise source’ in NIST SP 800-
90B. Although the role of the ‘Conditioning element’ presented in Fig. 5 is similar
to that of the ‘Post-processing block’ in Fig. 4, (i.e. to improve the statistical
quality of the output signal), the NIST SP 800-90B document recommends using
one of proposed six vetted functions for this purpose (see [[9]] for more details).
The embedded tests defined by the NIST SP 800-90B document, called ‘Health
tests’, can be divided into three categories: start-up tests, continuous tests (pri-
marily on the noise source), and on-demand tests. The same test categories are
considered acceptable in the present document.
The off-line testing procedures required by NIST SP 800-90B differ significantly
from those required by AIS 20/31 and thus by the present document. Different
tests are used for random variables that are independent and identically dis-
tributed (IID) from those which are not (Non IID). The aim of both tracks is to
estimate the entropy rate at the output of the digital noise source. This entropy
rate must be confirmed by the Restart tests, which should prove that the gene-
rator behaves correctly and that it outputs different random numbers right from
the start. The stochastic model is not required, although its use is recommended.
Nevertheless, even if the model was used to estimate the output entropy rate, the
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certified entropy rate is always the lowest bound of min-entropy given by the
corresponding testing track (IID or Non IID) and confirmed by the Restart tests.

7 Conclusions

In this document, we provide recommendations for the design and security vali-
dation of a physical true random number generator implemented in an electronic
device. The document begins with a review of the general objectives of the secu-
rity evaluation process in which we introduce basic definitions and requirements
concerning the PTRNG design. We explain, why the availability of the stochas-
tic model of the physical phenomena used as sources of randomness is important
to evaluate the security of the generator. The stochastic model of a complete
PTRNG can be thus constructed as an ensemble of two models: a model of
sources of randomness and a model of the analog-to-digital conversion process.
We also explain that to further improve the security of the system, the embedded
test must be adapted to the PTRNG stochastic model by continuously testing
the values of the input parameters of the model and comparing them with thresh-
olds that guarantee sufficient entropy rate at the generator output. Finally, the
comparison with existing security standards clearly reveals the advantages of the
proposed approach.
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Appendix

A Elementary oscillator-based TRNG

This appendix describes the simple TRNG we use to illustrate our approach
throughout this document. An elementary oscillator-based TRNG is composed of
two oscillators Osci for i = 0, 1, a frequency divider, and a sampler (see Figure 6).
The output of one of the oscillators determines the sampling times of the output
of the second oscillator via a sampling unit that includes a D-type flip-flop. The
frequency of the sampling oscillator is divided by a factor KD. Division ratio KD

determines the time interval required to accumulate sufficient phase noise which,
in turns, determines the statistical bias of the bits of the TRNG output.
In what follows, it is assumed that Osc1 is the oscillator that generates the
sampled signal and Osc0 produces the sampling clock signal.

Osc0

Osc1

Sampler

(D flip-flop)

Frequency 

divider by KD

D

clk

Q
Digital noises1(t)

s0(t)

Embedded parametric tests
Alarm

Figure 6: Structure of an oscillator-based TRNG

For i = 0, 1, the output of the signal of Osci is given by a periodic function of
time t of the form

si(t) = f(ωi(t+ ξi(t))), (1)

where f can be any real function of period 1. In our case, we assume that we are
dealing with the integration of a TRNG on a logic device and thus for α ∈ [0, 1),
we define fα as the function of the real value of period 1 such that fα(x) = 1 for
0 < x < α and fα(x) = 0 for α < x < 1, and fα(0) = fα(α) = 1/2. We use fα
as a suitable model for a clock signal produced by clock generators, in particular
ring oscillators. The clock edge is not necessarily centered on the half-period,
since the oscillators often have unbalanced half-periods.
In practice, the frequencies of the two signals si(t), i = 0, 1, fluctuate due to
phase noise. Thus ωi is the average frequency of the signal si(t), (ωi(t + ξi(t)))
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is the phase of the oscillator and function ξi(t) represents the absolute phase drift.
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