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Abstract

Zero-knowledge circuits are frequently required to prove gadgets that are not optimised for the constraint system in question. A particularly daunting task is to embed foreign arithmetic such as Boolean operations, field arithmetic, or public-key cryptography. We construct techniques for offloading foreign arithmetic from a zero-knowledge circuit including (i) equality of discrete logarithms across different groups; (ii) scalar multiplication without requiring elliptic curve operations; (iii) proving knowledge of an AES encryption. To achieve our goal, we employ techniques inherited from rejection sampling and lookup protocols. We implement and provide concrete benchmarks for our protocols.

1 Introduction

Zero-knowledge proofs [GMR89] allow a prover to convince a verifier about the truth of a statement without revealing more information than its validity. They are a core tool in complexity theory, cryptography, and security. Over the decades, the cryptographic community has witnessed a transformative evolution of zero-knowledge proofs, from theoretical tools to practical systems, with a focus on proving statements about NP relations. The surge of interest in real-world applications, such as blockchain scalability [BCL+21], private payments [BCG+14], and more recently authenticity of images and documents [KHSS22, BCG+22], has catalyzed the development of efficient zero-knowledge proof across a variety of systems.

Most real-world proof systems today express statements in terms of arithmetic circuits over finite fields, and the engineering effort involved is significant. For instance, programming a zero-knowledge statement in rank-1 constraint systems [BCG+13] (R1CS) requires to formulate the statements as an arithmetic circuit where the only operations allowed are additions and multiplications in the field. This process is highly inefficient, non-trivial and prone to errors. Plonkish relations [GP20] introduced the notion of custom gates, which improve efficiency by introducing reusable gadgets but require careful protocol engineering and bloat the proof size. Recent works designing and relying on algebraic hashes [AGR+16, GKR+21, GKL+22] and curve cycles [BCTV14, BCG+20b, KS23] try to reduce the burden of embedding foreign field arithmetic inside the zero-knowledge statement. Additionally, mistakes in the instantiations might result in either efficiency losses, or void the security guarantees of the proof system itself [zkb].

In practice, a large engineering effort has been put into securely programming zero-knowledge statements for computations over (i) symmetric-key operations, (ii) public-key operations, and (iii) arithmetic over a foreign finite field. All above operations often come at a high cost: as an example, expressing a non-algebraic cipher like AES using Marlin [CHM+20] in BLS12-377 [BLS04] costs 212848 constraints, consuming around 18s on modern hardware; alternatively, the jSNARK library (which internally relies on [BCTV14]) implements AES in 14240 R1CS constraints.

In practice, a large engineering effort has been put into securely programming zero-knowledge statements for computations over (i) symmetric-key operations, (ii) public-key operations, and (iii) arithmetic over a foreign finite field. All above operations often come at a high cost: as an example, expressing a non-algebraic cipher like AES using Marlin [CHM+20] in BLS12-377 [BLS04] costs 212848 constraints, consuming around 18s on modern hardware; alternatively, the jSNARK library (which internally relies on [BCTV14]) implements AES in 14240 R1CS constraints.

Similarly, expressing elliptic-curve operations inside circuits is extremely expensive and error-prone. Specifically, performing arithmetic on the non-native field is multiple orders of magnitude more expensive than doing native field arithmetic due to using bit-decomposition to simulate the non-native field [azt]. For instance, to simulate a non-native field multiplication for the BN254 curve base field using the BN254 scalar field, there is a 600x overhead. For this reason, recursive protocols typically adopt elliptic curve cycles [BGH19, KS23]; however these techniques can lead to more complicated protocols with subtle vulnerabilities [NBS23].

*Part of this work was conducted while the author was at UC Berkeley.

1https://penumbra.zone/pdfs/zksecurity_penumbra_2023.pdf

2https://github.com/arkworks-rs/nonnative
In sum, the engineering effort to express zero-knowledge statements is significant, and the resulting statements are often inefficient or insecure. In this paper we attempt to address this problem by providing a set of techniques that allow to express zero-knowledge statements without the need for foreign arithmetic. We provide three techniques that respectively avoid: (i) foreign group arithmetic, (ii) foreign field arithmetic, and (iii) foreign Boolean arithmetic.

1.1 Our contributions

We provide the following techniques to remove the use of foreign arithmetic in zero-knowledge circuits:

(i) Rejection sampling can be used to prove that two secrets, committed across different groups, are equal. We will use \( G_p \) and \( G_q \) to denote groups of prime order \( p \) and \( q \), with generators \( (G_p, H_p) \) and \( (G_q, H_q) \) and constant \( b_x > 0 \) such that \( b_x < \lfloor \log_2(\min(p,q)) \rfloor - 2 \). We prove the following theorem.

**Theorem 1** (informal). If discrete logarithm is hard in \( G_p \) and \( G_q \), and \( 0 \leq x < 2^{b_x} \), then \( \Pi_{\text{dlev}} \) of Figure 1 is a zero-knowledge argument of knowledge for the relation

\[
\Pi_{\text{dlev}} := \{((x, r_p, r_q), X_p, X_q) : \exists x G_p + r_p H_q \land \exists x G_q + r_q H_q\}.
\]

Intuitively, we require that \( x \) is bounded \((0 \leq x < 2^{b_x})\) to simplify the reasoning about the relation above, and work with \( x \) over \( \mathbb{Z} \). We formalize this precondition by requiring a zero-knowledge proof to be provided as input to the protocol. This can be guaranteed via an explicit range proof either in \( G_p \) or \( G_q \), or one of the input commitments may already be known to satisfy the length constraint (e.g. because of an earlier range proof). Efficient range proofs exist and for the explicit range proof we directly use prior works without modifications (see Section 3.2). Our protocol can be extended to prove discrete log relations of vectors \( \vec{x} \) using standard composition techniques.

While the above relation can always be proven with zero-knowledge proofs for arbitrary NP statements, generic approaches must embed foreign group arithmetic in the proof statement and fail to deliver prover efficient protocols, whereas proofs with our protocol \( \Pi_{\text{dlev}} \) require on average 3-6 scalar multiplications in each of \( G_p \) and \( G_q \) (more details in Table 2) and as little as 81 bytes.

(ii) A (perhaps surprisingly) simple \( \Sigma \)-protocol allows circuit designers to relocate elliptic curve group operations outside the circuit. The approach involves performing a \( \Sigma \)-protocol outside the circuit and subsequently “binding” it inside the circuit.

Modern zero-knowledge protocols encounter significant prover computational overhead due to the execution of elliptic curve group operations within SNARK circuits. These operations are required for aggregating proofs, opening algebraic commitments, or verifying signatures inside circuits. It is possible to perform these elliptic curve group operations using non-native field arithmetic, but the costs in terms of field operations is multiple orders of magnitude slower than native field operations: over a million R1CS constraints are needed for expressing a single BN254 scalar multiplication in R1CS, and 14,000 rows are needed in Plonk using custom gates. Furthermore, implementing these operations inside circuits is complicated resulting in code that is prone to errors and difficult to audit. By comparison, modern algebraic hash function [AGR+16, GKR+21, BBC+22] have small circuit representations and are two orders of magnitude faster: for instance, Poseidon requires roughly 220 constraints to be expressed in R1CS and 240 rows to be expressed in Plonk. We prove the following theorem:

**Theorem 2** (informal). Let \( M \in \mathbb{G}_p^{m \times n} \) be a matrix over some group \( \mathbb{G} \) of polynomial size. If \( H \) is a collision-resistant hash function and \( M \) is collision-resistant, then \( \Pi_{\text{dhsh}} \) of Figure 2 is a zero-knowledge argument of knowledge for the relation

\[
\Pi_{\text{dhsh}} := \{ (\vec{x}, (\vec{X}, x_h)) : \exists x \in \mathbb{Z} \land x \neq 2 \bmod p \land x_0 = H(\vec{x}) \}.
\]

Informally, the requirement on \( M \) of collision-resistance means that is hard to find two distinct vectors \( \vec{x}, \vec{x}' \) such that \( M \vec{x} = M \vec{x}' \) (cf. the Kernel-Matrix Diffie-Hellman problem [MRV16]). The \( \Pi_{\text{dhsh}} \) protocol effectively avoids non-native group operations by performing algebraic hash invocations. This results in big improvements on the number of constraints. We provide concrete benchmarks for our protocol \( \Pi_{\text{dhsh}} \) in Section 4.2.

(iii) Boolean arithmetic can be implemented efficiently with lookup protocols. To demonstrate this, we provide a protocol to prove in zero-knowledge that the Rijndael (AES) cipher is correctly encrypting a committed value, using a single lookup protocol. We prove the following theorem:
Theorem 3 (informal). If discrete logarithm is hard in $\mathbb{G}$, then $\Pi_{aes}$ of Figure 3 is a zero-knowledge argument of knowledge for the relation

$$R_{aes} := \left\{ \left( \tilde{m}, \mu, \tilde{k}, \kappa, \text{ctx}, M, K \right) : M = \sum_i m_i G_i + \mu H_i \land K = \sum_i k_i G_i + \kappa H_i \land \text{ctx} = \text{AES}(\tilde{k}, \tilde{m}) \right\}.$$

where AES is the Rijndael block cipher, and $\tilde{m}, \tilde{k}$ are the bit-strings of (respectively) message and key. The protocol has linear prover and verifier cost, and internally relies on a lookup protocol $\Pi_{lup}$ without requiring any range proof or boolean arithmetic. In practice the AES circuit is small thus linear-time verification is concretely efficient and saves the prover significant overhead. We introduce a novel lookup protocol that relies solely on $\Sigma$-protocols, implement and benchmark the resulting protocol, providing concrete estimates and guidelines for implementors. Our code is open-source and released under BSD license.\(^3\)

The overall prover cost of our lookup techniques for AES is much lower than the application of a generic-purpose SNARK. We provide an implementation and concrete benchmarks for $\Pi_{aes}$ in Section 5.2, for AES-128 and AES-256, and include comparisons with state-of-the-art MPC-in-the-Head based proofs, which are generally considered to be well-suited for Boolean computations. Our AES-128 zero-knowledge proof runs in 6 ms to reduce an encryption proof into a single batch lookup relation of less than 2000 elements in a table of 768 elements. Benchmarks for the entire proof creation and verification can be seen in Table 4.

1.2 Applications

We list below some applications that can benefit from our techniques.

Linking credentials and assets inside proofs. One overarching theme of our contributions is the ability to easily and efficiently link commitments and credentials inside zero-knowledge proofs.

- **Linking commitments.** Consider a PKI system which stores Alice’s record (for instance, the IP file system IPFS [Ben14]). The PKI (that is the case for IPFS) requires us to commit to Alice’s data using a Merkle-based commitment scheme to get commitment $c_m$. Now consider that we want to prove in zero-knowledge some property of Alice’s record (e.g. a range check) using a proof system that expects a Pedersen commitment $c_p$. A naive approach would involve the prover to open $c_m$ and $c_p$ inside the circuit to prove it opens to the same witness data, however opening $c_p$ inside the circuit is very expensive because of non-native field arithmetic. Using $\Pi_{dlhash}$, linking $c_m$ and $c_p$ becomes efficient by avoiding non-native field arithmetic.

- **Linking Assets.** Consider interaction between two blockchains that use different elliptic curves. This can happen for example, if an L2 zkEVM needs to create a proof about data posted on an L1 (e.g. Bitcoin [Nak08], Ethereum [But14]). If those two systems use different elliptic curves, linking a commitment between them can be done with $\Pi_{dleq}$ rather than a generic SNARK with non-native field arithmetic which would result in a larger set of assumptions, attack surface, and engineering costs.

- **Linking anonymous credentials.** By credential, we refer to anonymous credentials defined in groups of prime order such as CL [CL04], BBS+ [LKW04, ASM06], U-Prove [PZ13] and Brands [Bra94], PS signatures [PS16], Coconut [SA19] and keyed-verification credentials such as those used in the Signal private groups system [CMZ14, BBDT16, CDDH19, CPZ20]. For instance, consider a credential that contains a user’s account ID, e-mail address, phone number, and social security number. A second credential can now be linked to the first by including the user ID attribute in both credentials. This is possible both for credentials provided by the same issuer, as well as across multiple issuers.

Linking credentials allows to essentially join authorization attributes via a unique linking attribute (say, a small 128-bit scalar), and giving the relying party assurance that both credentials were issued to the same user. In the case of sharing credentials across issuers, the issuers must rely on each other’s credential security for the attributes being issued. The second issuer may, without coordination with any other party, use a blind issuance protocol to use a unique attribute from the first credential, as a linking attribute in the second credential and use $\Pi_{dleq}$ to prove that the linking attribute in the second credential is the same as the linking attribute in the first credential.

\(^3\)https://github.com/mmaker/tinybear
Concurrently-secure blind signatures. Fuchsbaue and Wolf [FW22] recently constructed an efficient blind signature scheme that produces valid Schnorr signatures, as supported by Bitcoin [Nak08], and enables for concurrently-secure blind coin swaps.4 Roughly speaking, in order to provide concurrent security for Schnorr blind signatures and avoid ROS attacks [Sch91, BLL+21] the user commits and proves knowledge of the blinding factors and the message when producing the signature. This proof requires two ingredients: proving that scalar multiplication in an elliptic curve has been done correctly, and proving that the hash function has been correctly evaluated. Since no obvious choice of proof system can help here, the authors of [FW22] resorted to a generic SNARK, and report a running time of more than 3 hours of proving time using Groth16 [Gro16], or 2.5 minutes in Plonk [GWC19]. Using the techniques from Section 5, (or tweaking AES and $\Pi_{aes}$ to be used as a collision-resistant hash function) it is possible to remove the scalar multiplication from the zero-knowledge circuit (at the cost of a small soundness error) and rely on a zero-knowledge circuit that solely proves knowledge of a hash pre-image and a linear relation of field elements. We estimate an overall runtime of less than a second for proving the same relation, and a much more slim circuit to audit.

Verifiable encryption. Commit-and-Prove Zero-Knowledge Proof systems (CP-ZKPs), introduced by Kilian [Kil90], later by Canetti et al. [CLOS02], and more recently by Benarroch et al. [BCF+21b] are a generalization of zero-knowledge proofs in which the prover proves statements about values that are committed.

The protocol $\Pi_{aes}$ can be used to link an AES-encrypted message and an AES key to a Pedersen commitment. This can be used to prove that a ciphertext is a valid encryption of an authenticated data structure, or prove validity of some algebraic properties of the message, while maintaining post-quantum privacy.

Future work. We believe that some of our techniques can be extended and leave them as open problems. The protocol $\Pi_{albash}$ is linear in the size of the linear map $M$, but we wonder if other techniques could be employed to reduce the asymptotic proof size. Our techniques for proving Rijndael encryption are sufficiently modular and could be implemented using a post-quantum polynomial commitment scheme such as FRI [BBHR18], or linear-evaluation proofs using MPC-in-the-Head techniques [IKOS07]. We provide data suggesting that using lookups will lead a more efficient post-quantum candidate than the current state-of-the-art NIST candidate based on Aurora [BCR+19].

1.3 Related work

Discrete Logarithm EQuality (DLEQ) proofs. The special case where $p = q$ has been studied by Chaum and Pedersen [CP93]. Benarroch et al. [BCF+21a] provide a protocol for proving equality of commitments over $\mathbb{Z}_N^*$ and elliptic-curve groups. The problem of efficiently proving discrete logarithm equality across different groups can be found in Camenisch and Lysyanskaya [CL02], who describe an efficient zero-knowledge proof of knowledge that a committed value is in an accumulator. Values are committed in a group where the discrete logarithm (DL) is hard, while the accumulator is constructed in an RSA group. The problem considered in this work is slightly different, because we consider two groups where DL is hard. The problem of proving discrete logarithm equality across two generic DL groups was addressed by Agrawal, Ganesh, and Mohassel [AGM18], who also underline the applications for extending SNARKs. A protocol directly comparable to ours is given in [AGM18], however the protocol is more involved than ours (e.g., it requires commitments to the bits of $x$ in both $\mathbb{G}_p$ and $\mathbb{G}_q$ and performs a range check on each of them) and thus more expensive. We note that bit decomposition and range checking can be omitted in most circumstances, as they are already performed within a larger proof system, or the one of the commitment is already trusted (this is the case of all examples in the applications section).

In the cryptocurrency area, the problem was already highlighted in Zerocoin [MGGR13], where they use the same techniques of Camenisch and Lysyanskaya [CL02] to provide an anonymous cryptocurrency. Dagher et al. [DBB+15] provide proofs of assets, solvency and non-collusion for Bitcoin, evoking the need of zkSNARKs for efficiency but the associated cost in expressing a large circuit. Sun et al. [SSS+22] formulate the problem of proving discrete logarithm equality across pairing-friendly and non-pairing-friendly groups.

The aborting technique we use to avoid leaking information about the secret when the prover sends a response computed over the integers originates in [Lyu08, Lyu09], where it was used in the context of lattice-based signatures. It then was adapted to signatures based on the short discrete log problem in Abdalla et al. [AFLT12]. The setting of this latter work is closer to ours and we use the main lemma from it in our analysis.

Public-key operations. Ben-Sasson, Chiesa, and Tromer [BCTV14] introduced the notion of curve cycles, elliptic curves where the scalar field of one curve is equal to the coordinate field of another. Note that the case where the scalar field is the coordinate field is called anomalous curve and they are susceptible to attacks [Sma99, Yas12]. This approach

---

has been shown itself extremely powerful, but also dangerous: little is known about, and deferred computations in recursive settings [Val08, CT10, BGH19] have already had a history of subtle vulnerabilities arising only when the elliptic curve is instantiated with cycles [NBS23].

GoblinPlonk\(^5\) introduces a mechanism for deferring expensive operations in SNARK circuits. For instance, when encountering an expensive operation \(X = xG\), the prover defers the actual computation and directly provides the final result for \(X\). Once multiple such operations have been deferred, a specialized circuit verifies the correctness of all deferred operations in a single step. \(\Pi_{dlhash}\) can be effectively utilized in a GoblinPlonk final circuit to expedite the verification process. Furthermore, when integrating \(\Pi_{dlhash}\) into a larger circuit, the prover can provide the final result for \(X\) and defer its actual computation by pushing it to a Sigma protocol, following a similar approach as in GoblinPlonk.

Sun et al. [SSS\(^\dagger\)22] introduced the delegated Schnorr protocol technique enabling the efficient use of Pedersen commitments on a different elliptic curve from the one employed in the SNARK. Our \(\Pi_{dlhash}\) is similar to this technique, but extends it to accommodate Pedersen commitments of vectors rather than just single elements. Additionally, we provide a security analysis of our generic protocol.

Chase et al. [CGM16] introduced a technique that combines algebraic-based proof protocols, such as \(\Sigma\)-protocols, with proofs based on garbled circuits. This integration efficiently handles algebraic operations in the former and non-algebraic operations (e.g. hash functions) in the latter. The linkage between these proof systems relies on using a private garbling scheme to compute a one-time MAC of the witness and then proving the correctness of the MAC using a \(\Sigma\)-protocol. However, this technique requires garbled circuits with privacy properties, as the verifier learning the MAC value directly reveals the witness. As a result, the approach is not immediately applicable to proof systems that do not employ private garbled circuits. In contrast, \(\Pi_{dlhash}\) can be utilized by any circuit-based proof system without being restricted by the need for private garbled circuits.

LegoSNARK [CFQ19] introduced a generic framework for linking different proof systems. Using the commit-and-prove paradigm [Kil90, CLOS02], it provides a framework and generic compiler to facilitate the generic integration of proof systems and demonstrates its applicability across various use cases. \(\Pi_{dlhash}\) can be seen as providing an efficient specialized LegoSNARK link between \(\Sigma\)-protocols and generic SNARK protocols.

**Symmetric-key operations.** Previous efforts implementing symmetric primitives (like hash functions) within zero-knowledge SNARKs faced significant computational overhead due to their non-algebraic nature. While advancements have been made to accelerate these implementations (e.g., [zca]), many optimizations are tightly coupled to specific proof systems, limiting their broader applicability across ZK frameworks. Alternative approaches to eliminating foreign arithmetic from symmetric-key operations include:

- **Algebraic Symmetric-Key Primitives.** A recent research direction aims at building symmetric-key primitives that are “algebraic” or “zk-friendly” to alleviate the burden of embedding Boolean arithmetic in zero-knowledge statements [AGR\(^+\)16, GKR\(^+\)21, GKL\(^+\)22, BBC\(^+\)22]. While this avoids the foreign arithmetic challenge entirely, these primitives received little cryptanalytic effort so far, are still evolving, and are not easily interoperable with other systems: while efficient in terms of operations over a large-characteristic field, algebraic hash functions are significantly slower than native implementations of standard encryption and hashing primitives.

- **MPC-in-the-Head approaches.** A long-standing research line leveraging techniques from secure multi-party computation (MPC) has produced zero-knowledge proofs for symmetric-key operations. It’s widely acknowledged in the cryptographic community that MPC-in-the-Head techniques offer the best performance for proving small Boolean circuits. Proof systems tailored specifically to proving AES pre-images gained recent interest due to the NIST call for post-quantum cryptography.\(^6\) However, these digital signatures generated using MPC/VOLE-in-the-head techniques have asymptotically large proof sizes. Efficiently combining these techniques with IOP-based proof systems like Plonk [GWC19], Halo2, STARKs, and Marlin [CHM\(^+\)20] remains a challenge, as the underlying commitment schemes of these systems are vastly different. We provide a more detailed comparison in Section 5.2.

An independent and concurrent work by Arun, Setty, and Thaler (Jolt [AST23]) underscores our same core concept (Section 5): lookup protocols offer significant utility for performing custom gate computations and eliminating the need for foreign arithmetic. Their approach relies internally on a generic lookup protocol implemented using Merkle Trees (requiring proofs of knowledge for hash pre-images), permutation checks, or a novel lookup argument called Lasso [STW23]. Our protocol, \(\Pi_{user}\), leverages the same observation but focuses specifically on the context of an AES circuit. Lasso, introduced concurrently by Setty, Thaler, and Wahby [STW23], inherits techniques from memory-checking [BEG\(^+\)91] and multivariate sumcheck, while our protocol draws upon \(logUp\) [Hab22]. Both approaches exploit tables with special structures to achieve

\(^5\)https://hackmd.io/@aztec-network/B19AA8812
\(^6\)https://csrc.nist.gov/Projects/post-quantum-cryptography
similar efficiency optimizations described in Section 5.2. Lasso operates in the preprocessing model to provide logarithmic verifiers, whereas our proposed lookup instantiation offers a linear-time verifier without requiring an offline phase, removes the need of shuffle proofs, and presents stronger soundness properties. Despite our approach having worse asymptotics by requiring a linear-time verifier, we believe the concrete performances are better than what was previously known. We delve into a more in-depth comparison of these two lookup protocols in Section 5.2.

2 Preliminaries

We denote by $(\mathbb{G}, p, G, H)$ the description of a group $\mathbb{G}$ of prime order $p$, with two “nothing-up-my-sleeve” generators $G, H$ (that is, two generators in $\mathbb{G}$ such that the discrete logarithm of $H$ to the base $G$ is not known to anyone). We denote group operations additively, and given a scalar $x \in \mathbb{Z}_p$ we denote with $xG$ scalar multiplication. When needing multiple “nothing-up-my-sleeve” (NUMS) generators (that is, generators whose respective DL is not known), we will consider $G_1, G_2, \ldots, G_n, H$. We denote probabilistic algorithms in sans-serif, and by writing $y \leftarrow M(x)$ we denote the act of sampling the value $y$ from the probabilistic algorithm $M$ on input $x$. We assume that probabilistic algorithms run in time polynomial in the security parameter $\lambda$ (abbrev p.p.t.) and have the security parameter implicitly as input. We use standard vector notation: by $\vec{x} \in \mathbb{Z}_p^n$ we refer to elements $(x_1, x_2, \ldots, x_n)$, with $\langle \vec{x}, \vec{y} \rangle$ we denote the inner-product $\sum_i x_i y_i$, and by $\vec{x} \otimes \vec{y}$ the “vectorized” tensor product $[x_i y_j]_{i,n+j}$.

**DL assumption.** The Discrete Logarithm problem asks, given a group generator $GrGen$, a group description $(\mathbb{G}, p, G) \leftarrow GrGen(1^\lambda)$ and a uniformly-random group element $X \leftarrow \mathcal{U} \mathbb{G}$, to find $x \in \mathbb{Z}_p$ such that $X = xG$. The discrete logarithm (DL) is hard for $GrGen$ if no p.p.t. algorithm solves the discrete logarithm problem with more than $\text{negl}(\lambda)$ advantage.

**Pedersen commitments.** Pedersen’s commitment scheme [Ped92] lets us commit to a value $x \in \mathbb{Z}_p$. To do so, sample $r \leftarrow \mathcal{U} \mathbb{Z}_p$ and set $C := xG + rH$. We say that $C$ is a Pedersen commitment. A pair $(x, r) \in \mathbb{Z}_p^2$ is a valid opening if $C = xG + rH$. Pedersen commitments are perfectly hiding and computationally binding under the discrete logarithm assumption.

Informally, perfectly hiding means that no information about the pair $(x, r)$ is revealed by $C$. Computationally binding means that no efficient adversary can produce two different valid openings $(x, r)$ and $(x', r')$ for a commitment $C$. Any adversary that given as input a group description is able to output a commitment $C$ along with two distinct valid openings immediately gives a solution to an instance of DL. In fact, if $(x, r)$ and $(x', r')$ are a pair of valid openings, then $\log G H = (r - r')^{-1}(x - x')$.

We will also use the well-known fact that Pedersen commitments are additively homomorphic: given commitments $C, C'$, the sum of the openings $(x + x', r + r')$ is valid for the sum of the commitments $C_p + C'_p$. In addition, when committing to multiple elements $x_1, x_2, x_3, \ldots, x_n$ we will use the notation $C = \sum_i x_i G_i + rH$ as the commitment to the vector $x = (x_1, x_2, x_3, \ldots, x_n)$.

**Σ-protocols.** We briefly recap Σ-protocols. Our definition is a slight variation of the standard Σ-protocol definition from Cramer [Cra97] (as described in Boneh–Shoup [BS20, §19.4]), except we make a few minor changes to model the prover’s ability to abort the protocol. Let $R$ be a binary relation between statements denoted by $\phi$ and witnesses denotes by $w$. By $R(\phi)$ we denote the set of possible witnesses for the statement $\phi$ in $R$. A Σ-protocol for the relation $R$ is a three-move protocol between a prover (with inputs $\phi$ and $w$) and a verifier (with input $\phi$) consisting of a triple of efficient algorithms $(\text{Com}, \text{Ch}, \text{Resp})$ run as follows:

- the prover executes $(a, \rho) \leftarrow \text{Com}(\phi, w)$, sends $a$ and internally stores the state $\rho$. $\text{Com}$ is a randomised algorithm and may have additional inputs such as the group description and security parameter
- the verifier sends $c \leftarrow \text{Ch}(\cdot)$ to the prover; $c$ is distributed uniformly at random from a fixed set of possible challenges
- the prover calls $\text{Resp}(\phi, w, \rho, c)$ which may return some value $z$ or abort (in which case we consider $z = \bot$)
- finally, the verifier calls $\text{Verify}(\phi, (a, c, z))$ which returns a bit $b \in \{0, 1\}$. If $b = 1$ the verifier accepts the proof, otherwise rejects.

The tuple of exchanged messages $(a, c, z)$ is called transcript; $a$ is called commitment, $c$ is called challenge, and $z$ response. An accepting transcript $(a, c, z)$ for $\phi$ is a transcript for which $\text{Verify}(\phi, (a, c, z)) = 1$. Σ-protocols must satisfy:
• \textbf{Completeness:} A \(\Sigma\)-protocol is \(\delta\)-complete if honestly-generated transcripts always verify, except when the prover aborts (with probability \(\delta\)). More formally, for all honestly generated transcripts \((a, c, z)\) and \((\phi, w)\) \(\in R\) we have that
\[
\Pr[\text{Verify}(\phi, a, c, z) = 1 \mid z \neq \perp] = 1, \text{ and } \Pr[z = \perp] = \delta
\]
over the choice of prover randomness.

• \textbf{Special soundness:} A \(\Sigma\)-protocol is (computationally) special sound if there exists an efficient extractor \(\text{Ext}\) such that for any p.p.t. adversary outputting a statement \(\phi\) and two (non-aborting) accepting transcripts \((a, c, z)\), \((a', c', z')\) for \(\phi\) such that \(c \neq c'\), \(\text{Ext}(\phi, (a, c, z), (a', c', z'))\) returns a valid witness \(w \in R(\phi)\) except with probability \(\epsilon\). The probability \(\epsilon\) is called the \emph{knowledge error} of the protocol.

• \textbf{Honest verifier zero-knowledge:} A \(\Sigma\)-protocol is honest verifier zero-knowledge (HVZK) if there exists an efficient simulator algorithm \(\text{Sim}\) such that for all \((\phi, w) \in R\) the distributions
\[
\{(a, z) \mid c \leftarrow \text{Ch}(); (a, z) \leftarrow \text{Sim}(\phi, c)\}, \text{ and } \\
\{(a, z) \mid c \leftarrow \text{Ch}(); (a, \rho) \leftarrow \text{Com}(\phi, w); z \leftarrow \text{Resp}(\phi, w, \rho, c)\}
\]
are indistinguishable. Our definition is sometimes referred to as special HVZK – special since the challenge is input to the simulator, as opposed to being chosen by the simulator. If the two distributions are perfectly indistinguishable (which can be the case for all our protocols), we will say the protocol enjoys perfect special HVZK since the simulated distribution is identical to the real one.

Two example \(\Sigma\)-protocols relevant to our protocol are Schnorr’s protocol [Sch91], which proves knowledge of a discrete logarithm and Okamoto’s protocol [Oka93], which proves knowledge of the opening of a Pedersen commitment. The protocols and their knowledge extractors are well-known in the literature, see for example the description in the textbook of Boneh and Shoup [BS20, §19.1, 19.5.1].

\textbf{Subprotocols and sequential composition.} We often reduce an involved relation into an easier sub-claim that is then deferred to another proof. Instantiations of these sub-protocols as \(\Sigma\)-protocols is also provided, but we provide separate proofs of security for each component.

If we consider the overall interactive protocol, the resulting proof is \((2, \ldots, 2)\)-special sound: it is possible to build a set of accepting transcripts, arranged in a (binary) tree structure, where every branching node at layer \(i\) and index \(j\) splits into the two transcripts demanded for the \(i\)-th layer at the \(j\)-th round, for which we provide an extractor. In section Section 5 we slack the above notion slightly proving \((3, \ldots, 3, 2)\)-special soundness. We note that we compose at most a constant number of special-sound protocols. Bootle’s et al. [BCC+16, Lemma 1] show that a \((n_1, \ldots, n_k)\)-special sound protocol satisfies witness-extended emulation [Lin03, Def. 10] if \(\prod_{i=1}^k n_i = \text{poly}(\lambda)\). (In our case \(\prod_{i=1}^k n_i < 3^{\log \lambda}\) and the logarithmic factor is involved only when calling the sumcheck protocol.) A similar approach to ours has been taken by Attema and Cramer [AC20]. For honest-verifier zero-knowledge, it is possible to consider the transcripts generated by each honest-verifier zero-knowledge simulator.

We expect our system to be modular and security to hold also when using different zero-knowledge proof systems. This is particularly relevant as we expect sub-claims to be shown as a part of a larger proof being performed in an outside protocol. In these cases it is typical to consider other notions of knowledge soundness and zero-knowledge, especially for non-interactive protocols: knowledge soundness referring to the existence of a p.p.t. extractor that can extract a witness from a proof using a trapdoor, and zero-knowledge referring to the existence of a simulator that can generate a proof without knowledge of the witness [GOS06, GS08]. In these cases, we expect the overall protocol to maintain (computational) 2-special soundness: the special-sound extractor will internally run the extractor of the non-interactive proof, and the honest-verifier zero-knowledge its simulator to produce the simulated proof transcript for the sub-proof.

\textbf{Non-interactive proofs.} As is common in the the literature on \(\Sigma\)-protocols and identification schemes, we present and analyze the interactive version of our protocol with the understanding that can be easily made non-interactive using the Fiat-Shamir (FS) transform [FS87]. In the FS transform, the prover computes \((a, \rho) \leftarrow \text{Com}(\phi, w)\) as usual, then computes the challenge as \(c \leftarrow H(\phi || a)\) where \(H\) is a cryptographic hash function whose image is in the codomain of \(\text{Ch}\). The response is computed as before, and the output is \((a, c, z)\), which can usually be compressed to \((c, z)\) (as in our protocol). The resulting protocol is secure in the random oracle model, via the forking lemma [PS00]. Again, since the FS transform and the related analysis are well-known, we refer to Boneh and Shoup [BS20] for additional details.
Table 1: Summary of notation and variables names used throughout Section 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p, q$</td>
<td>Order of the groups $\mathbb{G}_p$ and $\mathbb{G}_q$</td>
</tr>
<tr>
<td>$G_p, G_q$</td>
<td>Generators of $\mathbb{G}_p$ and $\mathbb{G}_q$</td>
</tr>
<tr>
<td>$H_p, H_q$</td>
<td>Additional generators of $\mathbb{G}_p$ and $\mathbb{G}_q$, independent of $G_p, G_q$</td>
</tr>
<tr>
<td>$x, x_p, x_q$</td>
<td>The witness as an integer $x$, or a value mod $p$ or $q$</td>
</tr>
<tr>
<td>$b_q$</td>
<td>bit-length of the smaller group, i.e., $b_q = \lceil \log_2(\min(p, q)) \rceil$</td>
</tr>
<tr>
<td>$b_c$</td>
<td>bit-length of the challenge $c$</td>
</tr>
<tr>
<td>$b_x$</td>
<td>bit-length of the witness $x$</td>
</tr>
<tr>
<td>$b_f$</td>
<td>Parameter controlling the probability of aborts</td>
</tr>
</tbody>
</table>

3 General discrete logarithm equality

Notation. Since we will have two groups in our protocol, we use the subscripts $p$ and $q$ to indicate that an element or scalar belongs to $\mathbb{G}_p$ or $\mathbb{G}_q$. That is, we denote by $(\mathbb{G}_p, p, G_p, H_p)$ the description of a group $\mathbb{G}_p$ of prime order $p$. We will often lift scalars from $\mathbb{Z}_p$ to $\mathbb{Z}$ in the canonical way, and when we say that values $x_p \in \mathbb{Z}_p$ and $x_q \in \mathbb{Z}_q$ are equal we mean they are the same as integers. In Table 1 we summarize the variable names and notation used in this work.

Protocol. Our protocol is described in Figure 1, and is parametrized on values $b_c, b_x, b_f > 0$ such that $b_x + b_c + b_f < b_q$ with $b_q := \lceil \log_2(\min(p, q)) \rceil$. It has a similar structure to Okamoto’s identification protocol [Oka93] and Chaum–Pedersen’s representation proof [CP93]. The main differences are: we require a range proof to ensure that the discrete log “fits” in both groups, and the response value is computed over the integers, so that a single value is used in both groups during verification.

The verifier’s input to the protocol are two Pedersen commitments $(X_p, X_q) \in \mathbb{G}_p \times \mathbb{G}_q$ committing to values $(x_p, x_q) \in \mathbb{Z}_p \times \mathbb{Z}_q$. The verifier is also given a range proof $\pi_p$ that the committed value $x_p$ is in $\{0, \ldots, 2^{b_x} - 1\}$. The relation being proven can be expressed as

$$R_{\text{deg}} := \{(X_p, X_q), (x, r_p, r_q) : X_p = x G_p + r_p H_p \land X_q = x G_q + r_q H_q\}$$

(1)

(where $(x, r_p, r_q)$ is the witness) and holds under the precondition that $\pi_p$ is valid. Our analysis will require that the range proof be knowledge-sound, since in our analysis we need to extract the opening of the Pedersen commitment $X_p$ from both $\pi_p$ and from our new protocol, to ensure that both proofs are about the same opening of $X_p$ (which holds since Pedersen commitments are binding). In practice, $\pi_p$ can be realized for example with Bulletproofs [BBB+18] when $G_p$ is a prime-order group (we discuss some options in Section 3.2).

We describe the protocol as an interactive $\Sigma$-protocol (with aborts) with the understanding that it can be directly made non-interactive with the Fiat-Shamir transform [FS87] (with aborts [Lyu09]). Provers in this class will abort the protocol with a bounded probability: intuitively, the prover will abort when providing a response would leak information about the witness. When this occurs, the prover and verifier restart the protocol from the beginning. In the non-interactive version, the prover repeats locally, and only outputs a non-aborting transcript.

Range proofs. In Figure 1 we require a range proof $\pi_p$, parametrized by the group description $(\mathbb{G}_p, p, G_p, H_p)$ and the bound $b_x$. It proves the relation

$$R_{\text{rp}} := \{(x, r, X_p, b_x) : X_p = x G_p + r H_p \land 0 \leq x < 2^{b_x}\}.$$

We ask the range proof to satisfy honest verifier zero-knowledge and knowledge soundness.

Parameter selection. In Table 2 we give some possible parameters when $b_q = \min(253, 255) = 253$, where the bit-lengths 253 and 255 correspond to the group orders of the Ristretto [HdVLA22] group and the BLS12-381 group [BLS03, Bow17]. We must choose parameters so that $b_x + b_c + b_f < b_q$ so that the response is an integer and no modular reduction occurs in either group. We must also choose the number of parallel repetitions $\tau$ so that $\tau \cdot b_c \geq 128$, for non-interactive security.

Performance. For $\tau$ repetitions, the size of the proof after applying the Fiat-Shamir transform and compressing the transcript into $\pi = (c, z, s_p, s_q)$ is $\tau(b_c + b_f + \lceil \log_2 p \rceil + \lceil \log_2 q \rceil)$ bits. The prover and verifier computational costs are $2\tau$ multi-scalar multiplications ($\tau$ in each of $\mathbb{G}_p$ and $\mathbb{G}_q$, each with three terms) when there is no abort (in general the expected cost depends on $b_f$). Some proof size estimates are given in Table 2.
In this section, we prove Theorem 1 by showing that \( \Pi_{\mathrm{deg}} \) satisfies completeness, special soundness, and honest-verifier zero-knowledge. We introduce a lemma, which is essentially the same as [AFLT12, Lemma 1], propaedeutic for the proofs of completeness and zero-knowledge. The protocols are different, but this lemma applies almost exactly because of the way the response is computed over \( \mathbb{Z} \) and the aborting condition.

**Lemma 4** ([AFLT12]). *In an honest execution of \( \Pi_{\mathrm{deg}} \) the probability that the prover aborts is \( 1/2^{b_f} \). If the prover does not abort, the value \( z \) in the transcript is uniformly distributed in \( \{2^{b_x+b_c}, \ldots, 2^{b_x+b_c+b_f}-1\} \).*

**Proof.** In the response value \( z = k + cx \), since \( k \) and \( c \) are independent and \( k \) is distributed uniformly at random, the value \( z \) is distributed uniformly at random in the set

\[
Z_0 = \{cx, cx+1, \ldots, cx+2^{b_x+b_c+b_f}-1\}.
\]

Let \( Z = \{2^{b_x+b_c}, \ldots, 2^{b_x+b_c+b_f}-1\} \) be the set of responses for which the prover does not abort, and note that \( Z \) is properly contained in \( Z_0 \). The probability that \( z \in Z \) is

\[
\frac{|Z|}{|Z_0|} = \frac{\sum_{i=0}^{2^{b_x+b_c+b_f}-1} - 2^{b_x+b_c}}{2^{b_x+b_c+b_f}} = 1 - 1/2^{b_f}
\]

and hence the probability that the prover aborts is \( 1/2^{b_f} \). Consider a fixed response \( z_0 \in Z \), we have

\[
\Pr[z = z_0 \mid z \in Z] = \Pr[z = z_0] = \frac{1/2^{b_x+b_c+b_f}}{|Z|/2^{b_x+b_c+b_f}} = \frac{1}{|Z|}
\]
and so the response is uniformly distributed in the set of responses that do not cause the prover to abort.

Given the above lemma, completeness is straightforward.

**Theorem 5.** The protocol $\Pi_{\text{deq}}$ for the relation $R_{\text{deq}}$ is $2^{-b_f}$-complete.

**Proof.** By Lemma 4, we have that the prover aborts with probability $2^{-b_f}$. When the prover does not abort, the verification equation is always satisfied, since $0 \le b_f < 2^{b_c}$ and

$$zG_p + s_pH_p = (k + cx)G_p + (t_p + cr_p)H_p = (kG_p + t_pH_p) + c(xG_p + r_pH_p) = K_p + cX_p.$$ 

Similarly, one proves that also (ii) is satisfied.

### 3.1.1 Soundness

Our soundness analysis reduces to the binding property of Pedersen commitments, and establishes the constraints on the protocol parameters $b_x, b_c,$ and $b_f$.

**Theorem 6.** If $b_x + b_c + b_f < \lceil \log_2(\min(p,q)) \rceil$, the protocol $\Pi_{\text{deq}}$ is computational special sound for the relation $R_{\text{deq}}$ with knowledge error $\epsilon = 2^{-b_x} + 1 + \epsilon_p + \epsilon_w$, where $\epsilon_p$ is the knowledge error of $\pi_p$ and $\epsilon_w = \epsilon_w^p + \epsilon_w^q$ is the advantage in solving the discrete logarithm problem in $\mathbb{G}_p$ or $\mathbb{G}_q$.

**Proof.** We describe an extractor algorithm $\text{Ext}$, that on input $\pi_p$, $(X_p, X_q) \in \mathbb{G}_p \times \mathbb{G}_q$, and accepting transcripts $((K_p, Z_q), (c, z, s))$ and $((K_p, Z_q), (c', z', s', s'_q))$ with must recover $x, r_p, r_q$, such that $X_p = xG_p + r_pH_p$ and $X_q = xG_q + r_qH_q$.

Since $\pi_p$ is assumed to be valid, using the knowledge extractor for that proof we can extract $(x_p^*, r_p^*)$ such that $X_p = x_p^*G_p + r_p^*H_p$ and $x_p^* < 2^{b_x}$. We denote by $\epsilon_p$ the probability that the range proof extractor fails in providing a valid witness $(x_p^*, r_p^*)$. From special soundness, we have two pairs of accepting transcripts proving knowledge of the opening of a Pedersen commitment (or, transcript of Okamoto’s identification protocol [Oka93]) in $\mathbb{G}_p$ and $\mathbb{G}_q$, namely $((K_p, c, z, s_p), (K_p, c', z', s'_p))$ and $((K_p, c, z, s_q), (K_q, c', z', s'_q))$. $\text{Ext}$ internally runs the Okamoto extractor for special soundness using the transcripts above, which succeeds with probability $2^{-b_c}$ (since $c \neq c'$) in producing witnesses $(x_p, r_p)$ and $(x_q, r_q)$, such that $X_p = x_pG + r_pH_p$ and $X_q = x_qG + r_qH_q$.

Then, the extractor checks that all commitment openings are consistent between each other, and that the adversary did not manage to change the committed values in the second transcript. The extractor aborts if $(x_p, r_p) \neq (x_p^*, r_p^*)$ or $(z - cx_p, s_p - cr_p) \neq (z' - cx_q, s_q - cr_q)$. Then, it makes a similar check for $\mathbb{G}_q$ too: if $(z - cx_q, s_q - cr_q) \neq (z' - cx_q, s_q - cr_q)$, abort. This happens with negligible probability, by the binding property of Pedersen commitments $X_p, K_p$ and $K_q$ (that is, hardness of DL in $\mathbb{G}_p$ and $\mathbb{G}_q$).

Finally, the extractor returns $(x_p, r_p, r_q)$. We must now argue that $x_p = x_q$, when seen as integers. From the verification checks (i) and (ii) we have that $\exists k, k', a, a', b, b' \in \mathbb{Z}$ such that

$$z = k + cx_p + ap \quad \quad z = k' + cx_q + bq$$
$$z' = k + c'x_p + a'p \quad \quad z' = k' + c'x_q + b'q$$

Note that $k$ and $k'$ are well-defined, since the check above establishes a single commitment opening for $K_p, K_q$ in each pair of transcripts. The integers $(a, a', b, b')$ are non-negative because verification checks that $2^{b_x+b_c+b_f} \leq z < 2^{b_x+b_c+b_f}$ and

---

| $b_c$ | $b_x$ | $b_f$ | $\tau$ | $|\pi|$ | Notes |
|------|------|------|------|------|------|
| 192  | 52   | 8    | 1    | 89   | Ideal for the credential linking application |
| 128  | 112  | 12   | 1    | 81   | 
| 64   | 128  | 60   | 2    | 158  | Increase $b_f$ since $\tau = 2$ means we can reduce $b_c$ |
| 64   | 180  | 8    | 2    | 145  | |
| 32   | 212  | 8    | 4    | 274  | See alternative approach for large $x$ in Section 3.2 |
| 16   | 228  | 8    | 8    | 532  | See alternative approach for large $x$ in Section 3.2 |
parameters are chosen such that \(b_x + b_c + b_f < \lceil \log_2(\min(p, q)) \rceil\). By subtracting the responses corresponding to the mod \(p\) and mod \(q\) equations, we have

\[
(z - z') = (c - c')x_p + (a - a')p \quad \quad \quad \quad \quad (z - z') = (c - c')x_q + (b - b')q,
\]

Without loss of generality, assume that \(z - z'\) is positive. Since \(\pi_e\) ensures that \(x_p\) is “small” and \(|c - c'|\) is also “small”, then \((a - a') = 0\). More precisely, \(z - z'\) has bit-length less than \(b_q \leq \lceil \log_2(p) \rceil\) by our choice of parameters (namely the constraint \(b_x + b_c + b_f < b_q\)), and check (iii) during verification, which ensures that \(z < 2k_x + b_c + b_f\).

Equating the two representations of \(z - z'\), and noting that \((a - a') = 0\) we have (still over \(\mathbb{Z}\))

\[
(c - c')x_p = (c - c')x_q + (b - b')q \quad \quad \quad \quad \quad (c - c')(x_p - x_q) = (b - b')q
\]

Since \(q\) is prime, it must divide \((c - c')\) or \((x_p - x_q)\). But since the bit-length of \(q\) is at least \(b_q\), and \(b_q > b_c\), then \(q\) is too large to divide \(|c - c'|\). Therefore \(q \mid (x_p - x_q)\) which means that \(x_p = x_q \pmod{q}\). Since \(x_p\) and \(x_q\) are equal mod \(q\), and the bit-length of \(x_p\) is strictly less than \(\lceil \log_2(q) \rceil\), it must be that \(x_p = x_q \pmod{Z}\) as well. To conclude, \(\text{Ext}\) extracts a valid witness with error \(\epsilon = 2^{-b_c+1} + \epsilon_p + \epsilon_{\text{dl}_p} + \epsilon_{\text{dl}_q}\).

\[\square\]

**Parallel repetitions.** The knowledge error might not be negligible depending on the choice of \(b_c\). Generically, \(\tau\) repetitions result in a knowledge error \(\epsilon^\tau\), but in this case the extractor for the range proofs needs to be run only once for all repetitions, and the reductions to commitment binding can be done all at once. This means that \(\tau\) repetitions of \(\Pi_{\text{dleq}}\) lead to a knowledge error \(2^{(-b_c+1)\tau} + \epsilon_m + \epsilon_{\text{dl}_p} + \epsilon_{\text{dl}_q}\).

### 3.1.3 Equality of simple discrete logarithms

#### Zero-knowledge

**Zero-knowledge with aborts.** Identification schemes where the prover may abort [Lyu09, AFLT12] are generally not honest-verifier zero-knowledge (HVZK). The challenge in proving HVZK is in simulating the prover’s commitment message in aborting transcripts. However, it is often possible to prove the schemes satisfies a relaxed notion of HVZK, sometimes called no-abort honest-verifier zero-knowledge (naHVZK) [KLS18]. In naHVZK, the simulator either returns a real and simulated transcripts, but because \(K\) is chosen uniformly by the simulator, then \((a - a') = 0\).

We now argue that the real and simulated transcripts are identically distributed. For the prover’s first message, since \(s_{p_d}\) was chosen uniformly by the simulator, then \(K_p = kG_p + t_pH_p = kG_p + (s_{p_d} - zc)H_p\) is distributed uniformly at random in \(\mathbb{G}_p\) regardless of whether the response is \(\perp\) or \((z, s_{p_d}, s_q)\). We note that in the abort case \(k\) will be distributed differently in real and simulated transcripts, but because \(K_p\) and \(K_q\) are perfectly hiding commitments they are identically distributed. In non-aborted transcripts, both real and simulated transcripts have uniform \(z\) value (in the given range), by Lemma 4 and \((s_{p_d}, s_q)\) are sampled uniformly at random in both cases. The abort probability of the simulator is the same as the honest prover, by Lemma 4 honest transcripts are aborted with probability \(1/2^{b_f}\) exactly as in the simulated case. \(\square\)

### 3.1.3 Equality of simple discrete logarithms

Our protocol takes Pedersen commitments to \((x_p, x_q)\) as input. A natural question is whether a variant of this protocol also works when the inputs are simple discrete logarithm commitments, namely \(X_p = x_pG_p\) and \(X_q = x_qG_q\). We investigated this question and believe it has a positive answer, subject to some technicalities and limitations. We did not formalize this section as our main motivation of linking credentials requires Pedersen commitments, so that they can be re-randomised by the credential holder before each presentation proof, in order to make repeated proofs with the same credentials unlinkable. We list some of the issues that must be addressed.
Concrete DL hardness. Our protocol allows $x$ to be short (e.g., 64 or 128 bits), but solving for $x$ given $X = xG$ is easier when $x$ is short. For generic groups, the best-known attack cost (Pollard’s lambda algorithm [Pol78]) is $2^{(\log_2 x)/2}$. Therefore, $x$ must be large enough so that the DL instance is hard, and this restricts the choices available for parameter selection (cf. Table 2): in order to keep the response size below the group order, we must use smaller challenges, and this increases the number of parallel repetitions required, or the abort probability and consequently the proving time. With Pedersen commitments, instead, $x$ is unconditionally hidden.

Cross-group DL hardness. Again, when the commitments to $x$ are simple discrete log instances, we have to make a new hardness assumption. Namely, we must assume that given short DL instances $X_p = xG_p$ and $X_q = xG_q$ with the same $x$, the advantage $\epsilon_{DL}$ of finding $x$ is as hard as the short DL in either $\mathbb{G}_p$ or $\mathbb{G}_q$. That is, $\epsilon_{DL} \leq \max(\epsilon_{DL_p}, \epsilon_{DL_q})$. This seems reasonable when $x$ is large enough and the DL problem is hard in both $\mathbb{G}_p$ and $\mathbb{G}_q$, but it is not a common cryptographic assumption as secrets are almost universally used only in one primitive, and not across groups.

Simulation of aborting transcripts. Another issue is how to (perfectly) simulate the prover’s first message in aborted transcripts. In Section 3.1 we discuss how our protocol avoids this challenge (in short, the first message consists of Pedersen commitments, which are always uniformly random, independent of whether the prover aborts). For a variant of our protocol that does not use Pedersen commitments, the weaker notion of no-abort HVZK [KLS18] (discussed in Section 3.1.2) should be achievable, and while weaker, this notion is still sufficient for non-interactive proofs, which are suitable for the applications we consider.

3.2 Efficiency

While the asymptotic efficiency of $\Pi_{dleq}$ is trivial, in this section we discuss some of the considerations for concretely realizing and implementing it.

Handling larger values. One limitation of the protocol presented above is that it requires that $x$ be $b_x$ bits or fewer, and $b_x$ cannot be as large as the group order (of the smaller group). Here we describe how to address this, by breaking $x$ into chunks and proving the relation on each chunk using $\Pi_{dleq}$. Let $C_p$ and $C_q$ be commitments to the same value $x \in \{0, \ldots, \min(p, q) - 1\}$, and suppose $b_x$ has been chosen subject to the constraints given above. Define $\ell := \lceil (\log_2 x)/b_x \rceil$. Denote by $(x(0), \ldots, x(\ell-1))$ the representation of $x$ in base $2^{b_x}$ that is, $x = \sum_{i=0}^{\ell-1} 2^{ib_x} x(i)$. Sample random $r_p^{(i)}$ such that $r_p = \sum_i 2^{ib_x} r_p^{(i)} \pmod p$. Construct the commitments $C_p^{(0)}, \ldots, C_p^{(\ell-1)}$ as $C_p^{(i)} := x(i)G_p + r_p^{(i)}H_p$. Proceed in the same way for $C_q$. They satisfy

$$C_p = \sum_{i=0}^{\ell-1} 2^{ib_x} C_p^{(i)} \quad C_q = \sum_{i=0}^{\ell-1} 2^{ib_x} C_q^{(i)}$$

(2)

The prover sends $C_p^{(0)}, \ldots, C_p^{(\ell-1)}$ and $C_q^{(0)}, \ldots, C_q^{(\ell-1)}$, along with $\ell$ range proofs, to prove that each $x(i) \in \{0, \ldots, 2^{b_x} - 1\}$. Then the prover and verifier invoke the protocol in Figure 1 for each $i \in \{0, \ldots, \ell-1\}$ to prove that $C_p^{(i)}$ and $C_q^{(i)}$ commit to the same short value. The verifier additionally checks Equation (2) holds.

Range proofs. Range proofs may not be necessary if the application provides assurance that $x$ is in the correct range. For example, in the credential linking application, we can trust that the issuer only issues credentials with a valid $x$. In systems using keyed-verification anonymous credentials [CMZ14], this is especially reasonable since the issuer and verifier are the same party. When the credential is presented in order to produce $X_p$, our soundness analysis of Theorem 6 can be modified to extract $x$ from the presentation proof, rather than the range proof.

When a range proof is necessary, Bulletproofs [BCC+16, BBB+18] give a practical solution. For example, creating range proofs for 64-bit values using the Rust crate bulletproofs from the Dalek project [dVYA], the prover time is about 7.3 ms, the verifier time is 1 ms and the proof size is 672 bytes. See [dVYA] for details of the benchmark platform, and benchmarks of other libraries offering range proofs. The library does not support 128-bit ranges, but we expect prover and verifier times to roughly double, and the range proof size to increase to 704 bytes. We also note that when using the strategy given above that breaks $x$ into $\ell$ pieces, range proofs for each of the pieces can be grouped together into a single

---

$^8$It is not secure to send a single range proof for $x$ instead of $\ell$ proofs for each $x_p^{(i)}$. Consider commitments $C_p, C_q$ to different values $x_p < p$ and $x_q < q$, and $r_{pq}$ a range proof of $C_p$ with witness $x_p$. By the Chinese remainder theorem there exists a unique integer $x < pq$ such that $x_p = x \pmod p$ and $x_q = x \pmod q$. An attacker is able to freely choose $\ell$ values $x_p^{(0)}, \ldots, x^{(\ell-1)}$ larger than $b_x$ such that $\sum_i 2^{ib_x} x_i = x$, and commit to them both in $\mathbb{G}_p$ and $\mathbb{G}_q$, passing the verification procedure.
proof, which will be shorter than \(\ell\) individual proofs, for example, a proof of four 64-bit ranges is only 800 bytes (but prover and verifier times are only slightly better than four individual proofs).

When one of the groups is a pairing-based group, one could alternatively do \(\pi_v\) in that group using a zkSNARK with constant size and concretely very short proofs, e.g., \([\text{Gro}16]\). Since our analysis requires a range proof for \(x\) in either one of \(G_p\) or \(G_q\), applications can choose to implement the range proof in the group that offers better performance.

**Constant-time implementation.** Depending on the abort probability \(1/2^{b_f}\), implementations may leak the number of times the protocol was aborted, since the prover’s time is directly proportional to the number of aborts (in a direct implementation). If the number of aborts depends on the secret, this would be sensitive information. However, from Lemma 4 we can see that the abort probability is the same for any secret, and therefore independent of the secret. Therefore, it is not required that implementations attempt to hide the number of aborts that occur when generating a proof.

**Parallel repetition.** In Theorem 6 it is shown that \(\Pi_{d_{\text{eq}}}\) has knowledge error \(2^{-b_c}\) and because of our constraints on parameter selection, \(b_c\) may not be as large as the security parameter \(\lambda\), so the soundness error may be non-negligible. In practice, assuming the hash function of the FS transform has output bit-length \(b_r\), the challenges are obtained by considering each of the \(\tau\) chunks of \(b_c\) bits.\(^9\) The well-known approach to boost soundness of the protocol is to repeat it \(\tau\) times in parallel, so that the soundness error is \(2^{-b_c\tau}\) such that \(b_c\tau \geq \lambda\). Note that we exclude \(\pi_v\) from the parallel repetitions, since we consider it to be part of the input statement and have negligible soundness error. We also require that none of the \(\tau\) repetitions abort, which increases the abort probability from \(1/2^{b_c}\) to \(1/2^{b_c\tau}\), so to hold the abort probability constant \(b_f\) should be increased by \([\log_2(\tau)]\). Since \(\Pi_{d_{\text{eq}}}\) is zero-knowledge, it is also witness hiding \([\text{FS}90, \text{Theorem 3}]\) and therefore parallel composition is also witness hiding (at least witness hiding; we expect Theorem 7 can be generalized to handle parallel repetition).

Denote the challenge with parallel repetition as \(c = (c_1, \ldots, c_\tau)\). Special soundness provides two transcripts with \(c \neq c'\), and when both transcripts are different everywhere, that is \(c_i \neq c_i'\) for \(i \in [\tau]\), we have \(\tau\) transcripts where Ext succeeds with probability \(2^{-b_c}\). Therefore soundness is boosted as expected to \(2^{-\tau b_c}\) in this case. More generally, when \(c\) is chosen at random (either by an honest verifier or a hash function) there may be a small loss in concrete soundness, since some \(c_i\) may be equal. While this loss is in our analysis, we do not know of an attack matching it.

When there are multiple instances of the protocol, like in the variant described above where the protocol is run \(\ell\) times, the witnesses are independent and protocols may be run in parallel. As a minor optimization, each of the \(\ell\) instances may share the same random challenge from the verifier.

**Ignoring aborts safely?** For some secret lengths and group sizes, it is possible to choose parameters such that the abort probability \(2^{-b_f}\) is statistically negligible. In such cases an implementation that ignores aborts will leak a small amount of information occasionally. For example, suppose we have \(b_x = 128\), \(b_c = 64\), \(b_p = 253\) and \(b_f = 60\). Then we expect one in \(2^{20}\) proofs to output a “leaky” response; a response that would have caused an abort, but that we output anyway. In the case of Schnorr and ECDSA signatures slight biases in the nonce appear to be difficult to exploit, see e.g., \([\text{ANT}^{+}20]\). However, since our setting is somewhat different and we do not have a detailed analysis we do not recommend ignoring aborts, but encourage future work on this question. Avoiding the abort path simplifies writing and testing of implementations.

### 4 Trading group operations for hash evaluations

Our protocol for trading elliptic curve group operations for hash evaluations is described in Figure 2. Informally, it is parametrized by a linear morphism \(M \in \mathbb{G}^{m \times n}\) denoting the linear relation to be proven. Valid choices include \(M = [G]\) for discrete logarithm relations \(xG = X\), or \(M = [G, H]\) for Pedersen commitments \([G, H]\cdot [x_0, x_1]^t = x_0G + x_1H\), but at the core it should be hard to find \(\tilde{x}, \tilde{x}'\) such that \(M\tilde{x} = M\tilde{x}'\). The verifer’s inputs are \((\tilde{X}, x_h)\), respectively commitment and hash of the same value \(\tilde{x}\). The relation being proven can be expressed as

\[
R_{d_{\text{hash}}} := \{(\tilde{x}, x_h, \tilde{X}) : \tilde{X} = M\tilde{x} \land x_h = H(\tilde{x})\},
\]

which is (implicitly) parametrized on the group and the matrix distribution from which \(M\) is selected.

\(^9\)In particular, we ask not to use the same hash function for each repetition to mitigate grinding attacks, also known in the literature as precomputation attacks.
Proofs for CRH. $\Pi_{dlhash}$ requires at the end a proof for the pre-image of a collision-resistant hash function $H$, parametrized by the field $\mathbb{Z}_p$. More precisely, we assume the existence of a proof for the relation

$$R_{crh} := \{(\vec{x}, \vec{k}, x_h, c, \vec{z}) : x_h = H(\vec{x}) \land k_h = H(\vec{k}) \land \vec{z} = \vec{k} + c\vec{x}\}.$$ 

This protocol can be instantiated (for instance) using our $\Pi_{aes}$ from Section 5, taking particular care in tweaking the block size to be large enough in order to provide sufficient collision resistance,\(^\ast\) but this proof can of course be provided with any other general-purpose proof system for collision-resistant hash functions, algebraic or boolean.

Collision resistance. Roughly speaking, a function $f : \mathcal{X} \to \mathcal{Y}$ is collision-resistant if no p.p.t. adversary $A$ given as input $f$ can produce $\vec{x}, \vec{x}' \in \mathcal{X}$ such that $f(\vec{x}) = f(\vec{x}')$. We require this property to hold both for $H$ as well as for the linear map associated to $M$. While the first is a standard notion in cryptography [KL07], in the context of linear function this problem reduces to finding non-trivial elements of the kernel of $M$, which has been formulated in the past by Morillo, Rafols, and Villar [MRV16, Def. 13]. For the concrete examples that we gave above and we will study, the above assumption reduces to the hardness of the DL on $\text{GrGen}$.

Definition 8 (Kernel-Matrix Diffie-Hellman [MRV16]). KMDH is hard for a group generator $\text{GrGen}$ and a distribution $D$ if it is infeasible, given a group description $\Gamma := (G, p, G) \leftarrow \text{GrGen}(1^n)$ and a matrix $M \leftarrow D(\Gamma)$ in $\mathbb{Z}^{n \times m}$ to find non-trivial elements of the null space, that is, to exhibit an $\vec{x} \in \mathbb{Z}_n^m$ such that $M\vec{x} = 0$ and $\vec{x} \neq \vec{0}$.

We will say that KMDH is hard in $G$ for a matrix $M$ if we consider the distribution $D$ to be the distribution of matrices $M$ parametrized solely by the group description output of $\text{GrGen}$. The simplest examples of the above is the group mapping $M = [G]$ which is into and thus perfectly collision resistant. Another valid example are Pedersen commitments, for which $M = [G, H]$ ($m = 1, n = 2$) and the binding property follows straightforwardly from hardness of DL in $G$.

Compatibility. In order to provide HVZK, the hash function $H$ must be compatible with the group $\text{GrGen}$, in the sense that it should be computationally hard to distinguish the pair $(M\vec{x}, H(\vec{x}))$ from the pair $(M\vec{x}', H(\vec{x}'))$ for $\vec{x} \neq \vec{x}'$. We call this notion hiding-compatibility.

Definition 9. Let $f = \{f_\lambda\}_\lambda, h = \{h_\lambda\}_\lambda$ be two function families indexed in $\lambda \in \mathbb{N}$ with domain $\mathcal{X}_\lambda$. We say that $(f, h)$ are hiding-compatible if for all p.p.t. (in $\lambda$) adversaries $A$, the distributions

$$\{x \leftarrow \mathcal{X}_\lambda : (f_\lambda(x), h_\lambda(x))\} \quad \text{and} \quad \{x, s \leftarrow \mathcal{X}_\lambda : (f_\lambda(x), h_\lambda(s))\}$$

are distinguishable with probability negligible in $\lambda$.

\(^\ast\)A secure hash mode for AES, derivative of the Davies-Meyer construction, has been proposed in [https://csrc.nist.gov/groups/ST/toolkit/BCM/documents/proposedmodes/aes-hash/aeshash.pdf].
The above assumption can be considered valid for most practical applications when setting f to be a linear elliptic-curve morphism, and h a one-way function, but seems hard to prove in the standard model without a joint computational assumption. More specifically, it’s difficult to prove that for instance, given a hash function \( h : \{0,1\}^\lambda \mapsto \{0,1\}^{2\lambda} \), there does not exist an elliptic curve such that \( h(x) = xG = f(x) \) where G is the generator resulted from \( \text{GrGen}(1^\lambda) \). Yet, the above definition trivially holds in the generic group model, if \( h \) is a one-way hash function, and in the random oracle model. Another valid case would be picking \( f(\tilde{x}) = x_0G_1 + x_1G_2 \) and \( h(\tilde{x}) = x_2G_3 + x_1G_4 \), with \( G_1, \ldots , G_4 \) independent (i.e., \( \text{NUMS} \), cf. Section 2) generators where hiding-compatibility holds under the DL assumption.

**Batching.** When batching multiple \( \Pi_{\text{dlhash}} \) instantiations, one can trivially extend the matrix relying on standard parallel execution of \( \Sigma \)-protocols. A single separate proof for \( R_{\text{crh}} \) may be used if the vector is the same. The proof \( \pi_{\text{crh}} \) may be integrated within a more proof statement. For instance, when proving knowledge of a secret key \( x \) such that \( X = xG \) and membership in a Merkle tree of the given public key, our soundness analysis of Theorem 10 can be adapted to extract the witness \( x \) from the Merkle proof.

### 4.1 Analysis

In this section, we prove Theorem 2 by showing that \( \Pi_{\text{dlhash}} \) satisfies completeness, special soundness, and honest-verifier zero-knowledge. In fact, we focus on special soundness and zero-knowledge, as completeness is straightforward: the protocol \( H \) is the knowledge error of the sub-proof \( \pi_{\text{crh}} \) and completeness of the underlying proof for the relation \( R_{\text{crh}} \). We then discuss the concrete efficiency of our protocol when instantiated for simple discrete logarithm relations.

#### 4.1.1 Soundness

Our soundness analysis assumes that the sub-proof \( \pi_{\text{crh}} \) is a knowledge-sound proof for the relation \( R_{\text{crh}} \), collision-resistance of \( H \), and that \( M \) is “binding” (i.e., KMDH is hard for \( M \)).

**Theorem 10.** The protocol \( \Pi_{\text{dlhash}} \) is special sound for the relation \( R_{\text{dlhash}} \) with knowledge error \( \epsilon = \epsilon_{\text{crh}} + \epsilon_{\text{incoh}} \), where \( \epsilon_{\text{crh}} \) is the knowledge error of the sub-proof \( \pi_{\text{crh}} \) and \( \epsilon_{\text{incoh}} \) is the hardness of KMDH in \( \mathbb{G} \) for \( M \).

**Proof.** We prove computational special soundness extracting \( \tilde{x} \) such that \( \tilde{X} = M\tilde{x} \) and \( h_{\tilde{x}} = H(\tilde{x}) \). Consider a p.p.t. adversary that outputs two valid transcripts

\[
(\tilde{K}, k_h, c_0, \tilde{z}_0, \pi_{\text{h,b}}) \quad \text{and} \quad (\tilde{K}, k_h, c_1, \tilde{z}_1, \pi_{\text{h,b}}),
\]

with \( c_0 \neq c_1 \). For \( b = 0, 1 \) recover the witness \( (\tilde{x}_0, \tilde{k}_0) \) from the knowledge-sound proof \( \pi_{\text{h,b}} \). We claim that \( \tilde{x}_0 \) is the witness, and now argue that it is indeed valid. Observe that (by definition of knowledge soundness), extracted \( \tilde{x}_0, \tilde{k}_0, \tilde{k}_1 \) satisfy

\[
\begin{align*}
H(\tilde{x}_0) &= H(\tilde{x}_1) = x_h, \quad \tilde{k}_0 = \tilde{z}_0 - c_0\tilde{x}_0 \pmod{p}, \\
H(\tilde{k}_0) &= H(\tilde{k}_1) = k_h, \quad \tilde{k}_1 = \tilde{z}_1 - c_1\tilde{x}_1 \pmod{p}.
\end{align*}
\]

The probability that the witnesses are not valid is bounded by \( \epsilon_{\text{crh}} \), the knowledge error of \( \pi_{\text{crh}} \). If \( \tilde{k}_0 \neq \tilde{k}_1 \) or \( \tilde{x}_0 \neq \tilde{x}_1 \), we found a break for collision-resistance of \( H \). Since the two transcripts of Equation (3) are valid, define \( \tilde{x} := (c_0-c_1)^{-1}(\tilde{z}_0-\tilde{z}_1) \) satisfying

\[
\tilde{K} = M\tilde{z}_0 - c_0M\tilde{x} = M\tilde{z}_1 - c_1M\tilde{x}.
\]

(Note \( c_0 \neq c_1 \) so the inverse always exists.) Since \( \tilde{k}_0 = \tilde{k}_1 \) and \( \tilde{x}_0 = \tilde{x}_1 \), we have

\[
\begin{align*}
\tilde{z}_0 - c_0\tilde{x}_0 &= \tilde{z}_1 - c_1\tilde{x}_0 \pmod{p} \quad \text{and} \\
M\tilde{z}_0 - c_0M\tilde{x} &= M\tilde{z}_1 - c_1M\tilde{x}.
\end{align*}
\]

If \( \tilde{x}_0 \neq \tilde{x} \), we have a non-trivial element of the kernel of \( M \) since \( (c_0(\tilde{x}-\tilde{x}_0), c_1(\tilde{x}-\tilde{x}_0)) \) are different \( c_0 \neq c_1 \) and have the same image under \( M \). Therefore, \( x_0 = x = x_1 \) and hence \( M\tilde{x}_0 = X \). In addition, from Equation (4), \( H(\tilde{x}_0) = x_h \).

Thus, \( (\tilde{x}_0, \tilde{X}, x_h) \in R_{\text{dlhash}} \) with knowledge error \( \epsilon_{\text{crh}} + \epsilon_{\text{incoh}} \).
**Theorem 11.** If $H$ is the CRH function we instantiated the proof system for simple DL relations, using Concrete efficiency. The structure and sparsity of the matrix the prover time will be dominated by verifier zero-knowledge.

**Proof.** The zero-knowledge simulator samples \( M, \bar{z}, \bar{k} = \bar{r} \sim Z_p \times Z_p^n \times Z_p^n \) and computes \( \bar{R} := M \bar{z} - c \bar{x}, \) and \( r_h := H(\bar{k}). \) Then, simulates \( \pi_{\text{crh}} \) for the statement \((\tau, (\bar{x}, \bar{k}))\) and returns the transcript \((\bar{R}, r_h, c, \bar{z}, \pi_{\text{crh}})\). We show that it is difficult for an adversary to distinguish simulated transcripts from genuine transcripts generated by an honest prover via a hybrid argument on the distribution of prover transcripts:

\[
H_1 \quad \text{An honestly-generated prover transcript is a tuple } (\bar{K}, k_h, c, \bar{z}, \pi) \text{ where } \bar{K} = M \bar{k} \text{ for some } \bar{k} \text{ uniformly distributed and } k_h := H(\bar{k}), \bar{z} = c \bar{x} + \bar{k}. \text{ The proof } \pi \text{ is honestly generated for } ((\bar{x}, \bar{k}), (x_h, k_h)) \in R_{\text{crh}}.
\]

\[
H_2 \quad \text{This game behaves identically to the previous except that } \pi_{\text{crh}} \text{ is now computed using the simulator for the statement } (x_h, k_h, c, \bar{z}). \text{ The two distributions are indistinguishable by zero-knowledge of } \pi_{\text{crh}}.
\]

\[
H_3 \quad \text{Replace the computation of } k_h: \text{ instead of honestly computing it } \text{via } k_h := H(\bar{k}), \text{ sample } \bar{k}^* = Z_p \text{ and compute } k_h := H(\bar{k}^*). \text{ This follows directly from hiding-compatibility of } (M, H).
\]

\[
H_4 \quad \text{Compute the elements } (\bar{K}, c, \bar{z}) \text{ differently: instead of computing } \bar{K} = M \bar{k} \text{ and } \bar{z} := \bar{k} + c \bar{x} \text{ for some uniformly distributed } c = Z_p \text{ and } \bar{k}, \text{ we sample } c, \bar{z} = Z_p \times Z_p^n \text{ and compute } \bar{K} = M \bar{z} + c \bar{x}. \text{ The two distributions are both uniformly distributed satisfying the relation } \bar{K} = M \bar{z} + c \bar{x} \text{ and perfectly indistinguishable. (The adversary cannot see the order in which values are sampled).}
\]

The simulated transcript is exactly the distribution output of the simulator. Therefore, the protocol $\Pi_{\text{dihash}}$ is honest-verifier zero-knowledge. \qed

### 4.1.2 Zero-knowledge

Similarly to the case of soundness, in the statement below we assume that the proof $\pi_{\text{crh}}$ is zero-knowledge. More information about the zero-knowledge property of $\pi_{\text{crh}}$ can be found in Section 2.

**Theorem 11.** If \((M, H)\) are hiding-compatible, then the $\Pi_{\text{dihash}}$ is computationally honest-verifier zero-knowledge.

**Proof.** The zero-knowledge simulator samples \( c, \bar{z}, \bar{k}^* \sim Z_p \times Z_p^n \times Z_p^n \) and computes \( \bar{R} := M \bar{z} - c \bar{x}, \) and \( r_h := H(\bar{k}). \) Then, simulates \( \pi_{\text{crh}} \) for the statement \((\tau, (\bar{x}, \bar{k}))\) and returns the transcript \((\bar{R}, r_h, c, \bar{z}, \pi_{\text{crh}})\). We show that it is difficult for an adversary to distinguish simulated transcripts from genuine transcripts generated by an honest prover via a hybrid argument on the distribution of prover transcripts:

\[
H_1 \quad \text{An honestly-generated prover transcript is a tuple } (\bar{K}, k_h, c, \bar{z}, \pi) \text{ where } \bar{K} = M \bar{k} \text{ for some } \bar{k} \text{ uniformly distributed and } k_h := H(\bar{k}), \bar{z} = c \bar{x} + \bar{k}. \text{ The proof } \pi \text{ is honestly generated for } ((\bar{x}, \bar{k}), (x_h, k_h)) \in R_{\text{crh}}.
\]

\[
H_2 \quad \text{This game behaves identically to the previous except that } \pi_{\text{crh}} \text{ is now computed using the simulator for the statement } (x_h, k_h, c, \bar{z}). \text{ The two distributions are indistinguishable by zero-knowledge of } \pi_{\text{crh}}.
\]

\[
H_3 \quad \text{Replace the computation of } k_h: \text{ instead of honestly computing it } \text{via } k_h := H(\bar{k}), \text{ sample } \bar{k}^* = Z_p \text{ and compute } k_h := H(\bar{k}^*). \text{ This follows directly from hiding-compatibility of } (M, H).
\]

\[
H_4 \quad \text{Compute the elements } (\bar{K}, c, \bar{z}) \text{ differently: instead of computing } \bar{K} = M \bar{k} \text{ and } \bar{z} := \bar{k} + c \bar{x} \text{ for some uniformly distributed } c = Z_p \text{ and } \bar{k}, \text{ we sample } c, \bar{z} = Z_p \times Z_p^n \text{ and compute } \bar{K} = M \bar{z} + c \bar{x}. \text{ The two distributions are both uniformly distributed satisfying the relation } \bar{K} = M \bar{z} + c \bar{x} \text{ and perfectly indistinguishable. (The adversary cannot see the order in which values are sampled).}
\]

The simulated transcript is exactly the distribution output of the simulator. Therefore, the protocol $\Pi_{\text{dihash}}$ is honest-verifier zero-knowledge. \qed

### 4.2 Efficiency

Let \(|H|\) denote the size of the output of the hash function \(H\) and \(|\pi_{\text{crh}}|\) the size of the proof \(\pi_{\text{crh}}\). Then, for a linear relation \(M \in \mathbb{G}^{n \times m}\), the prover time and proof size of $\Pi_{\text{dihash}}$ will scale linearly with the size of the witness: the proof size will be \(|\pi| = (n + 1)|F| + |H| + |\pi_{\text{crh}}|\) after applying the Fiat-Shamir transform, in short form (as challenge, response pair), and the prover time will be dominated by \(m\) multi-scalar multiplications of size \(n\) (that can be optimized depending on the structure and sparsity of the matrix \(M\)), plus the cost for computing the sub-proof \(\pi_{\text{crh}}\).

**Concrete efficiency.** We instantiated the proof system for simple DL relations, using \(M = [G]\), Poseidon [GKR+21] as the CRH function \(H\), and \(\pi_{\text{crh}}\) using R1CS and Groth16 [Gro16]. In Table 3 we benchmark the performance of $\Pi_{\text{dihash}}$ against the naive approach of performing a non-native scalar multiplication \(xG\) using the double-and-add algorithm inside a SNARK circuit, for an \(x \in \mathbb{Z}_p\) of 255 bits. Roughly speaking, for R1CS-based proof systems we note that deferring the scalar multiplication outside the circuit drastically reduces the number of constraints of about 4 orders of magnitude (We expect proof systems based on custom gates such as Plonk to have a lower gap.\)). The proof size overhead of $\Pi_{\text{dihash}}$ is due to the size of the additional Sigma transcript, which is large compared to the constant-sized Groth16 proof; the overhead ratio would be smaller if a less succinct proof system was used (e.g. Plonk or a log-sized proof system).

| $\Pi_{\text{dihash}}$ (BN254) | $|\pi|$ | Prover time | R1CS constraints |
|---------------------------|--------|-------------|-----------------|
| Naive (BN254)         | 128    | 10.1s       | 1.7 million     |
| $\Pi_{\text{dihash}}$ (BLS12-381) | 336    | 21ms        | 325             |
| Naive (BLS12-381)     | 192    | 17.6s       | 2.5 million     |
5 Rijndael via one lookup

The Rijndael cryptosystem [DR91] is a symmetric encryption algorithm, established as Advanced Encryption Standard (AES) by the U.S. National Institute of Standards and Technology (NIST) in 2001 [AES01], which has become a widely-used standard for securing electronic data globally.

Notation. The Rijndael cipher uses the following low-level operations: (1) the XOR operation, denoted with infix notation as the map $\oplus : \mathbb{F}_2^n \times \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n : (a, b) \mapsto a + b$; (2) multiplication by \{2\} in Rijndael’s Galois field $\mathbb{F}_2^8 : \mathbb{F}_2 \rightarrow \mathbb{F}_2^n : a \mapsto a \cdot a$, where $\alpha^2 = 1$ is a non-trivial 2-root of unity the field $\mathbb{F}_2$; (3) the S-Box operation, denoted $\text{sbox} : \mathbb{F}_2^8 \rightarrow \mathbb{F}_2^8 : a \mapsto a^{-1}$ if $a \neq 0$ otherwise 0. In the following we will sometimes consider component-wise applications of the above functions. In those cases, we will write $st' := \text{sbox}(st)$ to denote the application of the S-Box operation to each element of the state $st$. The AES algorithm (denoted AES) consists of two parts: the key schedule (denoted AES.Ksch) and cipher (denoted AES.Cphr).

We denote by $(\mathbb{G}, p, \vec{G}, H)$ the description of a group $\mathbb{G}$ of order $p$, with independent (NUMS, cf. Section 2) generators $\vec{G} = (G_1, \ldots, G_n)$ and $H$ (used to indicate the zero-knowledge elements). Pedersen commitments are denoted in upper-case, with randomness usually denoted in the respective greek letter, that is: $X = \sum_i x_i G + \chi H$ is a commitment to $\vec{x} \in \mathbb{Z}_p^n$ with opening information $\chi \in \mathbb{Z}_p$.

Our protocol reduces to so-called lookup arguments. A lookup argument takes as input a fixed table $\vec{t}$ of precomputed values. A prover can demonstrate to a verifier that a committed vector $\vec{f}$ contains only values in $\vec{t}$. In the remainder of this work, we will abuse notation and write $\vec{f} \subseteq \vec{t}$ to indicate $\forall i \in [1, n], f_i \in \{t_j\}_{j=1}^{|\vec{t}|}$. Informally, we will call $\vec{f}$ the needles and $\vec{t}$ the haystack.

3-Special soundness. In this section we will consider a (common) relaxation of special soundness, called 3-special soundness. Differently from classical special soundness used in $\Sigma$-protocols (cf. Section 2), in a $k$-special-sound protocol the extractor receives $3$ transcripts, with the same commitment, but with all different challenges. Additionally, when the proof $\pi_{\text{wkp}}$ is instantiated using $\Pi_{\text{op}}$ from Appendix B, the overall protocol will be $(3, \ldots, 3, 2)$-special sound (see Section 2) for an additional discussion about the soundness of composed protocols.

Lookups over structured tables. Boolean functions $B : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ where each component is evaluated independently, i.e. $B(\vec{t}) = (b(v_0), \ldots, b(v_n))$ for $b : \mathbb{F}_2 \rightarrow \mathbb{F}_2$ can (naïvely) be seen as a lookup table of size $N := 2^n$. To optimize the concrete efficiency of our protocol, for such functions we instead perform $c$ lookups over tables of size $\sqrt{N}$. This comes at the cost of committing to a larger vector of size $c \cdot N$. We delve into the concrete efficiency trade-offs in Section 5.2. Similar techniques have been already used by zCash [zca] and in Lasso [STW23].

Witness generation. Prover and verifier see the AES encryption as a circuit of three low level functions: $\oplus$, $\text{rj2}$, $\text{sbox}$. The witness generation step, preceding the actual proof, consists into generating a vector $\vec{w}$ containing the concatenation of all intermediate computation on the AES state, grouped in bit-segments (in the implementation it will be grouped as 4-bit segments, but in Appendix C we study them over 8-bit segments for simplicity). Permutations of the state are not needed as they will be performed by the (linear-time) verifier. We denote with (\vec{t}, k_{\text{sch}}) := \text{AesTrace}(\vec{m}, k)$ running the algorithms in Appendix C, then returning them as a pair. The prover computes the witness vector by constructing a vector $\vec{w} = (\vec{t}||k_{\text{sch}})$ that contains the concatenation of all intermediate computations. The final state is omitted from $\vec{t}$ as it’s equal to the ciphertext $\text{ctx}$, which can be added by the verifier itself.

Let us consider, as an example, the witness generation phase for the AES-128 cipher. The cipher takes as input the message $\vec{m}$ and the round keys $\vec{r}_i$, incrementally defines the intermediate state values $st_{i, j}$ over $i = 0, \ldots, 10$ rounds, and returns their concatenation as the execution trace $\vec{t}$. In each round, the state is altered across (some of the) sub-procedures $\text{SubBytes}$, $\text{ShiftRows}$, $\text{MixColumns}$, and $\text{AddRoundKey}$. $\text{SubBytes}$ consists solely of one application of $\text{sbox}$. $\text{ShiftRows}$ is a permutation, $\text{MixColumns}$ is a linear transformation over $\mathbb{F}_2^8$, and as such can be written as $\oplus$ and $\text{rj2}$ applications, and $\text{AddRoundKey}$ is a simple XOR operation. In other words, the cipher circuit induces the following matrices and equations that hold for a valid cipher trace $\vec{t}$:

- $S_{\text{xor,L}}, S_{\text{xor,R}}, S_{\text{xor,O}}$: select of the left inputs, right inputs, and outputs of XOR. We have that
  \[ S_{\text{xor,L}} \cdot \vec{t} \oplus S_{\text{xor,R}} \cdot \vec{t} = S_{\text{xor,O}} \cdot \vec{t} \tag{5} \]
  if and only if all $\oplus$ operations over the AES trace are computed correctly.
• \( S_{ij2,1}, S_{ij2,0} \): select the inputs and outputs of multiplication by \{2\} in Rijndael’s field. We have that
\[
\bar{r}2 \left( S_{ij2,1} \cdot \bar{t}r \right) = S_{ij2,0} \cdot \bar{t}r
\]
if and only if all \( rj2 \) operations over the AES trace are computed correctly.

• \( S_{sbox,1}, S_{sbox,0} \): Matrices chosen by the verifier to select the inputs and outputs of the S-Box. We have that
\[
sbox \left( S_{sbox,1} \cdot \bar{t}r \right) = S_{sbox,0} \cdot \bar{t}r
\]
if and only if all \( sbox \) operations over the AES trace are computed correctly.

For instance, consider the example trace \( \bar{t}r = (3, \ldots, 3, \ldots, 0, \ldots) \) displaying the first element of the message, the first element of the state, and the first element of the AES key. The first row of the matrices \( S_{xor,L}, S_{xor,R}, S_{xor,O} \), enforcing the 0-th AES round, will be all zeros except for the displayed positions, which will be respectively 1 for the left, right, and output XOR gates.

**Protocol.** The protocol is illustrated in Figure 3 and is similar to a batch lookup protocol. All core AES operations displayed can be treated as lookup evaluations: instead of checking Equations (5) to (7) directly, the verifier sends challenges \( c_{xor}, c_{ij2}, c_{sbox} \) and we check that:

- the XOR constraints are all valid, with
\[
S_{xor,L} \cdot \bar{t}r + c_{xor} S_{xor,R} \cdot \bar{t}r + c_{xor}^2 S_{xor,O} \cdot \bar{t}r \subset \bar{t}r_{xor} := \left\{ i + c_{xor} j + c_{xor}^2 \cdot (i \oplus j) \right\}_i \]
\[
\text{(8)}
\]
- the multiplications by \{2\} in Rijndael’s field are all valid, with
\[
S_{ij2,1} \cdot \bar{t}r + c_{ij2} S_{ij2,0} \cdot \bar{t}r \subset \bar{t}r_{ij2} := \left\{ i + c_{ij2} \cdot rj2(i) \right\}_i \]
\[
\text{(9)}
\]
- the S-Box is applied correctly, with
\[
S_{sbox,1} \cdot \bar{t}r + c_{sbox} S_{sbox,0} \subset \bar{t}r_{sbox} := \left\{ i + c_{sbox} \cdot sbox(i) \right\}_i
\]
\[
\text{(10)}
\]
In other words, upon receiving a challenge \( c_{sbox} \), the prover computes \( x + c_{sbox} y \) and proves that it is contained in \( i + c_{sbox} \cdot sbox(i) \) (for all possible \( i \)'s). We proceed similarly for the other operations, and perform a single check across all tables by concatenating needles and haystack.

The main differences are that lookup tables for boolean operations (e.g. the XOR operations) have a particular structure that allows the splitting of the table into smaller ones (in the case of 8-bit XOR, we can for instance consider two lookups of size \( 2^8 \) instead of a single one of size \( 2^{16} \)). Range-checks and shuffles are implicitly done within the lookup protocol, leveraging the small table size: overall, in the case of AES, we have a single table of size \( 3 \cdot 2^8 = 768 \) elements. The relation being proven can be expressed as
\[
R_{aes} := \left\{ \left( \bar{m}, \mu, \bar{k}, \kappa, ctx, M, K \right) : M = \sum_i m_i G_i + \mu H_i \land K = \sum_i k_i G_i + \kappa H_i \land ctx = AES(\bar{k}, \bar{m}) \right\},
\]
where \( \bar{m}, \bar{k} \) are the bit-strings of (respectively) message and key for the AES block cipher, seen as small integers that are easier to store in lookup tables. For instance, in our implementation, for AES-128 and AES-256 we represent the key and the message split into 4-bit segments, i.e. \( \bar{m} = (m_0, \ldots, m_{31}) \) with \( 0 \leq m_i < 16 \) for all \( i \)'s. If values are too large then decomposition will fail.\textsuperscript{11} Overall, the protocol simply boils down to generating a witness vector of all intermediate computation results and looking up the elements of the computation trace in a table of 768 elements. In AES-128 the computation trace consists of 1232 elements and looks up 1808 elements in a table of 768; in AES-256 the computation trace consists of 1744 elements and 2576 elements to look up in a table of 768.

\textsuperscript{11}From a practical perspective, this representation of the message does not change end-user applications: proving equality of messages represented differently boils doing to proving a simple \( \Sigma \)-protocol for proofs of representation. For instance, the linear map \( I_{16} \otimes (1, 2^4) \) maps the 4-bit message encoding into the 8-bit message encoding (\( I_{16} \) is the \( n \times n \) identity matrix).
In the actual implementation we split the relation Modularity. Let the schedule has already been expanded, or provided by a trusted third party, then one only needs to prove the cipher, reducing the prover to provide two separate zero-knowledge proofs for the key schedule and the cipher. In cases where the key and note that the relation \( S \) is because it can be obtained via a linear transformations of the generators used. Consider the matrix \( F \) in Appendix A we provide a lookup argument which internally relies solely on \( \Sigma \)-protocols or compressed \( \Sigma \)-protocols, but any other lookup protocol may be used. Note that the commitment \( F \) in Figure 3 is defined in Equation (11).

\[
\begin{align*}
\text{Prover}(\langle \vec{m}, \mu, \vec{k}, \kappa \rangle, M, K, \text{ctx}) & \quad \text{Verifier}(M, K, \text{ctx}) \\
\langle \vec{t}, \text{ksch} \rangle := \text{AesTrace}(\vec{m}, \vec{k}) & \quad \text{W} \\
\omega \leftarrow \mathbb{Z}_p & \quad c \leftarrow \mathbb{Z}_p \\
W := \sum_{w_i \in \text{ksch}} w_i G_i + \omega H & \quad c \\
\vec{f} := (\vec{m} \parallel \vec{k} \parallel \vec{t}) & \quad (c_m, c_k) := (c, c^2) \\
\phi := c_m \mu + c_k K + \omega & \quad (c_{\text{box}}, c_{\text{rij}2}, c_{\text{soe}}) := (c^3, c^4, c^5) \\
\vec{t}_{\text{box}} := [i + c_{\text{box}} \cdot \text{soe}(i)]_{i_{255}} & \quad \vec{G}' := S \cdot (c_{m} G_{0..|m|} \parallel c_{k} G_{0..|k|} \parallel \vec{G}) \\
\vec{t}_{\text{rij}2} := [i + c_{\text{rij}2} \cdot \text{rij}(i)]_{i_{255}} & \quad F := W + c_{m} M + c_{k} K \\
\vec{t}_{\text{soe}} := [i + c_{\text{soe}} \cdot j + c_{sbox}(i \oplus j)]_{i,j} & \\
\vec{t} := (\vec{t}_{\text{box}} || \vec{t}_{\text{rij}2} || \vec{t}_{\text{soe}}) & \end{align*}
\]

**Prover and Verifier:**
\[
\Pi_{\text{lup}} : ((\vec{f}, \phi), |f|, \vec{t}, F) \in \mathbb{R}_{\text{lup}}
\]

Transcript: \( \pi_{\text{lup}} \) # show \( \vec{f} \subset \vec{t} \)

Figure 3: \( \Pi_{\text{aes}} \) for proving that \( \text{ctx} \) is the correct AES-encryption of message \( \vec{m} \) with key \( \vec{k} \) committed as \( M, K \); the matrix \( S \) is defined in Equation (11).

**Lookup protocol.** In Figure 3 we require a lookup proof \( \pi_{\text{lup}} \), parametrized by the group description \((\mathbb{G}, p, \vec{G})\). It proves the relation
\[
\mathbb{R}_{\text{lup}} := \left\{ (\vec{f}, \phi, F, \vec{t}) : F = \sum_i f_i G_i + \phi H \land \vec{f} \subset \vec{t} \right\}
\]

In Appendix A we provide a lookup argument which internally relies solely on \( \Sigma \)-protocols or compressed \( \Sigma \)-protocols, but any other lookup protocol may be used. Note that the commitment \( F \) to \( \vec{f} \) is not sent throughout \( \Pi_{\text{aes}} \) of Figure 3. This is because it can be obtained via a linear transformations of the generators used. Consider the matrix \( S \) parametrized by the challenges \( c_{\text{rij}2}, c_{\text{box}}, c_{\text{soe}} \)
\[
S := \left[ \begin{array}{c}
S_{\text{box,}i} + c_{\text{box}} S_{\text{box,}0} \\
S_{\text{rij}2,i} + c_{\text{rij}2} S_{\text{rij}2,0} \\
S_{\text{soe,}i} + c_{\text{soe}} S_{\text{soe,}0} + c_{sbox}^2 S_{\text{soe,}0}
\end{array} \right] \quad (11)
\]
and note that \( \vec{f} = S\vec{w} \), and thus \( F = \langle \vec{w}, S \cdot \vec{G} \rangle + \omega H \).

**Modularity.** In the actual implementation we split the relation \( \mathbb{R}_{\text{aes}} \) into two relations \( \mathbb{R}_{\text{aes,ksch}} \) and \( \mathbb{R}_{\text{aes,cphr}} \). This allows the prover to provide two separate zero-knowledge proofs for the key schedule and the cipher. In cases where the key schedule has already been expanded, or provided by a trusted third party, then one only needs to prove the cipher, reducing costs. Let
\[
\mathbb{R}_{\text{aes,ksch}} := \left\{ \left( (\vec{k}, \kappa), K \right) : K = \sum_i r_i G_i + \kappa H \land \vec{r} = \text{AES.Ksch}(\vec{k}) \right\}
\]
be the relation identifying a correct commitment to the AES key schedule (using the same bit-string encoding above) and
\[
\mathbb{R}_{\text{aes,cphr}} := \left\{ \left( (\vec{m}, \mu, \vec{r} \vec{k}, \kappa), \text{ctx}, K, M \right) : K = \sum_i r_i G_i + \kappa H \land M = \sum_i m_i G_i + \mu H \land \text{ctx} = \text{AES.Cphr}(\vec{r} \vec{k}, \vec{m}) \right\}
\]
be the relation identifying a correct AES encryption. The core of the two proofs is essentially the same: the prover sends a commitment to the computation trace of a circuit whose gates are XOR, field multiplication by \{2\} in Rijndael’s field, and S-Box operations. Then, the prover engages in a (batch) lookup protocol with the verifier for each operation, across each round, to show that the computation trace is correct.
Extensions. Minor modifications of the relation $R_{aes,cphr}$ (adding one XOR constraint), will allow to prove correct evaluation of AES in same-key Even-Mansour mode (AES-EM) as described by Dunkelman, Keller, and Shamir [DKS12, Definition 4.1]. Informally, the statement of $R_{aes,cphr}$ would have to change so that the round keys $r_i$ are public and the prover shows $ctx = x \oplus AES.Cphr(r_i, x)$. AES-EM has been in use in the context of signatures based on MPC-in-the-Head approaches [DKR22, BBdSG23], and we expect similar results to apply here. The proof system requires only minor modifications, so that the prover can provide a proof for the additional XOR constraint and the overall efficiency should remain roughly the same to Table 4 (protocol $\Pi_{aes,cphr}$).

Trivially repeating the proof will lead to a proof for the AES cipher in electronic-codebook (AES-ECB) mode. With the addition of one XOR constraint per block, also other modes such as AES-CBC, AES-CTR, AES-GCM are possible.

5.1 Analysis

In this section, we prove Theorem 3 showing that it satisfies completeness, special soundness, and honest-verifier zero-knowledge. The analysis is fairly simple as the core of the protocol boils down to one batch lookup invocation. We present a security analysis of our example lookup protocol in Appendix A.

Showing completeness is fairly straightforward: the verifier of $\Pi_{aes}$ internally computes the vector $\vec{r} := (\vec{t}_{box}||\vec{t}_{j2}||\vec{t}_{xor})$, sees $F$ as a Pedersen commitment under generators $S \cdot \vec{G}$, and internally invokes the lookup protocol verifier. Completeness of the whole protocol immediately follows from completeness of the lookup protocol verifier.

Zero-knowledge is guaranteed by the (perfect) hiding property of Pedersen commitment, and hinges on the underlying lookup argument’s security. Specifically, the zero-knowledge simulator samples a random element $W \leftarrow \mathbb{G}$ and internally runs the simulator for $\pi_{lup}$. The result follows by a simple union bound.

Theorem 12. The protocol $\Pi_{aes}$ for the relation $R_{aes}$ is honest-verifier zero-knowledge.

We are left with soundness, which we prove below.

Theorem 13. The protocol $\Pi_{aes}$ for the relation $R_{aes}$ is 3-special sound with knowledge error $\epsilon = \epsilon_d + 3\epsilon_{lup} + 10/p$, where $\epsilon_{lup}$ is the knowledge error of $\pi_{lup}$ and $\epsilon_d$ is the advantage in solving the discrete logarithm problem in $\mathbb{G}$.

Proof Sketch. Consider an adversary that outputs valid transcripts $(W, c_0, \pi_{lup,0}), (W, c_1, \pi_{lup,1}),$ and $(W, c_2, \pi_{lup,2})$, with $c_0 \neq c_1, c_1 \neq c_2,$ and $c_0 \neq c_2$. For $i = 0, 1, 2$ recover the witness $\vec{f}_i, \phi_i$ from the knowledge-sound proof $\pi_{lup,i}$. Let $J_1$ and $J_2$ denote the indices of $\vec{f}$ encoding the XOR constraints of the initial state and the state at the end of the 0-th round. (Recall that the first round consists solely of AddRoundKey and the 0-th key is the AES key itself.) Consider the linear system in unknowns $x, y, z \in \mathbb{F}_p$:

$$
\begin{bmatrix}
 b_1 \\
 b_2
\end{bmatrix} =
\begin{bmatrix}
 1 & c_0^5 & c_0^{10} \\
 1 & c_1^5 & c_1^{10} \\
 1 & c_2^5 & c_2^{10}
\end{bmatrix}
\begin{bmatrix}
 x \\
 y \\
 z
\end{bmatrix}
$$

(12)

where $b_i \in \{f_{j,i}\}_{j \in J_1} \cup \{f_{j,i}\}_{j \in J_2} \cup \{\phi_j\}$ which admits one solution since $c_0 \neq c_1 \neq c_2$ and the thus the matrix is Vandermonde. (We assume $p$ much larger than 5.) The extractor checks $x, y, z \in \{0, \ldots, 2^4-1\}$ and $z = x \oplus y$. If found, the extractor outputs the recovered values as the witness for the relation $R_{aes}$. The extractor outputs $\perp$ if no such values exist.

If the extractor outputs $\perp$, by soundness of $\pi_{lup}$ it follows that exists (different) $x_j, y_j, z_j \in \{0, \ldots, 2^4-1\}$ such that $x_j \oplus y_j = z_j$ and $x_j + y_j c_j^5 + z_j c_j^{10} = f_{j,0}$. (If that was not the case, then extraction failed for $\pi_{lup}$, as no valid witness was found.) However, this means that the adversary has found two different openings for the commitment $F = W + c_{lup} M + c_{k,0} K$, which is a contradiction to the binding property of Pedersen commitment, which itself happens only with probability $\epsilon_d$. We are left with arguing that the values extracted are indeed from the commitments $M$ and $K$ (which follows from the Schwartz-Zippel lemma), and that the witness is indeed valid (which follows from the soundness of $\pi_{lup}$). Thus, the knowledge error of the extractor is at most $\epsilon_d + 3\epsilon_{lup} + 10/p$. □

5.2 Efficiency

Asymptotic complexity. $\Pi_{aes}$ is essentially a thin wrapper on top of the lookup protocol $\Pi_{lup}$. We denote the witness length (the number of XOR, S-Box, and $\{2\}$-mult. gates in the AES circuit) as $n$, and recall that the repeated structure of computation allows us to split the (large) XOR lookup table by a factor $c \in \{1, 2, 4\}$ with optimal value $c = 2$.

The overall prover’s time cost consists of the cost of running the lookup protocol over $|f|$ needles into a haystack vector $|\vec{t}|$ of $2^8 + 2^8 + 2^{16/c}$ elements (in our implementation, 768), plus a multi-scalar multiplication of size $c \cdot n$ for small elements (of size $2^{8/c}$) and one scalar multiplication (for zero-knowledge). When instantiated with $\Pi_{lup}$ from Appendix A the prover
Table 4: Comparison between zero-knowledge AES-128 schemes and our protocol $\Pi_{\text{aes}}$. Proof size $|\pi|$ is in bytes. “Proof Type” indicates the techniques used among MPC-in-the-Head [IKOS07], FRI-based [BBHR18], or DL-based, and between parenthesis we indicate if they are plausibly post-quantum for the zero-knowledge property. Benchmarks on a laptop equipped with an Intel i7-1370P CPU and 32GB of RAM running Debian Linux.

| Proof type (PQ-ZK) | $|\pi|$ | Prover time | Verifier time |
|------------------|---------|-------------|---------------|
| PICNIC1-L3 [CDG+17] | MPCitH (✓) | 74134 | 3.2ms | 2.5ms |
| PICNIC2-L3 [CDG+17] | MPCitH (✓) | 27173 | 123ms | 41ms |
| FAEST [BDJ+21] | MPCitH (✓) | 6336 | 14ms | 13ms |
| Preon128A [CCC+23] | FRI (✓) | 139000 | 64s | 414ms |
| Preon128B [CCC+23] | FRI (✓) | 372000 | 65s | 576ms |
| Lambdaclasse [lam] | DL (✓) | 855 | 34s | ? |
| Ours ($\Sigma$-protocols) | DL (✓) | 80864 | 37ms | 13ms |
| Ours (compressed-$\Sigma$) | DL (✓) | 2848 | 180ms | 16ms |

Concrete efficiency. Concretely, the prover’s computational cost is dominated by a multi-scalar multiplication (MSM) of size $n$ over $\mathbb{Z}_p$ to commit to $q$ (see Figure 5), and an MSM of size $\max(m, c \cdot n)$ for the commitment of $\vec{k}$ in the linear evaluation protocol in Figure 7 (providing zero-knowledge). The verifier’s computational cost is dominated by an MSM for the zero-knowledge property (parenthesis we indicate if they are plausibly post-quantum for the zero-knowledge property). The verification of the linear evaluation proof is independent of the witness and can be precomputed in an offline phase.

Other lookup protocols? Besides the protocol $\Pi_{\text{mp}}$ of Appendix A, other lookup protocols may be used without harming soundness. The literature on the subject is quite large, and given the small table sizes of AES it is difficult to examine the most efficient protocol without looking at the fine-grained efficiency. At a high-level, if our protocol relates to the log-derivates approach of Habock [Hab22] in logUp, other approaches might be valid such as the memory-checking techniques [BEG+91, Set20, STW23], Merkle trees and accumulator-based techniques, or polynomial techniques [GW20]. The Merkle tree approach seems impractical from a performance perspective since, in order to provide zero-knowledge, it requires an expensive sub-proof for knowledge of the pre-image of a hash function. The memory-checking techniques (used in e.g. [Set20, STW23]) and polynomial techniques (used in [GW20, BCH022]) both internally rely on a sub-protocol called grand-product argument, respectively invoked 4 and 3 times. Roughly speaking, a grand-product argument is a zero-knowledge proof that a vector $f \in \mathbb{Z}_p^n$ satisfies $y = \prod_i f_i$. To do so, generally the prover commits to an auxiliary vector $g$ embedding the partial products, and then proves that all partial products are computed correctly. We are not aware of any zero-knowledge grand-product argument for vectors of size $n$ that does not rely on $O(n)$ multi-scalar multiplications of $\mathbb{Z}_p$ elements, and for this reason we think it’s unlikely that other approaches will be more efficient than the one we

---

12https://arkworks.rs
13https://github.com/maker/tinybear
14The two techniques both present other important differences. For instance, the memory-checking techniques allow for an offline/preprocessing phase. Here, we focus on the prover’s online time.
presented here requires one single multi-scalar multiplication of $\mathbb{Z}_p$ elements of same size as the needles vector. We do believe however this to be an interesting avenue for future research.
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A A simple lookup for small tables

Our lookup argument, illustrated in in Figure 4, proves in zero-knowledge statements for the relation

\[ R_{\text{tmp}} := \left\{ ((\vec{f}, \phi), F, \vec{t}) : F = \sum_{i=1}^{n} f_i G_i + \phi H \land \forall i \in [1, n], f_i \in \{t_j\}_{j=1}^{\ell} \right\} \]

Note that the table to be queried, \( \vec{t} \), is part of the instance and known to the verifier.

Inner-product proofs. We make use of two sub-protocols that are fairly standard in the literature:

- \( \Pi_{\text{tmp}} \) for proving in zero-knowledge statements for the inner product relation

\[ R_{\text{tmp}} := \left\{ ((\vec{f}, \phi, \vec{e}, \varepsilon, y, \psi), \vec{v}, F, E, Y) : F = \sum_{i=1}^{n} f_i G_i + \phi H \land E = \sum_{i=1}^{n} e_i G_i + \varepsilon H \land Y = y G + \psi H \land \langle \vec{f}, \vec{v} \circ \vec{e} \rangle = y \right\} ; \]

- \( \Pi_{\text{lin}} \) for proving in zero-knowledge statements for the linear evaluation relation

\[ R_{\text{lin}} := \left\{ ((\vec{f}, \phi, y, \psi), (F, \vec{e}, Y)) : F = \sum_i f_i G_i + \phi H \land Y = y G + \psi H \land \langle f, \vec{e} \rangle = y \right\} . \]

It is possible to instantiate \( \Pi_{\text{lin}} \) using \( \Pi_{\text{tmp}} \) setting \( \vec{v} = \vec{1}, \varepsilon = 0, \) and \( E = \sum_i e_i G_i \). For inner-products of size \( n = |\vec{v}| \), the best asymptotics for \( \Pi_{\text{tmp}} \) to this day are dominated by \( O(n) \) group operations, with \( O(n) \) group operations for the verifier as well (in the pairing-free setting).\(^{15}\) We describe an inner-product argument based on \( \Sigma \)-protocols in Appendix B for completeness.

\(^{15}\)In the pairing setting, Dory [Lee21] achieves sublinear time, but requires \( O(\log n) \) pairings; in the trusted-setup setting, it is possible to achieve constant-time verification using Lagrange interpolation and univariate sumcheck [CHM+20], at the cost of a quasilinear prover.
Figure 4: Structure of our zero-knowledge lookup argument using a result by [Hab22] and a linear evaluation argument and an inner product argument as sub-protocols. The inner product argument internally uses a sumcheck result by [BCHO22] (not zero-knowledge), combined with \( \Pi_{\text{lin}} \) and \( \Pi_{\text{mul}} \).

**Protocol.** A formal description of the lookup argument is given in Figure 5. Given input \((\vec{f}, \phi, F, \vec{t})\) the prover computes and sends a commitment to the frequency vector

\[ \vec{m} := \left[ \sum_{j=1}^{n} (t_i = f_j) \right]_i^{[|\vec{t}|]} , \]

that is, \( \vec{m} \) the vector of Lemma 14 that at the \( i \)-th position holds the number of times \( t_i \) appears in \( \vec{f} \). The verifier samples and sends \( c \leftarrow \mathbb{Z}_p \). The value \( c \) will be a random evaluation point for the rational polynomial given in Lemma 14, used to check that the equation holds for the claimed \( f_i \) with high probability. Note that once \( X = c \), Equation (16) simplifies to \( q = \sum m_i h_i \) where \( q \) and \( m_i \) are values known to the prover, and \( h_i \) is public. The prover and verifier both compute

\[ \vec{h} := (t_i + c)^{-1} \]

The prover also computes and sends a commitment to

\[ \vec{q} := [(f_i + c)^{-1}]_{i=1}^{[|\vec{f}|]} . \]

We are left with showing that

\[ \langle \vec{m}, \vec{h} \rangle = \langle \vec{q}, \vec{1} \rangle , \text{ and} \]

\[ \vec{q} \circ (\vec{f} + c \cdot \vec{1}) = \vec{1} , \tag{13} \]

\[ \langle \vec{q}, \vec{v} \circ (\vec{f} + c \cdot \vec{1}) \rangle = \sum_{i=1}^{n} v_i . \tag{15} \]

If above relation, called *twisted inner-product*, holds, then Equation (14) holds except with negligible probability \(|\vec{f}|/|\mathbb{Z}_p|\). The latter is easier than the former as the component-wise product is with a public vector. It is possible to instantiate twisted scalar product from inner-product arguments.\(^{16}\) When \( \vec{v} \) is set to be consecutive powers \((1, v, v^2, \ldots)\), the right-hand side can be computed in \( O(|\vec{v}|) \) field operations.

\(^{16}\)Split-and-fold arguments with independent generators can generally use the “generator-swapping” trick [BBB+18]: the commiter key of the right-hand side is considered to be \( \vec{v} \circ \vec{G} \) instead of \( \vec{G} \). For sumcheck-based techniques, it is possible to embed the “twist” within the sumcheck messages.
Figure 5: The lookup protocol \( \Pi_{\text{lup}} \) for checking that \( \vec{f} \subset \vec{t} \) and \( F = \sum_i f_i G_i + \phi H \).

A.1 Analysis

In this section, we prove the security of our lookup argument by showing that \( \Pi_{\text{lup}} \) satisfies completeness, knowledge soundness, and honest-verifier zero-knowledge. At the core of our protocol is the following observation from Haböck [Hab22].

**Lemma 14** ([Hab22, Lemma 5]). Let \( \vec{f}, \vec{t} \) be vectors over \( \mathbb{Z}_p \) of dimension less than \( p \). Then, \( \{f_i\} \subset \{t_i\} \) if and only if there exists a sequence of integers \( \vec{m} \) (all less than \( p \)) such that

\[
\sum_{i=1}^{\vec{f} \cdot X + f_i} = \sum_{i=1}^{\vec{t} \cdot X + t_i} \quad \text{(16)}
\]

holds in the function field \( \mathbb{Z}_p[X] \).

Informally, the vector \( \vec{m} \) accounts for the multiplicity of each element \( f_i \) in \( \vec{t} \). For example, if \( \vec{f} := (1, 1, 1, 2, 3) \) and \( \vec{t} := (1, 2, 3, 4) \), then \( \vec{m} = (3, 1, 1, 0) \). Looking ahead, the equality will be checked on a random challenge point sent by the verifier, and soundness will be guaranteed by Schwartz-Zippel Lemma over the above identity. First, assuming that the underlying \( \Pi_{\text{tsp}} \) and \( \Pi_{\text{lin}} \) are complete, we note that the protocol \( \Pi_{\text{lup}} \) is complete.

**Theorem 15.** The protocol \( \Pi_{\text{lup}} \) for the relation \( R_{\text{lup}} \) is complete with error \( \frac{|\vec{t}|}{|\mathbb{Z}_p|} + 2\delta_{\text{lin}} + \delta_{\text{tsp}} \).

<table>
<thead>
<tr>
<th>Prover(( \vec{f}, \phi, F, \vec{t} ))</th>
<th>Verifier(( F, \vec{t} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \vec{m} ) := ( \sum_{i=1}^{\vec{f} \cdot \chi_i} (t_i = f_i) ) (</td>
<td>\vec{f}</td>
</tr>
<tr>
<td>( M := \sum_{i=1}^{\vec{m}} m_i G_i + \mu H )</td>
<td>( c \leftarrow \mathbb{Z}_p )</td>
</tr>
<tr>
<td>( \vec{q} := (f_i + c)^{-1} ) (</td>
<td>\vec{f}</td>
</tr>
<tr>
<td>( y := \langle \vec{q}, \vec{t} \rangle )</td>
<td>( \psi, \theta \leftarrow \mathbb{Z}_p )</td>
</tr>
<tr>
<td>( Q := \sum_{i=1}^{\vec{m}} q_i G_i + \theta H )</td>
<td>( Y := y G + \psi H )</td>
</tr>
</tbody>
</table>

Prover and Verifier:

\[ \Pi_{\text{lin}} : ((\vec{m}, \mu, y, \psi), \vec{t}, M, Y) \in R_{\text{lin}} \]

Transcript: \( \pi_{\text{lin}, \vec{c}, \vec{m}} \) # show \( \langle \vec{c}, \vec{m} \rangle = y \)

\[ \Pi_{\text{lin}} : ((\vec{q}, \theta, y, \psi), \vec{t}, Q, Y) \in R_{\text{lin}} \]

Transcript: \( \pi_{\text{lin}, \vec{q}, \vec{t}} \) # show \( \langle \vec{q}, \vec{t} \rangle = y \)

\[ \Pi_{\text{tsp}} : ((\vec{q}, \theta, \vec{f} + c \vec{t}, \phi, s, 0), \vec{e}, Q, E, sG) \in R_{\text{tsp}} \]

Transcript: \( \pi_{\text{tsp}, \vec{q}, \vec{t}} \) # show \( \langle \vec{q}, \vec{t} \rangle = y \)

\[
\vec{m} := \left[ \sum_{i=1}^{\vec{f} \cdot \chi_i} (t_i = f_i) \right] \quad |\vec{f}| \]
\[
\vec{c} := \vec{q} \cdot \vec{t} \quad |\vec{t}| \]
\[
\vec{q} := (f_i + c)^{-1} \quad |\vec{f}| \]
\[
\vec{e} := \left[ \sum_{i=1}^{\vec{m}} m_i G_i + \mu H \right] \quad \text{Prover} \]
\[
\vec{Q} := \left[ \sum_{i=1}^{\vec{m}} q_i G_i + \theta H \right] \quad \text{Verifier} \]

\[ c \leftarrow \mathbb{Z}_p \]

\[ \psi, \theta \leftarrow \mathbb{Z}_p \]

\[ Y := y G + \psi H \]

\[ v \leftarrow \mathbb{Z}_p \]

\[ \vec{v} := \left[ \sum_{i=1}^{\vec{m}} m_i G_i + \mu H \right] \quad \text{Prover} \]
\[ \vec{q} := \left[ \sum_{i=1}^{\vec{m}} q_i G_i + \theta H \right] \quad \text{Verifier} \]

\[ Y := y G + \psi H \]

\[ v \leftarrow \mathbb{Z}_p \]
Proof. The protocol aborts if the sub-protocols \( \Pi_{\text{tsp}} \) and \( \Pi_{\text{lin}} \) do not complete successfully, or if the field inversion fails for generating the elements \( \vec{q} \) and \( \vec{h} \). As \( \vec{f} \subset \vec{t} \) and \( c \in \mathbb{Z}_p \) is sampled uniformly at random, it follows that the protocol aborts with probability at most \( |\vec{t}|/|\mathbb{Z}_p| + 2\delta_{\text{lin}} + \delta_{\text{tsp}} \).

**Theorem 16.** Suppose \( \Pi_{\text{tsp}} \) from Figure 5 is instantiated with a knowledge-sound \( \Pi_{\text{lin}} \) protocol and a knowledge-sound \( \Pi_{\text{tsp}} \) for the relations \( R_{\text{lin}} \) and \( R_{\text{tsp}} \) respectively. Then \( \Pi_{\text{tsp}} \) is knowledge-sound if the discrete logarithm problem is hard.

Proof. We consider the extractor that internally runs the extractor of \( \Pi_{\text{tsp}} \) on the proof \( \pi_{\text{tsp}} \) for \((\vec{v}, Q, E, sG)\) to extract some \((\vec{q}, \vec{h}, \vec{c}, \varepsilon, y, \psi)\) such that \((\langle \vec{q}, \vec{h}, \vec{c}, \varepsilon, y, \psi \rangle, \vec{v}, Q, E, sG) \in R_{\text{tsp}} \) then the game aborts. This game is indistinguishable by the knowledge soundness of \( \Pi_{\text{lin}} \).

**H1** This game behaves identically to the original knowledge soundness game for \( \Pi_{\text{tsp}} \) except that if \( \Pi_{\text{tsp}} \cdot \text{Ext} \) on the proof \( \pi_{\text{tsp}} \) for \((\vec{v}, Q, E, sG)\) fails extract some \((\vec{q}, \vec{h}, \vec{c}, \varepsilon, y, \psi)\) such that \((\langle \vec{q}, \vec{h}, \vec{c}, \varepsilon, y, \psi \rangle, \vec{v}, Q, E, sG) \in R_{\text{tsp}} \) then the game aborts. This game is indistinguishable by the knowledge soundness of \( \Pi_{\text{lin}} \).

**H2** Run the extractor of \( \Pi_{\text{lin}} \) on the proof \( \pi_{\text{lin}} \) for \((\vec{h}, M, Y)\) fails extract some \((\vec{m}, \mu, y', \psi')\) such that \((\langle \vec{m}, \mu, y', \psi' \rangle, \vec{h}, M, Y) \in R_{\text{lin}} \) then the game aborts. This game is indistinguishable by the knowledge soundness of \( \Pi_{\text{lin}} \).

**H3** Run the extractor of \( \Pi_{\text{lin}} \) on the proof \( \pi_{\text{lin}} \) for \((\vec{f}, Q, Y)\) fails extract some \((\vec{q}', \theta', y', \psi')\) such that \((\langle \vec{q}', \theta', y', \psi' \rangle, \vec{f}, Q, Y) \in R_{\text{lin}} \) then the game aborts. This game is indistinguishable by the knowledge soundness of \( \Pi_{\text{lin}} \).

**H4** If \( \vec{q} \neq \vec{q}' \) and \( \theta \neq \theta' \) then the game aborts. Indeed if this game aborts when the previous one doesn’t then

\[
Q = \sum_{i=1}^{n} q_i G_i + \theta H = \sum_{i=1}^{n} q_i' G_i + \theta' H
\]

and we can build a reduction against the discrete logarithm problem.

**H5** If \( s \neq y \) or \( s \neq y' \) or \( s \neq y'' \) then the game aborts. Indeed if this game aborts when the previous one doesn’t then

\[
sG = yG + \psi H = y'G + \psi' H = y''G + \psi'' H
\]

and we can build a reduction against the discrete logarithm problem.

**H6** If there exists \( i \in [1, n] \) such that \( q_i \neq f_i + c \) then the game aborts. If this game aborts when the previous one doesn’t then

\[
\vec{q} \circ (\vec{f} + c \vec{1}) \neq \vec{1}
\]

We design a reduction against the discrete logarithm problem. The reduction runs the adversary on the same random coins initially, but in the third move sends a different random \( v^* \neq v \). The reduction continues trying \( v^* \) values until the adversary terminates with a valid proof.

The reduction runs the \( \Pi_{\text{tsp}} \cdot \text{Ext} \) with respect to the proof \( \pi_{\text{tsp}} \) for \((\vec{v}, Q, E, s^*G)\) to extract some \((\vec{q}^*, \theta^*, \vec{c}^*, \varepsilon^*, y^*, \psi^*)\) such that \((\langle \vec{q}^*, \theta^*, \vec{c}^*, \varepsilon^*, y^*, \psi^* \rangle, \vec{v}^*, Q, E, s^*G) \in R_{\text{tsp}} \). By the knowledge soundness of \( \Pi_{\text{tsp}} \), this succeeds with overwhelming probability.

If \( \vec{q} \neq \vec{q}^* \) and \( \theta \neq \theta^* \) then

\[
Q = \sum_{i=1}^{n} q_i G_i + \theta H = \sum_{i=1}^{n} q_i^* G_i + \theta^* H
\]

and the reduction can solve the discrete logarithm problem. Similarly if \( \vec{c} \neq \vec{c}^* \) and \( \varepsilon \neq \varepsilon^* \) then the reduction can solve the discrete logarithm problem. If \( y^* \neq s^* \) then the reduction can solve the discrete logarithm problem. Else

\[
\langle \vec{q}^*, \vec{v}^* \circ \vec{c}^* \rangle = \sum v_i^* \iff \langle \vec{q}, \vec{v}^* \circ \vec{c} \rangle = \sum v_i^* \circ (\vec{f} + c \vec{1})
\]

\[
\sum (v_i^*)^q_i (f_i + c) = \sum (v_i^*)^f
\]

The probability of the latter occurring is \( \frac{1}{p} \) because \( \vec{q} \) and \( \vec{f} \) are independent from \( v^* \) and \( \vec{q} \circ (\vec{f} + c \vec{1}) \neq \vec{1} \). \( \square \)
Theorem 17. Suppose \( \Pi_{lup} \) from Figure 5 is instantiated with honest-verifier zero-knowledge \( \Pi_{lin} \) and \( \Pi_{tsp} \) protocols for the relations \( R_{lin} \) and \( R_{tsp} \), respectively. Then \( \Pi_{lup} \) is honest-verifier zero-knowledge.

Proof. Consider the simulator that, given as input \( F, \tilde{t} \), chooses \( c, v \leftarrow \mathbb{Z}_p \), then \( M, Q, Y \leftarrow \mathcal{G} \), and then, for the final round messages:

- compute \( \tilde{h} = [(t_i + c)^{-1}]^{[\ell]} \), then \( E = F + c \sum_{i=1}^{n} G_i \);
- compute \( \pi_{lin,h} \leftarrow \Pi_{lin}.\text{Sim}(\tilde{h}, M, Y) \), \( \pi_{lin,q} \leftarrow \Pi_{lin}.\text{Sim}(\tilde{I}, Q, Y) \), \( \pi_{tsp} \leftarrow \Pi_{tsp}.\text{Sim}(\bar{v}, Q, E, sG) \).

Finally, return the transcript

\[
(F, \tilde{t}), M, c, (Q, Y), v, (\pi_{lin,h}, \pi_{lin,q}, \pi_{tsp}) .
\]

\( H_1 \) This game behaves identically to the original zero-knowledge game for \( \Pi_{lup} \) except that when the honest prover is run, the proof \( \pi_{lin,h} \) is computed as \( \pi_{lin,h} \leftarrow \Pi_{lin}.\text{Sim}(\tilde{h}, M, Y) \). Since the honest prover knows a witness for \( \tilde{h}, M, Y \), we can build a reduction against the zero-knowledge of \( \Pi_{lin} \) should this change be distinguishable.

\( H_2 \) The proof \( \pi_{lin,q} \) is computed as \( \pi_{lin,q} \leftarrow \Pi_{lin}.\text{Sim}(\tilde{I}, Q, Y) \). Since the honest prover knows a witness for \( (\tilde{I}, Q, Y) \), we can build a reduction against the zero-knowledge of \( \Pi_{lin} \) should this change be distinguishable.

\( H_3 \) The proof \( \pi_{tsp} \) is computed as \( \pi_{tsp} \leftarrow \Pi_{tsp}.\text{Sim}(\bar{v}, Q, E, sG) \). Since the honest prover knows a witness for \( (\bar{v}, Q, E, sG) \), we can build a reduction against the zero-knowledge of \( \Pi_{tsp} \) should this change be distinguishable.

We now see that the final hybrid is statistically impossible. Indeed, the only proof elements that are non-identical are \( M, Q \) and \( Y \). However these elements are computed uniformly at random both by the honest prover (due to the blinders \( \mu, \theta, \psi \)) and the simulator. \( \square \)

A.2 Efficiency

A discussion about asymptotic and concrete efficiency is already present in Section 5.2. Informally, the prover and verifier complexity is linear in the size of \( |\ell| \), and requires performing two linear-size group operation: one multi-scalarmultiplication of \( \mathbb{Z}_p \)-elements of size \( |\bar{f}| \) (to commit to \( \bar{q} \)) and one of small integers of size \( |\bar{f}| \) (recall that \( \sum_i m_i = |\bar{f}| \)). Finally, prover and verifier must account for the inner-product and linear evaluation protocols.

Concrete efficiency. When instantiated with \( \Pi_{tsp} \), some optimizations are possible to lower the concrete running-time of the prover’s algorithm. Instead of running all linear evaluation claims (concerning: \( \langle \bar{q}, \tilde{I} \rangle, \langle \bar{m}, \tilde{h} \rangle, \langle \bar{q}, \otimes_j (1, c_j) \rangle, (\bar{f} + c\tilde{I}) \)) separately, the verifier sends a single challenge \( c_{\text{batch}} \) and the prover verifier engage into a sumcheck protocol reducing the above into a single claim about a linear evaluation of \( \bar{q} + c_{\text{batch}}m + c_{\text{batch}}^2 (\bar{f} + c\tilde{I}) \), which is proven with a single \( \Pi_{lin} \) invocation.\(^{17}\) This is a standard technique in the literature for batching Schnorr proofs and polynomial commitment evaluations, and in this case it concretely it allows to trade off the prover’s time from \( 4\Pi_{lin} \) invocations to 1. In practice, also the proof size of \( \Pi_{aes} \) decreases from roughly 122K to 80K when using \( \Pi_{lin} \) of Figure 7.

If \( \Pi_{lin} \) is instantiated with standard \( \Sigma \)-protocols, the overall lookup protocol’s complexity is dominated by two MSM of \( \mathbb{Z}_p \)-elements of size \( |\bar{f}| \) and \( \max(|\bar{f}|, |\ell|) \). If the protocol \( \Pi_{lin} \) is instantiated with compressed \( \Sigma \)-protocols, the overall lookup protocol’s complexity is dominated by \( \max(|\bar{f}|, |\ell|) \) scalar multiplication and additions in \( \mathcal{G} \) (the generator’s split and fold sub-procedure). If the protocol \( \Pi_{lin} \) is instantiated with log-size arguments, the overall lookup protocol’s proof transcript becomes logarithmic while slightly increasing the overall (concrete) cost (maintaining the same asymptotic): the proving time is dominated by the split-and-fold procedure of the basis, which requires \( \max(|\bar{f}|, |\ell|) \) scalar multiplication and additions in \( \mathcal{G} \). The overall proof size for \( \Pi_{aes} \) goes down to less than 3K as seen in Table 4.

Function evaluation via lookup. Let \( \phi \) be a function with a short (polynomial in \( \lambda \)) table representation. Let \( \bar{f}_{\text{lin}}, \bar{f}_{\text{out}} \in \mathbb{Z}_p^n \) be vectors. A standard technique for proving correct function evaluation \( \phi(\bar{f}_{\text{lin}}) = \bar{f}_{\text{out}} \) is to use a lookup protocol.\(^{18}\) To do so, the prover sends a random challenge \( c \) and the prover verifier engage in a lookup protocol for \( \bar{f} = \bar{f}_{\text{lin}} + c\bar{f}_{\text{out}} \) inside \( \bar{t} = [\bar{a} + c \cdot \phi(\bar{a})]_{\mathcal{G}} \). This technique, which (to our knowledge) first appears in plookup [GW20], is used in Section 5 to check the correct evaluation of the boolean functions composing AES.

\(^{17}\)By “batch sumcheck” here we mean running the sumcheck protocol over the random linear combination of the sumcheck polynomials associated to the inner-product claims as described in Appendix B.

\(^{18}\)The notation above is imprecise. By \( \phi(\bar{f}) \) we actually mean the element-wise application of the map \( \phi \).
The linear evaluation protocol \( \Pi \) (zero-knowledge) that reduces the inner-product claim to two tensorcheck claims \([BCHO22]\), which are then proven using for a public "twist" in the inner-product relation. Informally, the protocol performs a multivariate sumcheck protocol (in concrete optimizations, uses the least number of group operations possible (cf. Appendix A.2). More formally, we provide "twist". The particularity the one we describe is that it is tailored to rely solely on \( \Sigma \)-protocols and that, in terms of \( \Pi_{\text{tsp}} \):=

\[ f^0 := \bar{f}, \; \bar{c}^0 := \bar{c}, \; Y_0 := Y \]

for \( j = 1, \ldots, \log n : \)

\[ a_j := \sum_{i=0}^{n} \bar{f}_i \bar{c}_i 2^j \]

\[ b_j := \sum_{i=0}^{n} \bar{f}_i \bar{c}_i 2^j + \bar{c}_i 2^{j+1} \]

\[ A_j := a_j G + \alpha_j H \]

\[ B_j := b_j G + \beta_j H \]

\[ Y_j := A_j + c_j B_j + c_j^2 (Y_{j-1} - A_j) \]

\[ f := \sum_{i=0}^{n} f_i \bar{c}_i \]

\[ \bar{c} := \sum_{i=0}^{n} \bar{c}_i \]

\[ \psi := a_j + c_j \beta_j + c_j^2 (\psi - \alpha_j) \]

\[ u_1 := f_0; \; u_2 := c_0 \]

\[ \psi_1, \psi_2 \in \mathbb{Z}_p; \]

\[ U_1 := u_1 G + \psi_1 H \]

\[ U_2 := u_2 G + \psi_2 H \]

\[ e := \otimes_j (1, e_j) \]

\[ E := \otimes_j (1, e_j) \]

\[ (\bar{f}_1 \parallel \bar{f}_2 \parallel \cdots \parallel \bar{f}_m) \subset (\bar{f}_1, \parallel \bar{f}_2 \parallel \cdots \parallel \bar{f}_m). \]

**Batching function evaluation.** When proving correct function evaluation of \( \phi_1, \phi_2, \ldots, \phi_d \), the verifier can send challenges \( c_i \) for \( i = 1, \ldots, m \), so that the prover can construct \( \bar{f}_1 \) and \( \bar{f}_i \) as above using \( c_i \). Then, prover and verifier engage in a single lookup for \( (\bar{f}_1 \parallel \bar{f}_2 \parallel \cdots \parallel \bar{f}_m) \subset (\bar{f}_1, \parallel \bar{f}_2 \parallel \cdots \parallel \bar{f}_m). \)

**B An inner-product argument from \( \Sigma \)-protocols**

We describe an inner-product proof \( \Pi_{\text{tsp}} \) in Figure 6. The relation proven is actually a slight generalization of it, that allows for a public “twist” in the inner-product relation. Informally, the protocol performs a multivariate sumcheck protocol (in zero-knowledge) that reduces the inner-product claim to two tensorcheck claims \([BCHO22]\), which are then proven using the linear evaluation protocol \( \Pi_{\text{tsp}} \). The literature presents a vast amount of inner-product protocols \([BCC+16, BMM+21, BBB+18, Eag22, DRZ20, BGH19]\), which we believe are all valid and can be adapted to accommodate for the public “twist”. The particularity the one we describe is that it is tailored to rely solely on \( \Sigma \)-protocols and that, in terms of concrete optimizations, uses the least number of group operations possible (cf. Appendix A.2). More formally, we provide a protocol for the relation

\[ R_{\text{tsp}} := \left\{ (\bar{f}, \psi, \bar{c}, y, \psi), \bar{v}, F, E, Y) : \begin{array}{l}
F = \sum_{i=1}^{n} f_i G_i + \phi H \land E = \sum_{i=1}^{n} c_i G_i + \psi H \land Y = y G + \psi H \\
y = \langle \bar{f}, \bar{v} \circ \bar{c} \rangle
\end{array} \right\}. \]
Sub-protocols. The protocol internally relies on two sub-protocols:

- $\Pi_{\text{lin}}$, illustrated in Figure 7, for proving in zero-knowledge statements for the linear evaluation relation

$$R_{\text{lin}} := \left\{ ((\vec{f}, \phi, y, \psi), (F, \vec{c}, Y)) : F = \sum_i f_i G_i + \phi H \land Y = yG + \psi H \land (\vec{f}, \vec{c}) = y \right\}.$$ 

In the language of Maurer proofs [Mau09], the protocol proves knowledge of the opening of two Pedersen commitments $F, Y$ satisfying the linear relation

$$\begin{bmatrix} F \\ Y \end{bmatrix} = \begin{bmatrix} G_1 & \cdots & G_n \\ c_1 G & \cdots & c_n G \end{bmatrix} \cdot \begin{bmatrix} f_1 & \cdots & f_n & \phi & \psi \end{bmatrix}^t.$$

$\Pi_{\text{lin}}$ be found in schoolbook literature Boneh–Shoup [BS20], but more recent works instantiate it with log-size proof size, see e.g. the work of Gentry, Halevi, and Lyubashevsky [GHL22, Section E] and the work of Cramer and Attema [AC20, Protocol 2].

- $\Pi_{\text{mul}}$, illustrated in Figure 8, for proving in zero-knowledge statements for the multiplication relation

$$R_{\text{mul}} := \left\{ ((a, \alpha, b, \beta, y, \psi), A, B, Y) : A = aG + \alpha H \land B = bG + \beta H \land Y = yG + \psi H \right\}.$$ 

$\Pi_{\text{mul}}$ is found in the work of Maurer [Mau09, Sec. 6.7], and reformulated also afterwards e.g. by Damgård et al. [DLO+18], with a minor change to allow for knowledge soundness. The extractor of Maurer’s protocol, in fact, only allows to extract one of the two multipliands (which is sufficient for proving the relation is sound). To prove that $Y$ commits to the product of the values committed to as $A, B$, the prover shows knowledge of $a, \alpha$ s.t. $A = aG + \alpha H$ and that $Y - aB$ is a commitment to zero. To extract an opening for $Y$ and $B$, in Figure 8 we perform parallel AND composition with representation proof for $B$.

The sumcheck protocol. Lund et al. [LFKN90] provide an interactive sumcheck protocol for proving $R_{\text{top}}$ with soundness error is $O(\log n/|F|)$; round complexity is $O(\log n)$; prover time $O(n)$; and verifier time $O(\log n)$. It can be made non-interactive with some loss in tightness by applying the Fiat-Shamir transform. After $\log n$ rounds of interaction the verifier is convinced provided that

$$\langle \vec{f}, \otimes, (1, c_j) \rangle = u_1$$

$$\langle \vec{c}, \otimes, (1, c_j) \rangle = u_2$$

which can be proven using $\Pi_{\text{lin}}$, described in Figure 7. In this section we describe some background behind the knowledge-sound protocol, before providing a zero-knowledge variant in Appendix B.

Consider two vectors $\vec{f}, \vec{c} \in \mathbb{F}^n$ with $\langle \vec{f}, \vec{c} \rangle = y$. Denote with $pf$ the (monomial) multilinear encoding of $\vec{f}$

$$pf(X_1, \ldots, X_{\log n} ) := \sum_{\vec{b} \in \{0,1\}^{\log n}} \vec{f}_{\sum_{j=0}^{\log n} b_j 2^j} X_1^{b_1} X_2^{b_2} \cdots X_{\log n}^{b_{\log n}}$$

In other words, the element in the $(\sum_j 2^j b_j)$-th position in $\vec{f}$ is the coefficient of $X_1^{b_1} \cdots X_{\log n}^{b_{\log n}}$ in $pf$. Note that $pf$ is of degree at most one in each of $X_i$ for $i = 1, \ldots, \log n$. Prior work remarked that:

**Lemma 18** ([Tha13, XZZ+19, BCG20a]). Let $\vec{f}, \vec{c} \in \mathbb{F}^n$ be vectors of length $n$. Denote with $pf, pe$ the polynomials encoding $\vec{f}, \vec{c}$ respectively. Then

$$\sum_{w \in \{-1,1\}^{\log n}} pf(w) \cdot pe(w) \cdot w_1 \cdots w_{\log n} = 2^{\log n} \cdot \langle \vec{f}, \vec{c} \rangle$$

One can use the sumcheck protocol for Equation (19). The sumcheck protocol is inductive and proceeds over $\log n$ rounds. In the first round the prover sends the coefficients of degree-2 polynomials

$$P_1(X) := \sum_{\vec{w} \in \{-1,1\}^{\log n - 1}} p_{1, \vec{w}}(w_1, \ldots, w_{\log n - 1}, X) \cdot w_1 \cdots w_{\log n - 1} X$$

\[19\]To use Protocol 2 from Cramer and Attema [AC20], one would prove that $F + Y$ commits to a vector such whose inner-product with $(\vec{c}, -1)$ is zero. In order to properly extract the opening information of $F, Y$ one would also have to send a representation proof of $Y$.

\[20\]As an example: $\otimes_{j=0}^n (1, c_j) = (1, c_0, c_1 c_0, c_2, c_2 c_0, c_2 c_1, c_2 c_1 c_0)$
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In the first round $p_{1,w}$ are the coefficients of the polynomial defined in Equation (18). The verifier checks that $P_1(1) + P_1(-1) = 2^\log n \cdot \langle \vec{f}', \vec{e} \rangle$ is equal to the claimed sum. It then suffices to show that $P_1(X)$ is computed correctly. To do the verifier sends a random challenge $c_1 \leftarrow \$ \mathbb{F}$ and is satisfied if

$$P_1(c_1) = \sum_{\vec{w} \in \{-1, 1\}^\log n} p_{1 \vec{w}}(w_1, \ldots, w_{\log n-1}, c_1) \cdot w_1 \cdots w_{\log n-1} c_1$$

Rather than check this statement directly, the verifier proceeds with further rounds of interaction. More generally, denote

$$P_1(X) = \sum_{\vec{w} \in \{-1, 1\}^\log n} p_{1 \vec{w}}(w_1, \ldots, w_{\log n-1}, X, c_{i-1}, \ldots, c_1) \cdot w_1 \cdots w_{\log n-1} c_{i-1} \cdots c_1$$

where $p_{1 \vec{w}}$ are the coefficients corresponding to the partial evaluation of $p f$ in $\vec{c}$, i.e.: $p_{1 \vec{w}} = p f(\vec{w}, \vec{c}) \cdot p e(\vec{w}, \vec{c})$. At this point, the verifier sends a random challenge $c_1 \leftarrow \$ \mathbb{F}$ and the prover considers (recursively) the sumcheck claim

$$\sum_{\vec{w} \in \{-1, 1\}^{i-1}} p_{i+1 \vec{w}}(w_1, \ldots, w_{i-1}, c_1, \ldots, c_{\log n}) = P_1(c_1)$$

After $\log n$ rounds, the prover is left with two constant terms $u_1 := p f(c_1, \ldots, c_{\log n}), u_2 := p e(c_1, \ldots, c_{\log n})$ that are sent to the verifier, which checks that $u_1 \cdot u_2 = P_1(c_{\log n})$. We are left with proving that $u_1, u_2$ are indeed correct, i.e. with the so-called tensorcheck claim [BCHO22]

$$\langle \vec{f}', \otimes_j (1, c_j) \rangle = u_1$$
$$\langle \vec{e}', \otimes_j (1, c_j) \rangle = u_2$$

where

$$\langle \vec{f}', \otimes_j (1, c_j) \rangle = \sum_{\vec{b} \in \{0, 1\}^\log n} f_{\sum_{j=0}^{\log n} b_j c_j} b_1 b_2 \cdots b_{\log n}$$

A zero-knowledge sumcheck. The protocol of Lund et al. [LFKN90] described in is an interactive protocol that by itself does not achieve zero-knowledge. The prover leaks at a logarithmic number of linear evaluations of the witness. We describe a zero-knowledge sumcheck argument for $R_{\text{tsp}}$ in Figure 6 and prove security in Theorem 19 and Theorem 20.

To achieve zero-knowledge we employ a commitment scheme to commit each sumcheck message, leveraging the hiding property. In order to preserve soundness, the prover must also prove knowledge of a valid opening for which sumcheck verification holds in the final step of the protocol. Additionally, we extend the inner-product relation with a twist, to prove that

$$y = \langle \vec{f}', \vec{v} \circ \vec{e} \rangle$$

with respect to public $\vec{v}$ as opposed to just checking that $y = \langle \vec{f}', \vec{e} \rangle$. This is done by incorporating $\vec{v}$ into the final check

$$\langle \vec{e}', \vec{v} \circ (\otimes_j (1, c_j)) \rangle = u_2$$

B.1 Analysis

**Theorem 19.** Suppose that $\Pi_{\text{tsp}}$ is instantiated with knowledge-sound protocols $\Pi_{\text{lin}}$ and $\Pi_{\text{mul}}$. Then $\Pi_{\text{tsp}}$ is knowledge-sound if the discrete logarithm assumption is hard.

**Proof.** Consider an extractor $\text{Ext}$ that behaves as follows.

- Run the extractor of $\Pi_{\text{lin}}$ on the proof for $(\otimes_j (1, c_j), F, U_1)$ to extract some $(\vec{f}^{(0)}, \phi, u_1, \psi_1)$ such that $F = \sum f_i G_i + \phi H$ and $U_1 = u_1 G + \psi_1 H$ and $u_1 = \langle \otimes_j (1, c_j), \vec{f} \rangle$.
- Run the extractor of $\Pi_{\text{lin}}$ on the proof for $(\vec{v} \circ (\otimes_j (1, c_j)), E, U_2)$ to extract some $(\vec{e}^{(0)}, \epsilon, u_2, \psi_2)$ such that $E = \sum e_i G_i + \epsilon H$ and $U_2 = u_2 G + \psi_2 H$ and $u_2 = \langle \vec{v} \circ (\otimes_j (1, c_j), \vec{e} \rangle$.
- Run the extractor of $\Pi_{\text{mul}}$ on the proof for $(U_1, U_2, Y)$ to extract some $(u_1', \psi_1', u_2', \psi_2', y, \psi)$ such that $U_1 = u_1' G + \psi_1' H$, $U_2 = u_2' G + \psi_2' H$ and $Y = y G + \psi H$. 
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• Runs the following extractor $\text{Ext}^*$ to get representations $\{(a_j, b_j, \alpha_j, \beta_j, y_j, \gamma_j)\}_{j=1}^{\log n}$ such that $A_j = a_j G + \alpha_j H$ and $B_j = b_j G + \beta_j H$ and $Y_j = y_j G + \gamma_j H$.

Initially let $\text{Ext}_{\log n}$ be the extractor that runs the extractor of $\Pi_{\text{mul}}$ to get $(y, \psi)$ such that $Y_{\log n} = y G + \psi H$ and returns $(\emptyset, (y, \psi))$.

Let $\text{Ext}_i$ be an extractor that returns representations $\{(a_j, b_j, \alpha_j, \beta_j)\}_{j=i}^{\log n}, (y, \psi)\}$. Then by running the adversary 3 times $\text{Ext}_{i-1}$ learns

$$Y_i = A_{i-1} + c_{i-1} B_{i-1} + c_{i-1}^2 (Y_{i-1} - A_{i-1})$$

$$Y'_i = A_{i-1} + c'_{i-1} B_{i-1} + (c'_{i-1})^2 (Y_{i-1} - A_{i-1})$$

$$Y''_i = A_{i-1} + c''_{i-1} B_{i-1} + (c''_{i-1})^2 (Y_{i-1} - A_{i-1})$$

Then $\text{Ext}_{i-1}$ runs $\text{Ext}_i$ with respect to $Y_i, Y'_i, Y''_i$ and backwards solves to compute $(y_i, \psi_i, y'_i, y''_i, \psi_i')$ such that

$$y_i G + \psi_i H = A_{i-1} + c_{i-1} B_{i-1} + c_{i-1}^2 (Y_{i-1} - A_{i-1})$$

$$y'_i G + \psi'_i H = A_{i-1} + c'_{i-1} B_{i-1} + (c'_{i-1})^2 (Y_{i-1} - A_{i-1})$$

$$y''_i G + \psi''_i H = A_{i-1} + c''_{i-1} B_{i-1} + (c''_{i-1})^2 (Y_{i-1} - A_{i-1})$$

Indeed, starting with $y_{\log n} = y$ we have that

for $\log n \geq k \geq i$:

$$y_{k-1} = \frac{1}{c_{k-1}} (y_k + c_{k-1} a_{k-1} - a_{k-1} - c_{k-1} b_{k-1})$$

$$\psi_{k-1} = \frac{1}{c_{k-1}} (\psi_k + c_{k-1} a_{k-1} - a_{k-1} - c_{k-1} \beta_{k-1})$$

Then using Gaussian elimination $\text{Ext}_{i-1}$ computes $(a_{i-1}, b_{i-1}, \alpha_{i-1}, \beta_{i-1})$. Thus $\text{Ext}_i$ is considered the full extractor that returns the full set of representations.

• Return $(\vec{f}, \phi, \vec{c}, \varepsilon, y_1, \psi_1)$

We must show that $\text{Ext}$ returns a valid witness for the relation $R_{\text{tsp}}$.

**H$_1$** This game behaves identically to the original knowledge soundness game for $\Pi_{\text{tsp}}$ except that if the extractor of $\Pi_{\text{lin}}$ for $(\otimes_j (1, c_j), F, U_1)$ fails extract some $(\vec{f}^{(0)}, \phi, u_1, \psi_1)$ with $((\vec{f}^{(0)}, \phi, u_1, \psi_1), \otimes_j (1, c_j), F, U_1) \in \Pi_{\text{lin}}$ then the game aborts. This game is indistinguishable by the knowledge soundness of $\Pi_{\text{lin}}$.

**H$_2$** This game behaves identically to the previous except that if the extractor of $\Pi_{\text{lin}}$ for $(\vec{v} \circ \otimes_j (1, c_j), E, U_2)$ fails extract some $(\vec{e}^{(0)}, \epsilon, u_2, \psi_2)$ with $((\vec{e}^{(0)}, \epsilon, u_2, \psi_2), \vec{v} \circ \otimes_j (1, c_j), E, U_2) \in \Pi_{\text{lin}}$ then the game aborts. This game is indistinguishable by the knowledge soundness of $\Pi_{\text{lin}}$.

**H$_3$** If the extractor of $\Pi_{\text{mul}}$ for $(U_1, U_2, Y)$ fails extract some $(u'_1, \psi'_1, u'_2, \psi'_2)$ with $((u'_1, \psi'_1, u'_2, \psi'_2, y, \psi), U_1, U_2, Y) \in \Pi_{\text{mul}}$ then the game aborts. This game is indistinguishable by the knowledge soundness of $\Pi_{\text{mul}}$.

**H$_4$** If $(u'_1, \psi'_1) \neq (u_1, \psi_1)$ or $(u'_2, \psi'_2) \neq (u_2, \psi_2)$ then the game aborts. This game is indistinguishable if the discrete logarithm problem is hard. Indeed if this game aborts when the previous one doesn’t then

$$U_1 = u_1 G + \psi_1 H = u'_1 G + \psi'_1 H \text{ and } U_2 = u_2 G + \psi_2 H = u'_2 G + \psi'_2 H$$

Hence a reduction that gets given then challenge discrete logarithm $(G, H)$ can run the adversary $A$ and then the extractor of $\Pi_{\text{tsp}}$ to get $(u'_1, \psi'_1, u_1, \psi_1, u'_2, \psi'_2, u_2, \psi_2)$. The reduction then returns either

$$x = \frac{u_1 - u'_1}{\psi'_1 - \psi_1} \text{ or } x = \frac{u_2 - u'_2}{\psi'_2 - \psi_2}$$

such that $H = xG$. 
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This game aborts if Ext* fails. The extractor succeeds at Gaussian elimination provided that

\[
\begin{pmatrix}
1 - c_{i-1}^2 & c_{i-1} \\
1 - (c'_{i-1})^2 & c_{i-1} \\
1 - (c''_{i-1})^2 & c_{i-1}
\end{pmatrix}
\]

is invertible for \(1 \leq i \leq \log n\). By the Schwartz-Zippel Lemma this is true in each round except with probability \(\frac{8}{p_i}\). By the Forking Lemma [BCC+16] this extractor runs in polynomial time. Finally one must argue that it is statistically unlikely that

\[
\langle \otimes_j (1, c_j), \vec{f} \rangle \langle \otimes_j (1, c_j), \vec{e} \rangle = y_{\log n}
\]

unless \(y_0 = (\vec{f}, \vec{v} \circ \vec{e})\). We proceed via induction.

First observe that for any vector \(\vec{d}, \vec{e}, \vec{v}\)

\[
\langle \vec{v} \circ \vec{d}, \vec{e} \rangle = \sum_j v_j d_j e_j = \langle \vec{d}, \vec{v} \circ \vec{e} \rangle
\]

Thus it suffices to show that

\[
\langle \otimes_j (1, c_j), \vec{f} \rangle \langle (\otimes_j (1, c_j)), \vec{s} \rangle = y_{\log n} \implies \langle \vec{f}, \vec{s} \rangle = y
\]

for \(\vec{s} = \vec{v} \circ \vec{e}\).

**Base case.** The \(a_{\log n}, b_{\log n}, y_{\log n}\) satisfy

\[
a_{\log n} + b_{\log n} X + (y_{\log n} - a_{\log n}) X^2
\]

\[
= \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_0, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_0, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle + b_{\log n} X
\]

\[
+ X^2 \sum_{\beta \in \{0,1\}^{\log (n-1)}} \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_1, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_1, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle
\]

except with negligible probability.

**Base case proof.** Where the verifier is satisfied we have that for \(i = \log n\)

\[
a_{\log n} + b_{\log n} c_{\log n} + (y_{\log n} - a_{\log n}) c_{\log n}^2
\]

which we can rearrange to equal

\[
= \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_0, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_0, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle + d_{\log n} c_{\log n}
\]

\[
+ c_{\log n}^2 \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_1, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_1, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle
\]

Here \(d_{\log n}\) is independent from \(c_{\log n}\). Where \(a_{\log n}, b_{\log n}, y_{\log n}\) are independent from \(c_{\log n}\), the probability of this occurring is \(\frac{8}{p}\) unless the base claim holds.

**Induction claim.** Suppose for \(i \in [1, \log n]\) we have that \(a_i + b_i, c_i + (y_{i-1} - a_i) c_i^2 = y_i\) for \(c_i\) sampled only after \(a_i, b_i\) are determined. The probability that \(a_i, b_i, y_{i-1}\) satisfy

\[
a_i + b_i X + (y_{i-1} - a_i) X^2
\]

\[
= \sum_{\beta \in \{0,1\}^{\log (n-1)}} \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle + b_i X
\]

\[
+ X^2 \sum_{\beta \in \{0,1\}^{\log (n-1)}} \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle
\]

is negligible unless \(a_{i-1}, b_{i-1}, y_{i-2}\) also satisfy.

\[
a_{i-1} + b_{i-1} X + (y_{i-2} - a_{i-1}) X^2
\]

\[
= \sum_{\beta \in \{0,1\}^{\log (n-1)}} \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle + b_{i-1} X
\]

\[
+ X^2 \sum_{\beta \in \{0,1\}^{\log (n-1)}} \langle \otimes_{j=1}^{\log n-1} (1, c_j), (f_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle \langle \otimes_{j=1}^{\log n-1} (1, c_j), (s_\beta, \gamma)_{\gamma \in \{0,1\}^{\log n-1}} \rangle
\]
Proof. Consider the simulator that behaves as follows

Putting everything together, we see that except with negligible probability

and hence

and hence

Now we can rewrite this expression for \( y_{i-1} \) as

where \( d_{i-1} \) is some value not depending on \( c_i \). Hence

The probability of this occurring for \( c_i \) sampled at random is \( \frac{3}{p} \) unless the induction claim holds.

Summary Putting everything together, we see that except with negligible probability

as required.

Theorem 20. Suppose \( \Pi_{\text{sp}} \) from Figure 5 is instantiated with honest-verifier zero-knowledge \( \Pi_{\text{lin}} \) and \( \Pi_{\text{mul}} \) protocols for the relations \( R_{\text{lin}} \) and \( R_{\text{mul}} \) respectively. Then \( \Pi_{\text{sp}} \) is honest-verifier zero-knowledge.

Proof. Consider the simulator that behaves as follows

1. Take as input \((\bar{v}, F, E, Y)\).
2. For \( j \in [1, \log n] \) sample \( A_j, B_j \leftarrow s \mathcal{G} \) and \( c_j \leftarrow s \mathbb{Z}_p \).
3. Set \( Y_0 = Y \). For \( j \in [1, \log n] \) set \( Y_{j+1} = A_j + c_j B_j + c_j^2 (Y_{j-1} - A_j) \)
4. For the final round messages

(a) Set \( \bar{c} = \otimes_j (1, c_j) \)
(b) Choose \( U_1, U_2 \leftarrow s \mathcal{G} \) randomly
(c) Compute \( \pi_{\text{lin},b} \leftarrow \Pi_{\text{lin}} \cdot \text{Sim}(\bar{c}, F, U_1) \)
(d) Compute \( \pi_{\text{lin},a} \leftarrow \Pi_{\text{lin}} \cdot \text{Sim}(\bar{c}, E, U_2) \)
(e) Compute \( \pi_{\text{mul}} \leftarrow \Pi_{\text{mul}} \cdot \text{Sim}(U_1, U_2, Y_{\log n}) \)
We argue that this simulated transcript is indistinguishable from a transcript produced by an honest prover and verifier in the zero-knowledge game via a series of hybrids.

5. Return the transcript 
\[(\vec{e}, F, E, Y), \{(A_j, B_j), c_j\}_{j=1}^{\log n}, (U_1, U_2, \pi_{lin,r}, \pi_{lin,g}, \pi_{mul})\]

We argue that this simulated transcript is indistinguishable from a transcript produced by an honest prover and verifier in the zero-knowledge game via a series of hybrids.

**H1** This game behaves identically to the original zero-knowledge game for $\Pi_{lin}$ except that when the honest prover is run, the proof $\pi_{lin,r}$ is computed as $\pi_{lin,r} \leftarrow \Pi_{lin}.\text{Sim}(\vec{e}, F, U_1)$. Since the honest prover knows a witness for $\vec{e}, F, U_1$, we can build a reduction against the zero-knowledge of $\Pi_{lin}$ should this change be distinguishable.

**H2** The proof $\pi_{lin,g}$ is computed as $\pi_{lin,g} \leftarrow \Pi_{lin}.\text{Sim}(\vec{e}, E, U_2)$. Since the honest prover knows a witness for $(\vec{e}, E, U_2)$, we can build a reduction against the zero-knowledge of $\Pi_{lin}$ should this change be distinguishable.

**H3** The proof $\pi_{mul}$ is computed as $\pi_{mul} \leftarrow \Pi_{mul}.\text{Sim}(U_1, U_2, Y_{log n})$. Since the honest prover knows a witness for $(U_1, U_2, Y_{log n})$, we can build a reduction against the zero-knowledge of $\Pi_{tsp}$ should this change be distinguishable.

We now see that the final hybrid is statistically impossible. Indeed, the only proof elements that are non-identical are $(A_j, B_j)_{j=1}^{\log n}$, $U_1$ and $U_2$. However these elements are computed uniformly at random both by the honest prover (due to the blinders $\alpha_j$, $\beta_j$, $\psi_1$, $\psi_2$) and the simulator.

Informally the protocol behaves as follows. First the prover chooses random $R = rG + \rho H$ used to mask $A$, and $S = sG + \sigma H$ used to mask $B$, and $T = -rbG + \tau H$ where $r$ is the same value as in $R$ and where $b$ is the value committed in $B$. It sends these values to the verifier receiving back random $c$ as a response.

Then the prover sends $u = r + ca$ and $\mu = r + ca$. The verifier checks correctness i.e. that $R + cA = (rG + \rho H) + c(aG + \alpha H) = uG + \mu H$, thus convincing itself that $u = r + ca$. The prover proves knowledge of the discrete logarithm of $B$ with $S = sG + \sigma H$, $v = s + cb$, and $\nu = \sigma + c\beta$.

The prover also sends $\omega = u\beta + \tau - cv\psi$ and the verifier checks that
\[uB + T - cY = u(bG + \beta H) + (r - rbG + \tau H) - c(yG + \psi H) = (ub - rb - cy)G + (u\beta + \tau - cv\psi) = \omega H\]

thus getting convinced that $(ub - rb - cy) = 0$. Substituting $u = r + ca$ we see
\[(r + ca)b - rb - cy = c(ab - y) = 0\]
as required. Note that if the prover chooses $T \neq -rbG + \tau H$ then with high probability verification will not pass for random $c$. 

Figure 7: Protocol $\Pi_{lin}$ for proving linear eval.: knowledge of $f, y$ (committed in $F, Y$) such that $(f, \vec{e}) = y$. The protocol is used both during $\Pi_{lin}$ and during $\Pi_{tsp}$. 

<table>
<thead>
<tr>
<th>Prover $(\vec{f}, \phi, y, \psi), (F, \vec{e}, Y)$</th>
<th>Verifier $(F, \vec{e}, Y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vec{k} \leftarrow \mathbb{Z}_p^\alpha$</td>
<td>$c \leftarrow \mathbb{Z}_p$</td>
</tr>
<tr>
<td>$\kappa_1, \kappa_2 \leftarrow \mathbb{Z}_p$</td>
<td></td>
</tr>
<tr>
<td>$s := (\vec{e}, \vec{k})$</td>
<td></td>
</tr>
<tr>
<td>$K_1 := \sum_i k_i G_i + \kappa_1 H$</td>
<td>$K_1, K_2$</td>
</tr>
<tr>
<td>$K_2 := sG + \kappa_2 H$</td>
<td></td>
</tr>
<tr>
<td>$\vec{z} := \vec{k} + cf^{\vec{r}}$</td>
<td>$c$</td>
</tr>
<tr>
<td>$\zeta_1 := \kappa_1 + c\phi$</td>
<td></td>
</tr>
<tr>
<td>$\zeta_2 := \kappa_2 + c\psi$</td>
<td></td>
</tr>
<tr>
<td>$t := \langle \vec{e}, \vec{z} \rangle$</td>
<td></td>
</tr>
<tr>
<td>$\sum_i z_i G_i + \zeta_1 H \overset{?}{=} K_1 + cF$</td>
<td></td>
</tr>
<tr>
<td>$tG + \zeta_2 H \overset{?}{=} K_2 + cY$</td>
<td></td>
</tr>
</tbody>
</table>
C AES witness generation

C.1 Key schedule

Rijndael is a block cipher that operates on a fixed block that we denote \( st \) and a key size of \( ksz \) over a number of rounds \( rnds \). Key expansion is given as input the key \( k \in \{0,1\}^{ksz} \) and outputs the rounds keys \( rk_0, \ldots, rk_{rnds} \in (\mathbb{F}_2^8)^{16} \).

In AES we have that key sizes have either 128, 192 or 256 bits: \( ksz \in \{128,192,256\} \) and \( k \in \{0,1\}^{ksz} \). For simplicity, in this description we shall assume a key size of \( ksz = 128 \) bits. The number of rounds is either 10, 12, or 14: \( rnds \in \{10,12,14\} \). We split the trace into bytes. In our implementation these bytes are further reduced into two 4 bit segments. These segments always appear together thus we here ignore this detail.

**Format of the key expansion trace.** The key scheduling execution trace contains 2 intermediary states over all rounds \( rnds \).

\[
\text{key}tr = \left( 1, \tilde{ksch}_{0,0}, \tilde{ksch}_{0,1}, \ldots, \tilde{ksch}_{rnds,0}, \tilde{ksch}_{rnds,1} \right)
\]

The 16 byte rounds keys are determined by \( rk_i = \tilde{ksch}_{i,0} \). The states \( \tilde{ksch}_{i,1} \) contain auxiliary information useful for checking the correctness of the expansion algorithm. Each intermediary state \( \tilde{ksch}_{i,j} \) contains 16 bytes arranged in a 4x4 grid of bytes

\[
\tilde{ksch}_{i,j} = \begin{pmatrix}
ksch_{i,j,0,0} & ksch_{i,j,0,1} & ksch_{i,j,0,2} & \tilde{ksch}_{i,j,0,3} \\
ksch_{i,j,1,0} & ksch_{i,j,1,1} & \tilde{ksch}_{i,j,1,2} & \tilde{ksch}_{i,j,1,3} \\
\tilde{ksch}_{i,j,2,0} & \tilde{ksch}_{i,j,2,1} & \tilde{ksch}_{i,j,2,2} & \tilde{ksch}_{i,j,2,3} \\
\tilde{ksch}_{i,j,3,0} & \tilde{ksch}_{i,j,3,1} & \tilde{ksch}_{i,j,3,2} & \tilde{ksch}_{i,j,3,3}
\end{pmatrix}
\]

where \( \tilde{ksch}_{i,j,k,\ell} \in \{0,1\}^8 \). We can interpret \( \tilde{ksch}_{i,j,k,\ell} \in \mathbb{F}_2^8 \) because \( \{0,1\}^8 \) and \( \mathbb{F}_2^8 \) are bijective.

**The key expansion protocol.** The key schedule is generated over 32 bit words with

\[
kword_{i,j} = (\tilde{ksch}_{i,j,0,0} \parallel \tilde{ksch}_{i,j,1,0} \parallel \tilde{ksch}_{i,j,2,0} \parallel \tilde{ksch}_{i,j,3,0})
\]

Then we have that

- \( ksch_{0,0,k,\ell} = k_{4k+\ell} \). Namely the first \( ksz \) bits of the keys are copied in the key schedule state. We do not have to prove this equality, we simply define the \( k \) to be the concatenation of \( \tilde{ksch}_{0,0,k,\ell} \).
\[ \text{kword}_{i,0,0} = \text{kword}_{i-1,0,0} \oplus \text{sbox}(\text{RotWord}(\text{kword}_{i-1,0,3})) \oplus \text{rcon}_i \text{ if } i \geq 1 \]
\[ \text{kword}_{i,0,\ell} = \text{kword}_{i-1,0,\ell} \oplus \text{kword}_{i,0,\ell-1} \text{ if } i \geq 1 \text{ and } \ell \neq 0. \]

Here \( \text{RotWord}([b_0, b_1, b_2, b_3]) = [b_1, b_2, b_3, b_0] \) is a one byte left circular shift. The constant words \( \text{rcon}_i \) are known to the verifier.

We can directly lookup whether \( \text{kword}_{i,0,\ell} = \text{kword}_{i-1,0,\ell} \oplus \text{kword}_{i,0,\ell-1} \). However, checking whether \( \text{kword}_{i,0,0} = \text{kword}_{i-1,0,0} \oplus \text{sbox}(\text{RotWord}(\text{kword}_{i-1,0,3})) \oplus \text{rcon}_i \) requires multiple steps. The prover thus sets
\[ \text{kword}_{i,1,0} = \text{sbox}(\text{RotWord}(\text{kword}_{i-1,0,3})) \]
\[ \text{kword}_{i,1,1} = \text{kword}_{i,1,0} \oplus \text{rcon}_i \]
\[ \text{kword}_{i,0,0} = \text{kword}_{i-1,0,0} \oplus \text{kword}_{i,1,1} \text{ if } i > 0. \]

The \( kword_{i,j,k,\ell} \) are chosen such that the key words \( kword_{i,\ell} \) satisfy the above constraints. We are now ready to define our selection matrices for the key expansion algorithm.

**Selection matrices for key expansion.** To generate the \( S_{\text{xor},O}, S_{\text{xor},L}, \) and \( S_{\text{xor},R} \) matrices do the following.

- Initialise \( n = 0 \)
- For \( 1 \leq i \leq \text{rnds} \), \( 0 \leq k < 4 \), \( 1 \leq \ell < 4 \) then:
  \[ S_{\text{xor},O}[n, 1 + 32i + 4k + \ell] = 1; S_{\text{xor},L}[n, 1 + 32(i - 1) + 4k + \ell] = 1; S_{\text{xor},R}[n, 1 + 32i + 4k + (\ell - 1)] = 1; \]
  - Increment \( n = n + 1. \) # To show \( kword_{i,0,\ell} = kword_{i-1,0,\ell} \oplus kword_{i,0,\ell-1} \) for \( i \geq 1 \) and \( \ell \neq 0 \)
- For \( 1 \leq i \leq \text{rnds} \), \( 0 \leq k < 4 \) then:
  \[ S_{\text{xor},O}[n, 1 + 32i + 16 + 4k + 1] = 1; S_{\text{xor},L}[n, 1 + 32i + 16 + 4k] = 1; S_{\text{xor},R}[n, 1] = \text{rcon}_i; \]
  - Increment \( n = n + 1. \) # To show \( kword_{i,1,1} = kword_{i,1,0} \oplus \text{rcon}_i \)
- For \( 1 \leq i \leq \text{rnds} \), \( 0 \leq k < 4 \) then:
  \[ S_{\text{xor},O}[n, 1 + 32i + 4k] = 1; S_{\text{xor},L}[n, 1 + 32(i - 1) + 4k] = 1; S_{\text{xor},R}[n, 1 + 32i + 16 + 4k + 1] = \text{rcon}_i; \]
  - Increment \( n = n + 1. \) # To show \( kword_{i,0,0} = kword_{i-1,0,0} \oplus kword_{i,1,1} \) if \( i > 0 \)
- Set all other entries to 0

To generate the \( S_{\text{sbox},O}, S_{\text{sbox},L} \) matrices do the following.

- Initialise \( n = 0 \)
- For \( 0 \leq i \leq \text{rnds} \), \( 0 \leq k < 4 \), \( 1 \leq \ell < 4 \) then:
  \[ S_{\text{sbox},O}[n, 1 + 32i + 16 + 4k'] = 1 \text{ for } k' = (k + 1) \text{ mod } 4; \]
  \[ S_{\text{sbox},L}[n, 1 + 32(i - 1) + 4k' + \ell] = 1 \text{ for } k' = (k + 1) \text{ mod } 4; \]
  - Increment \( n = n + 1. \) # To show \( kword_{i,1,0} = \text{sbox}(\text{RotWord}(\text{kword}_{i-1,0,3})) \)
- Set all other entries to 0

**C.2 Cipher**

The AES cipher is given as input the 128 bit rounds keys \( r_k^0, \ldots, r_k^\text{rnds} \in (\mathbb{F}_2^8)^{16} \) and a 128 bit message \( \vec{m} \). The cipher outputs a ciphertext \( \vec{ctx} \). Similar to the key expansion, blocks have 128 bits: \( st \in \{0, 1\}^{128} \) and we split the trace into bytes. Additionally \( r_{\text{rnds}} \in \{10, 12, 14\} \). In our implementation these bytes are further reduced into two 4 bit segments. These segments always appear together thus we here ignore this detail.
Format of the cipher trace. The AES execution trace contains 8 intermediary states over all rounds $\text{rnds}$. This has some redundancy and unused states are set to 0.

$$\overline{tr} = (1, st_{0,0,}, \ldots, st_{0,7,}, \ldots, st_{\text{rnds},0,}, \ldots, st_{\text{rnds},7})$$

Each intermediary state $st_{i,j}$ of $\overline{tr}$ contains 16 bytes arranged in a 4x4 grid of bytes

$$st_{i,j} = \begin{pmatrix}
    st_{i,j,0,0} & st_{i,j,0,1} & st_{i,j,0,2} & st_{i,j,0,3} \\
    st_{i,j,1,0} & st_{i,j,1,1} & st_{i,j,1,2} & st_{i,j,1,3} \\
    st_{i,j,2,0} & st_{i,j,2,1} & st_{i,j,2,2} & st_{i,j,2,3} \\
    st_{i,j,3,0} & st_{i,j,3,1} & st_{i,j,3,2} & st_{i,j,3,3}
\end{pmatrix}$$

where $st_{i,j,k,\ell} \in \{0,1\}^8$. We can interpret $st_{i,j,k,\ell} \in \mathbb{F}_2^8$ because $\{0,1\}^8$ and $\mathbb{F}_2^8$ are bijective. We set that $st_{i,7} = rk_i$.

The cipher protocol. The cipher works as follows for $\text{rnds}$ is the number of rounds:

- Initial round ($i = 0$),
  - AddRoundKey: add the first round key to the state, i.e. we set $st_{1,0} = st_{0,0} \oplus rk_0 = st_{0,0} \oplus st_{0,7}$

- Middle rounds ($i \in \{1, \ldots, \text{rnds}-1\}$)
  - SubBytes: applies the S-Box operation to each byte of the state, i.e. we set $st_{i,1} := \text{sbox}(st_{i,0})$
  - ShiftRows: permutes the state, by performing a cyclic rotation of the state $st_{i,1}$. Define by $\sigma : \mathbb{F}_4 \times \mathbb{F}_4 \mapsto \mathbb{F}_4 \times \mathbb{F}_4$ the permutation
    $$\sigma(0,0) \sigma(0,1) \sigma(0,2) \sigma(0,3) = (0,0) (0,1) (0,2) (0,3)$$
    $$\sigma(1,0) \sigma(1,1) \sigma(1,2) \sigma(1,3) = (1,1) (1,2) (1,3) (1,0)$$
    $$\sigma(2,0) \sigma(2,1) \sigma(2,2) \sigma(2,3) = (2,2) (2,3) (2,0) (2,1)$$
    $$\sigma(3,0) \sigma(3,1) \sigma(3,2) \sigma(3,3) = (3,3) (3,0) (3,1) (3,2)$$

  Then $\text{ShiftRows}(st_{i,j})$ maps each $st_{i,j,k,\ell}$ to $st_{i,j,\sigma(k,\ell)}$. Rather than append a state to the transcript at this stage in the computation we instead an application of $\text{ShiftRows}$ inside the next operations. This is because we are only permute the state and do not perform any operations.
  - MixColumns: performs a linear transformation on the state. Specifically $\text{MixColumns}$ applies the matrix

$$\begin{pmatrix}
    2 & 3 & 1 & 1 \\
    1 & 2 & 3 & 1 \\
    1 & 1 & 2 & 3 \\
    3 & 1 & 1 & 2
\end{pmatrix}$$

to each column of the state over the Galois field. We can represent this transform using $\text{rj}2$ and $\oplus$ operations (that are compatible with lookup tables) as follows.

* $st_{i,2} = \text{rj}2(\text{ShiftRows}(st_{i,1}))$
* for $k \in \{0,3\}$
  - $st_{i,3,k,0} = st_{i,1,\sigma(k,1)} \oplus st_{i,1,\sigma(k,2)} \oplus st_{i,1,\sigma(k,3)} \oplus st_{i,2,3,k,0} \oplus st_{i,2,3,k,1}$
  - $st_{i,3,k,1} = st_{i,1,\sigma(k,0)} \oplus st_{i,1,\sigma(k,2)} \oplus st_{i,1,\sigma(k,3)} \oplus st_{i,2,3,k,1} \oplus st_{i,2,3,k,2}$
  - $st_{i,3,k,2} = st_{i,1,\sigma(k,0)} \oplus st_{i,1,\sigma(k,1)} \oplus st_{i,1,\sigma(k,3)} \oplus st_{i,2,3,k,2} \oplus st_{i,2,3,k,3}$
  - $st_{i,3,k,3} = st_{i,1,\sigma(k,0)} \oplus st_{i,1,\sigma(k,1)} \oplus st_{i,1,\sigma(k,2)} \oplus st_{i,2,3,k,0} \oplus st_{i,2,3,k,3}$
  - AddRoundKey: adds the current round key to the state, i.e. $st_{i+1,0} := st_{i,3} \oplus rk_i = st_{i,3} \oplus st_{i,7}$

- Final round ($i = \text{rnds}$):
  - SubBytes: applies the S-Box operation to each byte of the state, i.e. we set $st_{\text{rnds},1} = \text{sbox}(st_{\text{rnds},0})$
  - $\text{ctx} = st_{\text{rnds},2} = \text{ShiftRows}(st_{\text{rnds},1}) \oplus st_{\text{rnds},7}$
We can directly many of these operations with our lookup tables. However, checking whether \( st_{i,j,k,\ell} \) has been computed in \textbf{MixColumns} requires multiple steps. The prover thus sets for \( k \in [0, 3] \)

\[
\begin{align*}
st_{i,4,k,0} &= st_{i,1,\sigma(k,0)} \oplus st_{i,1,\sigma(k,1)} \\
st_{i,4,k,1} &= st_{i,1,\sigma(k,2)} \oplus st_{i,1,\sigma(k,3)} \\
st_{i,4,k,2} &= st_{i,1,\sigma(k,1)} \oplus st_{i,4,4,0} \\
st_{i,4,k,3} &= st_{i,1,\sigma(k,0)} \oplus st_{i,4,4,1}
\end{align*}
\]

such that

\[
\begin{align*}
st_{i,3,k,0} &= st_{i,5,k,2} \oplus st_{i,2,k,1} \\
st_{i,3,k,2} &= st_{i,6,k,0} \oplus st_{i,2,k,3}
\end{align*}
\]

The \( st_{i,j,k,\ell} \) are chosen such that the key words \( st_{i,\ell} \) satisfy the above constraints. We are now ready to define our selection matrices for the cipher algorithm.

**Selection matrices for the cipher.** The concrete details of our selection matrices \( S_{\text{xor},O}, S_{\text{xor},L}, S_{\text{xor},R}, S_{\text{sbox},I}, S_{\text{sbox},O}, S_{\text{j2l},O}, S_{\text{j2l},I} \) are mechanical deferred to Appendix D. The general idea is that whenever, e.g.,

\[
st_{iO,jO,kO,\ellO} = st_{iL,jL,kL,\ellL} \oplus st_{iR,jR,kR,\ellR}
\]

then a new row is added to \( S_{\text{xor},O}, S_{\text{xor},L}, S_{\text{xor},R} \). In this new row, indexed \( n \), all entries are 0 apart from

\[
\begin{align*}
S_{\text{xor},O}[n, 1 + 128i_O + 16j_O + 4k_O + \ell_O] &= 1 \\
S_{\text{xor},L}[n, 1 + 128i_L + 16j_L + 4k_L + \ell_L] &= 1 \\
S_{\text{xor},R}[n, 1 + 128i_R + 16j_R + 4k_R + \ell_R] &= 1
\end{align*}
\]

**D Selection Matrices for AES key expansion and cipher**

To generate the \( S_{\text{xor},O}, S_{\text{xor},L}, \) and \( S_{\text{xor},R} \) matrices do the following.

- Initialise \( n = 0 \)
- For \( i = 0, k, \ell \in [0, 4] \) then:
  - \( S_{\text{xor},O}[n, 1 + 128 + 4k + \ell] = 1; S_{\text{xor},L}[n, 1 + 4k + \ell] = 1; S_{\text{xor},R}[n, 1 + 16 \cdot 7 + 4k + \ell] = 1 \)
  - Increment \( n = n + 1 \). # To show \( st_{1,0} = st_{0,0} \oplus st_{0,7} \)
- For \( i \in [1, \text{rnds}], k, \ell \in [0, 4] \) then:
  - \( S_{\text{xor},O}[n, 1 + 128(i + 1) + 4k + \ell] = 1; S_{\text{xor},L}[n, 1 + 128i + 16 \cdot 3 + 4k + \ell] = 1; S_{\text{xor},R}[n, 1 + 128i + 16 \cdot 7 + 4k + \ell] = 1 \)
  - Increment \( n = n + 1 \). # To show \( st_{i+1,0} = st_{i,3} \oplus rk_i = st_{i,3} \oplus st_{i,7} \)
- For \( i \in [1, \text{rnds}], k \in [0, 4] \) the following entries are set to 1. Let \( \eta(k, \ell) : \mathbb{F}_4 \times \mathbb{F}_4 \rightarrow \mathbb{F}_4 \times \mathbb{F}_4 \) be the operation that applies \( (k', \ell') = \sigma(k, \ell) \) and returns \( 4k' + \ell' \). Here \( \sigma \) is the permutation defined by \textbf{ShiftRows}. After each assignment
of $S_{\text{xor},O}$, $S_{\text{xor},L}$ and $S_{\text{xor},R}$ we increment $n = n + 1$:

- $S_{\text{xor},O}[n, 1 + 128i + 16 \cdot 4 + 4k + 0]$ to $S_{\text{xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 0)]$ to $S_{\text{xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 1)]$
- $S_{\text{xor},O}[n, 1 + 128i + 16 \cdot 4 + 4k + 1]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 2)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 3)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 4 + 4k + 2]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 4)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 5)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 4 + 4k + 3]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 6)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 7)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 5 + 4k + 0]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 8)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 9)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 5 + 4k + 1]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 10)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 11)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 5 + 4k + 2]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 12)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 13)]$
- $S_{\text{ xor},O}[n, 1 + 128i + 16 \cdot 5 + 4k + 3]$ to $S_{\text{ xor},L}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 14)]$ to $S_{\text{ xor},R}[n, 1 + 128i + 16 \cdot 1 + \eta(k, 15)]$

To show the Mix Columns $\oplus$ operations:
- For $i = \text{rnds}$, $k, \ell \in [0, 4]$ then:
  - $S_{\text{xor},O}[n, 1 + 128 \text{rnds} + 16 \cdot 2 + 4k + \ell] = 1$; $S_{\text{xor},L}[n, 1 + 128 \text{rnds} + 16 \cdot 1 + 4k + \ell] = 1$ where $\ell = (\ell + k) \mod 4$.
  - Increment $n = n + 1$. # To show $s_{\text{st}\text{-rows,2}} = \text{ShiftRows}(s_{\text{st}\text{-rows,1}}) \oplus s_{\text{st\text{-rows,7}}}$

- Set all other entries to 0

To generate the $S_{\text{box},O}$, $S_{\text{box},L}$ matrices do the following.

- Initialise $n = 0$

- For $i \in [1, \text{rnds}]$, $k, \ell \in [0, 4]$ then:
  - $S_{\text{box},O}[n, 1 + 128i + 16 \cdot 1 + 4k + \ell] = 1$; $S_{\text{box},L}[n, 1 + 128i + 16 \cdot 0 + 4k + \ell] = 1$
  - Increment $n = n + 1$. # To show $s_{\text{st}_{1,1}} = \text{sbox}(s_{\text{st}_{1,0}})$

- Set all other entries to 0

To generate the $S_{\text{ij2},O}$, $S_{\text{ij2},L}$ matrices do the following.

- Initialise $n = 0$

- For $i \in [1, \text{rnds}]$, $k, \ell \in [0, 4]$ then:
  - $S_{\text{ij2},O}[n, 1 + 128i + 16 \cdot 2 + 4k + \ell] = 1$; $S_{\text{ij2},L}[n, 1 + 128i + 16 \cdot 1 + 4k + \ell] = 1$ where $\ell = (\ell + k) \mod 4$
  - Increment $n = n + 1$. # To show $s_{\text{st}_{1,2}} = \text{sbox}(s_{\text{st}_{1,0}})$

- Set all other entries to 0