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Abstract. A partial key exposure attack is a key recovery attack where
an adversary obtains a priori partial knowledge of the secret key, e.g.,
through side-channel leakage. While for a long time post-quantum cryp-
tosystems, unlike RSA, have been believed to be resistant to such attacks,
recent results by Esser, May, Verbel, and Wen (CRYPTO ’22), and by
Kirshanova and May (SCN ’22), have refuted this belief.
In this work, we focus on partial key exposure attacks in the context
of rank-metric-based schemes, particularly targeting the RYDE, MIRA,
and MiRitH digital signatures schemes, which are active candidates in the
NIST post-quantum cryptography standardization process. We demon-
strate that, similar to the RSA case, the secret key in RYDE can be
recovered from a constant fraction of its bits. Specifically, for NIST cate-
gory I parameters, our attacks remain efficient even when less than 25%
of the key material is leaked. Interestingly, our attacks lead to a natural
improvement of the best generic attack on RYDE without partial knowl-
edge, reducing security levels by up to 9 bits. For MIRA and MiRitH our
attacks remain efficient as long as roughly 57%-60% of the secret key
material is leaked.
Additionally, we initiate the study of partial exposure of the witness in
constructions following the popular MPCitH (MPC-in-the-Head) paradigm.
We show a generic reduction from recovering RYDE and MIRA’s witness
to the MinRank problem, which again leads to efficient key recovery from
constant fractions of the secret witness in both cases.

Keywords: Erasure/Error Model · MinRank · Rank Syndrome Decoding · Post-
Quantum

1 Introduction

Cryptographic systems are typically designed to guarantee security as long as
the secret key remains hidden, while security trivially breaks if the secret key
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is revealed. However, the security of the system under partial exposure of the
key material, referred to as leakage robustness or resilience, is usually not guar-
anteed by design. A prominent example is the RSA cryptosystem, which has
been proven vulnerable to partial key exposure attacks: A well-known result by
Coppersmith [Cop97] shows that half of the bits of a prime factor p are sufficient
to factor the public modulus N = pq in polynomial time. Similar results have
later been shown under partial exposure of the private exponent as well as for
the private CRT exponents [EJMdW05,MNS21,MNS22,TK14].

In contrast, for most other schemes and hardness assumptions, such as the
discrete logarithm problem, it is widely believed that a partial exposure of the
secret does not allow for polynomial-time recovery [Gen05,PS98]. Similar beliefs
hold up in the case of post-quantum cryptography, where certain schemes have
been proven to enjoy a specific form of leakage robustness [DSGKS20]. Further-
more, previous works on partial key exposure attacks on different PQC schemes,
including McEliece [VP19], NTRU [PV17], BLISS [Vil19] and LUOV [VP20],
all seemingly support the assumption that the best attack under key leakage
is based on enumeration strategies of the missing key material. As such, those
attacks are usually inferior to generic key recovery attacks, unless most of the
key material is leaked.

Only recently Esser, May, Verbel, and Wen [EMVW22] have shown that
in the case of the Rainbow [DCP+19], NTRU [CDH+19] and BIKE [ABB+22]
cryptosystems the structure as well as redundancy in the secret keys can be
exploited to mount more efficient partial key exposure attacks. For example, in
the case of BIKE it is shown that knowledge of half of the secret-key bits allows
one to recover the entire secret key. Later Kirshanova and May [KM22] showed
that in the case of the McEliece system [McE78,Nie86] already a quarter of the
secret key is sufficient for full-key recovery. To the best of our knowledge, no
other post-quantum scheme has yet been shown to be vulnerable to partial key
exposure attacks.

In this work, we analyze the leakage resilience of rank-based schemes and
in particular apply our findings to RYDE [ABB+23b], MiRitH [ABB+23a] and
MIRA [ABB+23c], three active candidates of the NIST standardization pro-
cess for post-quantum secure digital signatures. More precisely, RYDE is based
on the rank-metric syndrome decoding (Rank-SD) problem, while both MIRA
and MiRitH are based on the MinRank problem. Note that all three schemes
have been selected by NIST to move forward to the second round of evalua-
tion [A+24], with MiRitH and MIRA being merged into a single submission
named Mirath [AAB+24]. Furthermore, these schemes are constructed following
the MPCitH (MPC-in-the-Head) paradigm [IKOS07] from an authentication
protocol, which is transformed into a non-interactive signature scheme via the
Fiat–Shamir transform [FS86]. Within the authentication protocol, the prover
proves knowledge of a witness to the verifier, which guarantees that the prover
knows a solution to the given problem. In RYDE as well as MIRA this witness is
a specific polynomial constructed from the solution. As knowledge of this poly-
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nomial allows for polynomial-time key recovery in both cases, the witness can
be seen as part of the secret key.

In the case of Rank-SD, we show that already a constant fraction of the secret
allows for polynomial-time recovery. This translates to polynomial-time attacks
on RYDE parameters if about 40% of the key material is leaked. Furthermore, we
show that our partial-key exposure attack leads to a natural improvement of the
best generic Rank-SD attack against RYDE, the GRS attack [GRS15,AGHT18],
reducing RYDE security levels without any key leakage by up to 9 bits.

In the case of MinRank, we show how to leverage bit knowledge on the secret
key to obtain a reduced instance, which can be solved more efficiently. While this
attack does not stay polynomial, it enables secret key recovery for MiRitH and
MIRA whenever about 55%-60% of the key material is known using less than
280 operations.

We then study a partial exposure of the polynomial used as a witness in
the authentication protocol of RYDE and MIRA. We show that this attack
asymptotically improves significantly over a bruteforce of the missing key mate-
rial, which is also reflected in its concrete complexity: A recovery of the hidden
polynomial remains feasible from up to 69% (RYDE) and 76% (MIRA) of its
coefficients in less than 280 operations.

All our attacks apply whenever a given fraction of the bit representation of the
secret key is leaked and, hence, are applicable to any distribution of leaked key
material. Note that this is in strong contrast to most previous works on partial
key exposure attacks. In the RSA setting key material is usually required to be
leaked consecutively, while often even an exposure of the most or least significant
bits is required [Cop97]. Henninger and Shacham [HS09] then required erasures
to appear in random positions. In [EMVW22] the attacks, with the exception of
the attacks on BIKE, either require leakage of full Fq coefficients of the secret
key or require erasures to appear again randomly when moving to leaked bit
information. Similarly, in [KM22] leakage of elements in F2m is assumed.

Our results emphasize the need to counteract key leakage attacks already in
the early stages of the design by embedding respective countermeasures, such as
reducing key redundancy. Overall the awareness for partial key exposure attacks
seems still limited, as known key-compression techniques that would reduce the
impact of our attacks do not find application in the current specification of
RYDE. The issue becomes even more pressing considering the growing trend
towards MPCitH and VOLEitH (VOLE-in-the-Head [BBdSG+23]) -based con-
structions, which introduce additional secret material in the form of the witness.
We show, for the first time, that partial exposure of this witness can equally be
exploited for key recovery.

Our Contributions As a first small contribution, we give a general definition
of partial key exposure attacks, which summarizes many of the different settings
encountered in the literature. We focus on a setting commonly referred to as
erasure setting, in which arbitrary, but known positions of the secret key are
revealed. We then also provide generic translations of our attacks to the error
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Bit Security Erasure rate p
[ABB+23b]This work Polynomial 80-bit

RYDE-I 147 138 0.61 0.78
RYDE-III 216 210 0.59 0.70
RYDE-V 283 283 0.64 0.71

Table 1: RYDE security levels without partial knowledge, and maximum erasure
rates p that makes possible a key recovery in polynomial-time or using less than
280 operations.

setting in which a complete, but erroneous version of the secret key is leaked. In
the following, we give a more precise summary of our technical contributions.

Rank-SD and application to RYDE. The Rank-SD problem is given a parity-
check matrix H ∈ F(n−k)×n

qm , a syndrome s ∈ Fn−k
qm and a target rank r < m,

find an x ∈ Fn
qm with Hx = s where the entries of x generate an r-dimensional

subspace E ⊂ Fqm . Our starting point for the partial key exposure attack is a
generic attack on the Rank-SD problem, the GRS attack. On a high level, the
attack guesses subspaces F ⊂ Fqm of dimension r′ > r with the goal of finding
a subspace F with E ⊆ F . Such a subspace then allows for recovery of E and
eventually the solution x if r′ is not much larger than r. In this context, we show
that any known bit of the solution allows us to derive linear equations in the
unknown generators of E. In turn, this allows us to choose subspaces F of larger
dimension r′ while still allowing to recover E, once E ⊆ F . Since the probability
of E ⊆ F grows with the dimension r′ this overall reduces the attack complexity.

When applied to RYDE parameters this leads to polynomial-time key recov-
ery attacks from 36% to 41% of leaked key material. Furthermore, when allowing
for a reasonably high practical threshold of 280 operations, key recovery remains
feasible from less than a quarter of leaked key material. We summarize these
results in Table 1.

Using the incorporation of additional linear equations, we then derive a nat-
ural improvement of the generic GRS attack without key leakage. More precisely,
we show that for certain parameter regimes it is beneficial to first guess a cer-
tain amount of the secret key bits and then apply the GRS attack in the erasure
case. Even though this procedure has to be repeated for every possible guess
of the secret key bits, the improvement still compensates for the guessing over-
head. In particular, this reduces the security level of the RYDE-I and RYDE-III
parameter sets by 9 and 6 bits respectively.

MinRank and application to MiRitH and MIRA. Informally, the MinRank prob-
lem asks to find a low-rank linear combination E = M0 +

∑
i αiMi of a given

set of input matrices M0, (Mi)i∈{1,...,k}. The solution to the problem are the
coefficients of the linear combination, i.e., the αi. Knowledge of coefficients αi
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MIRA MiRitH

NIST-I 0.40 0.43
NIST-III 0.24 0.27
NIST-V 0.18 0.22

Table 2: Maximum erasure rate that allows for a key recovery with less than 280

operations for MIRA and MiRitH “a” parameter sets.

allows one to reduce the input instance: Given αi discard the matrix Mi and
consider as the new M0 the matrix M0 +αiMi, yielding an instance with same
parameters but with new k′ = k−1. However, since MiRitH as well as MIRA use
coefficients αi ∈ F16, bit knowledge on the secret key does not translate directly
into knowledge of the coefficients αi.

To overcome this, we show a generic reduction from any MinRank instance
over an extension field Fpr to an instance over the basefield Fp. Then, exploiting
the fact that MIRA as well as MiRitH use instances over the extension field F16,
we show that bit knowledge on the secret key corresponds to known coefficients
of the MinRank instance over the basefield F2. This leads to a reduced instance
over the basefield which can be solved more efficiently. For MiRitH and MIRA
parameters this approach leads to secret key recovery from 57%-78% and 60%-
82% of leaked material respectively, when allowing for 280 bit operations (see
Table 2).

q-polynomials and application to RYDE and MIRA. Note that similar to the
Rank-SD problem, the rows of the low-rank matrix E related to a MinRank
instance generate a low-dimensional subspace E. In RYDE as well as MIRA
the subspace E is used to construct a specific kind of polynomial, called q-
polynomial, used to prove knowledge of E, which in both cases is equivalent to
knowledge of the solution.

With regards to partial exposure of the polynomial, we show a generic reduc-
tion from recovering missing bits of the coefficients of any q-polynomial, with
q = 2v for any integer v, to the MinRank problem. While it might appear direct
as the polynomial was initially constructed from a MinRank instance (in case
of MIRA), note that the instance parameters obtained in the reduction are dif-
ferent from the original input instance. Furthermore, a recovery of the original
instance from the polynomial is non-trivial as recovering the original Rank-SD
instance (in case of RYDE) would imply a reduction from MinRank to Rank-SD,
while finding such a reduction is a longstanding open problem.

We then apply known algorithms to solve the MinRank instance obtained
in the reduction, to eventually recover the q-polynomial from the leaked infor-
mation. We show that this approach significantly improves on a brute force of
the missing key material: While a brute force of the missing k bits takes about
2k operations, a recovery via the introduced reduction runs in time 2c·k for a
constant 0.6 ≤ c ≤ 0.74 depending on the schemes parameters. While this at-
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Parameter Set RYDE MIRA
c 80-bit c 80-bit

NIST-I 0.68 0.31 0.69 0.26
NIST-III 0.65 0.19 0.69 0.26
NIST-V 0.60 0.14 0.74 0.11

Table 3: Asymptotic complexity exponent c and maximum erasure rate p that
allows for recovery of the witness in less than 280 operations.

tack does not stay polynomial, we find that recovery remains possible within
280 operations up to 31% of erased key material. We summarize those results in
Table 3.

Artifacts. We provide all source code used to compute concrete estimates as
well as erasure and error bounds in the GitHub repository https://github.
com/gdalc/Sneaking-up-the-Ranks.

Open Question. The attacks presented in this work lead to full secret key re-
covery from fractions of exposed key or witness material. In the specific setting
where side channel information on both of these secrets is available, an algo-
rithm that is able to exploit information on the witness as well as the secret key
could potentially lead to higher tolerable erasure rates. We pose it as on open
question to design such an algorithm or incorporate the respective information
in the algorithms presented here.

Outline. In Section 2 we give our general definition of partial key exposure at-
tacks and recall necessary basics on the rank metric, as well as on the RYDE,
MIRA, and MiRitH cryptosystems. In Section 3 we present the partial key expo-
sure attack on the Rank-SD problem, its application to RYDE and the resulting
improvement of the GRS attack. Additionally, we provide a translation of the
attack to a different leakage setting, the error setting. In the following Section 4
we cover results on the partial key exposure attacks on MinRank. This includes
the reduction from MinRank instances over extension fields to the base field as
well as a study of the complexity of solving the resulting instance. Subsequently,
in Section 5 we provide the generic reduction from recovering missing bits of a
q-polynomial to an instance of the MinRank problem. Eventually, we study the
complexity of solving the derived instance and derive concrete bounds for the
recovery under certain runtime constraints.

2 Preliminaries

We let Fq denote the finite field with q elements. We let Fm×n
q denote the vector

space of m×n matrices over Fq and let Fn
q := Fn×1

q , therefore by default vectors
are column vectors. We write x⊺ for the transpose of a vector x. We denote the
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Hamming weight of a vector x, which is the number of its non-zero entries, by
WH(x). With ⟨x1, . . . ,xk⟩, we denote the vector space generated by x1, . . . ,xk

in Fq. The Gaussian binomial coefficient is defined as
[
m
r

]
q
=
∏r

i=1
qm−i+1−1

qi−1 and
can be approximated by qr(m−r), as given by the following lemma.

Lemma 1. For every prime power q there exists a constant Cq ∈ (0, 1) such
that

Cq <
1

qr(m−r)

[
m

r

]
q

< C−1
q .

Proof. See Appendix D.

We let Pr[A] denote the probability of event A. We define [n] := {1, . . . , n} for
every positive integer n. All logarithms are computed in base 2. In algorithmic
descriptions, “←” denotes a variable assignment. We express complexity state-
ments using standard Landau notation O and Ω. By w we refer to the linear
algebra constant. If not stated otherwise we consider w = 3.

2.1 Partial Key Exposure Attacks

Partial key exposure attacks refer to key recovery attacks, where certain in-
formation about the secret key is known a priori. These kinds of attacks are
investigated in many different settings. However, all these common settings can
be summarized in the following general definition.

Definition 1 (Partial Key Exposure). Let s ∈ Fn
2 be a secret key and let

e be drawn at random from Fn
2 according to a known probability distribution D.

Then a partial key exposure attack asks to recover s given s̃ = s + e and the
public parameters of the scheme.

The different settings only distinguish in the choice of the distribution D. The
most prevalent setting is commonly referred to as erasure setting [HS09,EMVW22,KM22].
In this setting, the error vector e is distributed as follows. Let I ⊆ [n] be a
known fixed set. Then every coordinate of e is independently distributed ac-
cording to distribution DI , where for ei ∼ DI it holds Pr [ei = 0 | i ∈ I] = 1/2
and Pr [ei = 0 | i /∈ I] = 1.

Put differently, the secret-key bits indexed by I (from incognito) are unknown
or erased while the remaining are known. We summarize the erasure setting in
the following more specific definition.

Definition 2 (Partial Key Exposure - Erasure). Let s ∈ Fn
2 be a secret

key, and I ⊆ [n] be a set of indices of erased bits. Then a partial key exposure
attack in the erasure setting asks to recover s given si for i ∈ [n] \ I. We refer
to δ := |I|/n as the erasure rate.

While our main focus lies on the erasure setting we also translate our attacks
to a setting referred to as error setting. In this case the distribution D from
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Definition 1 is defined such that for e ∼ D the number of nonzero coordinates of
e is bounded (or bounded on average) by a constant k. A common instantiation of
D in this case is the distribution where every coordinate ei of e is independently
Bernoulli distributed with parameter δ. That is, the events (ei = 1)i∈[n] are
independent and each of them happens with probability δ. In other words, an
erroneous version of the secret key s is known, where each bit was flipped with
probability δ. This translates into the following definition.

Definition 3 (Partial Key Exposure - Error). Let s ∈ Fn
2 be a secret

key, and let k ≤ n be a positive integer. Furthermore, let s̃ ∈ Fn
2 be such that

|{i ∈ [n] : s̃i ̸= si}| ≤ k. Then a partial key exposure attack in the error setting
asks to recover s given s̃. We refer to δ := k/n as the error rate.

2.2 Rank-Metric Decoding

Recall that a linear code C of dimension k and length n over a finite field F
is defined as a linear subspace of Fn of dimension k. We call C a [n, k]F-code,
and call the elements of C codewords. Such a code can be described either via
a generator matrix G ∈ Fk×n such that C = {m⊺G : m ∈ Fk}, or via a
parity-check matrix H ∈ F(n−k)×n such that C = {c ∈ Fn : Hc = 0}.

The rank metric. Let C be an [n, k]Fqm
-code over the extension field Fqm . Let

b1, . . . , bm be a basis of Fqm as a linear space over Fq. If x = (x1, . . . , xn) ∈ Fn
qm ,

then for any coordinate xi there is a (unique) representation xi = (xi,1, . . . , xi,m) ∈
Fm
q in the basis elements, that is, xi =

∑m
j=1 xi,jbj . The rank weight WR(x) of x

is defined as the rank of the n×m matrix over Fq having rows x1, . . . ,xn. Finally,
the support Supp(x) of x is the linear subspace of Fqm generated by x1, . . . ,xn.
Note that the rank weight as well as the support of a vector is independent of
the choice of the basis.

Rank syndrome decoding. The Rank Syndrome Decoding (Rank-SD) problem is
defined as follows.

Definition 4 (Rank Syndrome Decoding). Let (q,m, n, k, r) be positive
integers such that k/n ∈ (0, 1) is a constant and r ≤ m. Further let H ∈ F(n−k)×n

qm

be a parity-check matrix of an [n, k]Fqm
-code and s ∈ Fn−k

qm . The Rank Syndrome
Decoding Problem asks, given H and the syndrome s, to find x ∈ Fn

qm of rank-
weight WR(x) = r satisfying Hx = s, if such an x exists.

Note that in the cryptographic context, a solution is usually guaranteed to ex-
ist by construction and forms the secret key. We therefore always assume the
existence of at least one solution.

Algorithms to solve the Rank-SD problem broadly classify into two categories
— combinatorial and algebraic attacks. In a nutshell, algebraic attacks model the
rank restriction on x as a quadratic system, which is then solved via techniques
optimized for solving these kinds of systems. In contrast, combinatorial attacks
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focus on identifying elements in the support of x, which result in linear equations
involving the solution. Once enough linear equations are obtained, the solution
can be recovered by solving the linear system.

With respect to RYDE, the best known attacks are of combinatorial nature.
More precisely, the most efficient attack is an improvement of the GRS algorithm
[GRS15], which has been proposed in [AGHT18] and forms the starting point
for our partial key exposure attacks.

2.3 The RYDE Signature Scheme

RYDE is a digital signature scheme following the MPCitH paradigm and its
security is based on the Rank-SD problem. Hence, the secret key in RYDE is
the solution x to a Rank-SD instance.

MPC protocol and q-polynomials. As an MPCitH-based scheme, RYDE is con-
structed from an authentication protocol using the Fiat–Shamir transform to
obtain a non-interactive signature scheme. Within this authentication protocol,
the prover proves knowledge of a witness to the verifier, which guarantees that
the prover knows the solution x. Most details of the specific MPC protocol used
in RYDE are not relevant for our attack. However, the crucial part is that the
witness in the case of RYDE is a q-polynomial constructed from the solution x.
Formally, a q-polynomial is defined as follows.

Definition 5 (q-polynomial). A q-polynomial of q-degree r is a polynomial in
Fqm [X] of the form

L(X) = Xqr +

r−1∑
i=0

βiX
qi , βi ∈ Fqm .

Notice that, from our definition, q-polynomials are always monic. As detailed
in the following proposition, q-polynomials are strictly connected to linear sub-
spaces of Fqm .

Proposition 1 (q-polynomials and linear subspaces, [Ore33]). Let E be
a linear subspace of Fqm of dimension r ≤ m. Then, there exists a unique q-
polynomial LE(X) of q-degree r such that all elements of E are roots of LE(X),
that is,

LE(X) =
∏
e∈E

(X − e).

Such a polynomial is called annihilator polynomial of E. In RYDE, the secret
vector x has as support the linear subspace

U = Supp(x) = ⟨1, xi1 , . . . , xir−1
⟩, {i1, . . . , ir−1} ⊂ [n]

of dimension r. Then, the witness is defined as the annihilator polynomial of U
which is

LU (X) :=
∏
u∈U

(X − u) =

r∑
i=0

βiX
qi ,
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Parameter set q n k m r

RYDE-I 2 33 15 31 10
RYDE-III 2 41 18 37 13
RYDE-V 2 47 18 43 17

Table 4: Proposed RYDE parameters

where βi ∈ Fqm , βr = 1 and LU (1) = 0.
Note that knowledge of the full polynomial, i.e., knowledge of all its coeffi-

cients {β0, . . . , βr−1}, allows to recompute the support U , and from the support
U we can derive the secret key x, using the linear key equations Hx = s. Hence,
securing these coefficients is as essential as securing the secret key.

Parameters. RYDE proposes three different parameter sets for the NIST security
levels I, III and V, detailed in Table 4. Recall that those NIST levels correspond
to the security equivalent of AES-128, -192, and -256 respectively, and that NIST
estimates the bit security of those AES instantiations to 143, 207, and 272 bits.

2.4 The MiRitH and MIRA Signature Schemes

MiRitH [ABB+23a] and MIRA [ABB+23c] are two NIST signature submissions
following the MPCitH paradigm. In contrast to RYDE, both are based on the
MinRank problem, which is defined as follows.

Definition 6 (MinRank). Let (q,m, n, k, r) be positive integers, with q a prime
power and r < m ≤ n. Given k + 1 matrices (M0, . . . ,Mk) ∈ (Fm×n

q )k+1, the
MinRank problem asks to find α1, . . . , αk ∈ Fq (if they exist) such that

E := M0 +

k∑
i=1

αiMi (1)

has rank r.

Note that the Rank-SD and the MinRank problems are related. Indeed, ob-
serve that each column of E = [e1 | . . . | en] forms a vector in Fm

q , or equivalently
can be seen as an element in Fqm . This means the vector e = (e1, . . . , en) ∈ Fn

qm

behaves similar to the solution x in the Rank-SD problem, as WR(e) = r. In
other words the entries of e generate an r-dimensional space

U = Supp(e) = ⟨ei1 , . . . , eir ⟩, {i1, . . . , ir} ⊂ [n],

similar to the low dimensional space generated by the entries of a Rank-SD
solution.
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MIRA’s witness. Some of the ideas described in the previous Section 2.3 also find
application in the MIRA signature scheme, namely it also uses a q-polynomial
constructed from the secret key as a witness in the used MPC protocol. In
MIRA’s case, the annihilator polynomial associated to the linear subspace U is
the witness used in the MPC protocol, and is defined as

LU (X) :=
∏
u∈U

(X − u) =

r∑
i=0

βiX
qi ,

where βi ∈ Fqm and βr = 1. Note again that knowledge of this polynomial allows
to reconstruct E, from which in turn the αi can be reconstructed by solving the
linear system defined by Eq. (1).

Parameters. We summarize the suggested MIRA parameters in Table 5 and the
proposed MiRitH parameters in Table 6.

Parameter set q n k m r

MIRA-I 16 16 120 16 5
MIRA-III 16 19 168 19 6
MIRA-V 16 22 271 23 6

Table 5: Proposed MIRA parameters

Parameter set q n k m r

MiRitH-Ia 16 15 78 15 6
MiRitH-Ib 16 16 142 16 4
MiRitH-IIIa 16 19 109 19 8
MiRitH-IIIb 16 19 167 19 6
MiRitH-Va 16 21 189 21 7
MiRitH-Vb 16 22 254 22 6

Table 6: Proposed MiRitH parameters

3 Partial Key Exposure on Rank-SD

In this section, we describe a partial key exposure attack on the Rank-SD solution
with a focus on the RYDE signature scheme.
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Secret key format The secret key in RYDE is the solution x = (x1, . . . , xn) ∈
Fn
qm to a Rank-SD instance. RYDE stores the secret key in the form of the

unique representation xi = (xi,1, . . . , xi,m) of xi for all i using the canonical
basis (1, X, . . . ,Xm−1) of Fqm [X] over Fq. Moreover, RYDE uses q = 2, i.e.,
the (xi,j)i,j form a bit sequence stored as the secret key. Furthermore, for opti-
mization purposes, it is guaranteed that the support of x includes 1 ∈ Fqm , i.e.,
Supp(x) = ⟨1, xi1 , . . . , xir−1

⟩ for {i1, . . . , ir−1} ⊆ [n].

In the following, we concentrate on the setting n ≥ m, which is used in
RYDE and many other recently suggested parameters for rank-based proposals
[ABB+23a,ABB+23c]. Moreover, we stick to the RYDE-choice of q = 2 in our
explanations, while the algorithms easily extends to arbitrary q.

3.1 Attack in the Erasure Model

We denote the set of erased bits by I ⊆ [n] × [m], i.e., the secret key bits xi,j

with (i, j) ∈ I are unknown, while those xi,j with (i, j) /∈ I are known.

The known basis approach. As we show in the following a basis of the hidden
subspace E spanned by the entries of the solution x ∈ Fn

2m is sufficient to re-
cover the whole vector x. While this requires knowledge of an mr/(mn) = r/n
fraction of the elements of x, note that the erasure rate that allows for such an
attack might be far smaller than 1 − r/n. This is because erasures appear on
the bitlevel and, moreover, might be spread uniformly across the full secret key
bits. Assuming each bit is erased independently with probability δr = |I|/(mn),
we expect that the given partial information reveals a basis if

1− (1− δr)
m ≤ 1− r

n
.

This is because each component is represented via m bits, and the probability for
no erasure in m bits is (1− δr)

m. Therefore a δr satisfying the above inequality
leads to on expectation r complete xi ∈ x being revealed. Solving the inequality
for δr yields δr ≤ 1 − m

√
r/n. Note that δr converges to zero assuming r/n < c

for some constant c. Correspondingly, we find that for actual parameter sets of
RYDE, this corresponds to rather small erasure rates in the range of 2-3%.

We overcome this limitation in the following by giving an attack that can
directly work with information on the bitlevel of x, leading to constant erasure
rates in the range of 59% to 64% that still allow for polynomial-time key recovery.

Erasure-enhanced GRS attack Similar to the GRS attack [GRS15], we aim
at finding a subspace F ⊂ Fqm that contains the hidden subspace E = Supp(x).
However, we show that the extra information can be exploited to derive addi-
tional linear equations in the hidden generators of E. In turn this allows for
a choice of subspaces F of larger dimension r′, improving the probability of
random subspaces F satisfying E ⊆ F .
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Rank-SD equations. Suppose a subspace F with E ⊆ F is known. Then, given a
basis f1, . . . , fr′ of this subspace over F2, every component xi of the secret key
x can be written as xi =

∑r′

j=1 βi,jfj , for some unknown coefficients βi,j ∈ F2.
The secret key relation Hx = s leads to n − k different linear equations in the
secret key components, where the z-th equation has the form

n∑
ℓ=1

hz,ℓxℓ =

n∑
ℓ=1

hz,ℓ

r′∑
j=1

βℓ,jfj = sz,

where hz,ℓ is the coefficient in the z-th row and ℓ-th column of the parity-
check matrix H. This forms a linear system of n− k equations with coefficients
over F2m and r′n unknowns, namely βi,j ∈ F2. Moreover, we can embed these
equations into (n − k)m equations over F2, using the m canonical projections

ϕi : F2m → F2, where
m∑
i=1

xibi 7→ xi. More precisely, the z-th equation can be

split into m equations of the form

n∑
ℓ=1

r′∑
j=1

βℓ,jϕi(hz,ℓfj) = ϕi(sz), (2)

where i = 1, . . . ,m. This leads to (n− k)m equations over F2, while the number
of unknowns remains unchanged with r′n.

Linear equations from partial knowledge. Recall that partial knowledge on the
solution x corresponds to knowledge on some of the xi,j ∈ F2 where for a fixed
basis b1, . . . , bm of F2m every component of x can be written as xi =

∑m
j=1 xi,jbj .

Note that for any given subspace F = ⟨f1, . . . , fr′⟩ with E ⊆ F we can
re-write the secret key components as

xi =

r′∑
j=1

βi,jfj , (3)

where F is known (and correspondingly the fj), while the coefficients βi,j ∈ F2

are not. Since by definition we have F ⊆ F2m , every element fi of F can be
expressed as

fi =

m∑
j=1

λi,jbj . (4)

Note that the coefficients λi,j ∈ F2 are known, in fact, they define F and are
chosen randomly to construct F . Together, the last two equations lead to the
relation

xi =

r′∑
k=1

βi,k

m∑
j=1

λk,jbj ,

13



which implies the following relation between the coefficients:

xi,j =

r′∑
k=1

βi,kλk,j . (5)

or in matrix notationx1

...
xn

 =

x1,1 . . . x1,m

...
. . .

...
xn,1 . . . xn,m


 b1...
bm

 =

β1,1 . . . β1,r′

...
. . .

...
βn,1 . . . βn,r′


︸ ︷︷ ︸

B

λ1,1 . . . λ1,m

...
. . .

...
λr′,1 . . . λr′,m


︸ ︷︷ ︸

Λ

 b1...
bm

 .

This shows that any known bit xi,j of x corresponds to a linear equation in the
unknown coefficients βℓ,k. Therefore, knowledge of a partially-erased version of
the secret key, where t of the xi,j are known, corresponds to t additional linear
equations in the unknown coefficients βi,j .

The full attack. Note that together Eqs. (2) and (5) yield a linear system with
r′n unkowns, namely the coefficients βi,j , and (n−k)m+ t equations. Therefore
as long as

(n− k)m+ t ≥ r′n ⇔ (n− k)m+ t

n
≥ r′, (6)

the system contains more equations than unknowns and it is expected to have
a unique solution, which corresponds to a vector x such that Hx = s ans x is
compatible with the given bit information. The attack now selects random sub-
spaces F of dimension r′ = ⌊ t+m(n−k)

n ⌋ and solves the system given by Eqs. (2)
and (5) until the solution has rank-weight r.

Exploiting the linearity. Additionally we embed an improvement that exploits
the F2m-linearity of the code [AGHT18]. Therefore, we first inject a codeword
into the code to ensure that the vector x is a codeword in the new code. Then
the algorithm proceeds as before on the altered code. This exploits that due to
the linearity of the code, all scalar multiples αx for α ∈ F∗

2m also form code-
words of the new code. In turn, there are many different subspaces, namely those
generated by the support of αx for different α, that give rise to the secret vec-
tor x. Hence, the probability that a random subspace F includes any of those
subspaces grows.

We give the pseudocode of the erasure-enhanced GRS attack in Algorithm 1
and summarize its complexity in Theorem 1. Note that Theorem 1 relies on the
same heuristic as the attack in [AGHT18]. This heuristic regards the independent
behavior of the subspaces αE being contained in F , and as been experimentally
verified in [AGHT18]. We state it as follows.

Heuristic 1 (Independence heuristic) Let r, r′,m, n ∈ N, r′ > r and n ≥
m. Let E ⊂ Fn

2m be a subspace of dimension r. Further let p := Pr[E ⊆ F ] be

14



GRS-Erasure(H, s, r, I, (xi,j)(i,j)/∈I)

Input: Parity-check matrix H ∈ F(n−k)×n
2m of code C, syndrome s ∈ Fn−k

2m ,
target rank r ∈ N of the solution to Rank-SD instance (H, s) and (xi,j)(i,j)/∈I , where |I| = mn− t.
Output: Solution x with rank(x) = r and Hx = s.

1 : r′ ← ⌊(t+m(n− k − 1))/n⌋
2 : Solve Hy = s for arbitrary y.
3 : Compute parity-check matrix H′ of code C′ = C ∪ {y}.
4 : Construct linear system of (n− k − 1)m equations over F2 from H′x = 0 (Eq. (2)).
5 : Construct t additional equations using the known xi,j (Eq. (5)).
6 : repeat
7 : Choose random r′-dimensional subspace F ⊆ F2m by selecting the coefficients λi,j ,

i ∈ [r′], j ∈ [m] (Eq. (4)).
8 : Solve the linear system for the βi,j and construct αx (Eq. (3)).
9 : until WR(αx) = r

10 : return x

Algorithm 1: Erasure-enhanced GRS attack

the probability that a given subspace F ⊂ Fn
2m of dimension r′ includes E over

the random choice of F . Then it holds that

Pr[∃α ∈ F∗
2m : αE ⊆ F ] = Ω

(
1− (1− p)S

)
,

where S = |{αE : α ∈ F∗
2m}| is the number of subspaces of the form αE.

Theorem 1 (Erasure-enhanced GRS attack). Let m,n, k, r ∈ N with n ≥
m. Let (H, s) be a Rank-SD instance over F2m with solution x. Then Algorithm 1
recovers x under Heuristic 1 in the erasure setting with expected time complexity

T = O
((

(n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m

))
,

where t = mn− |I| is the number of known secret key bits.

Proof. Note that the initial preprocessing, i.e., the injection of the codeword, the
computation of the parity-check matrix H′ and the construction of the linear
system, can be done in polynomial time. Therefore, the running time is domi-
nated by the repeat loop. The expected time complexity of the loop and, hence,
the algorithm is the time complexity of each iteration of the loop divided by the
success probability of one iteration.

The time of each loop iteration is dominated by the time of solving a linear
system with r′n ≤ (n− k − 1)m+ t unknowns and (n− k − 1)m+ t equations,
that is, O

((
(n− k)m+ t

)3).
As shown previously, the algorithm is successful whenever the chosen sub-

space F includes at least one of the subspaces αE, where α ∈ F∗
2m , and E is
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the r-dimensional space spanned by the entries of the secret key x ∈ Fn
2m . The

probability of F including the subspace αE for any fixed α is

p := Pr[αE ⊆ F ] = Pr[E ⊆ F ] =

[
r′

r

]
2

/[m
r

]
2

= Ω(2−r(m−r′)),

which is the number of subspaces of dimension r in F divided by the number of
r-dimensional subspaces in F2m , where the last equality follows from Lemma 1.

Now, under Heuristic 1 to find the probability that F includes at least one of
the subspaces αE, we can treat those probabilities as independent for different
subspaces αE, which gives

q := Pr[∃α ∈ F∗
2m : αE ⊆ F ] = 1− (1− p)S ≥ Sp

Sp+ 1
= Ω

(
min(1, Sp)

)
,

where S is the number of different subspaces in {αE}α∈F∗
2m

. Note that in [AGHT18,
Proposition III.1] it is shown that for a binary extension field, S is maximal with
high probability, i.e. S = 2m − 1. Overall this leads to a complexity of

T = O
((

(n− k)m+ t
)3/

q
)
= O

((
(n− k)m+ t

)3)
max

(
1, 2r(m−r′)−m

))
,

as claimed, since

m−r′ = m−
⌊
t+m(n− k − 1)

n

⌋
= m−

⌊
m− (k + 1)m− t

n

⌋
=

⌈
(k + 1)m− t

n

⌉
⊓⊔

Remark 1 (Dependence on Heuristic 1). The dependence on Heuristic 1 is an
artifact of embedding the improvement from [AGHT18]. If not using the im-
provement, we do not need to rely on any heuristics at the cost of a changed
complexity exponent of r⌈km−t

n ⌉.

Polynomial-time Key-Recovery Note that in the specific case of no knowl-
edge on x, corresponding to t = 0 known bits, Algorithm 1 collapses to the
linearity-improved GRS algorithm. In all other cases, the algorithm’s complex-
ity exponent is reduced and decreases linearly in t/n. Moreover, the following
theorem shows that up to an erasure rate of roughly 1− k/n+ 1/r the secret x
can be recovered in polynomial time using Algorithm 1.

Theorem 2 (Polynomial Erasure Attack). Let n,m, k, r ∈ N with n ≥ m.
Let (H, s) be a Rank-SD instance over F2m with solution x. Then x can be
recovered in the erasure setting in polynomial time up to an erasure rate p ≤ δ
with

1− k + 1

n
+

1

r
≥ δ ≥ 1− k + 1

n
+

1

r
− 1

m
.
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Proof. The time complexity of Algorithm 1 is polynomial (compare to Theo-
rem 1) whenever

0 ≥ r

⌈
(k + 1)m− t

n

⌉
−m = r

(
(k + 1)m− t

n
+ ε

)
−m

⇔ t ≥ (k + 1)m+ εn− mn

r

Since the solution to a Rank-SD instance over F2m consists of nm bits, for an
erasure rate of p ≤ 1 − t/mn we obtain knowledge of at least t secret key bits.
Hence, we find that up to an erasure rate of

p = 1− t

mn
≤ 1− k + 1

n
− ε

m
+

1

r
= δ,

the secret x can be recovered in polynomial time with constant probability. The
statement of the theorem follows from observing that 0 ≤ ε ≤ 1. ⊓⊔

Application to RYDE parameters In Table 7 we summarize the erasure
probabilities that lead to polynomial-time key recoveries for RYDE parameters
when applying (1) the known-basis approach detailed at the beginning of the
section (2) the erasure-enhanced GRS attack not relying on any heuristics and
(3) the erasure-enhanced linearity-improved GRS attack. We observe that the
erasure-enhanced GRS attack greatly outperforms the known-basis approach,
due to its ability to leverage information on the bitlevel.3

Known-basis Approach
(Section 3.1)

Erasure-enhanced GRS
(Remark 1)

Erasure-enhanced
improved GRS
(Theorem 2)

RYDE-I 0.04 0.55 0.61
RYDE-III 0.03 0.56 0.59
RYDE-V 0.02 0.62 0.64

Table 7: Maximum erasure rates that allow for polynomial-time key recovery.

In Fig. 1 we compare the concrete bit complexity of the erasure-enhanced
GRS attack against the known basis approach. In case no basis is revealed by
the given information, the remaining bits to obtain a basis are guessed. Note
that this attack, in contrast to Algorithm 1 depends on the distribution of the
erasures. In the comparison we assume erasures distribute uniformly over all
coordinates, which implies that the number of bits that have to be guessed is
3 Note that the probability for the erasure-enhanced GRS attack (Theorem 2) in the

table is computed exactly by determining the smallest t such that the max statement
in the running time of Theorem 1 evaluates to one.
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Fig. 1: Bit complexity of the erasure-enhanced GRS attack (Algorithm 1, solid)
and the guessing basis approach (dashed) applied to the RYDE-I and RYDE-V
parameter sets.

60-bit 80-bit
Guess Basis Algorithm 1 Guess Basis Algorithm 1

RYDE-I 0.04 0.71 0.06 0.78
RYDE-III 0.03 0.67 0.04 0.70
RYDE-V 0.02 0.69 0.03 0.71

Table 8: Maximum erasure rates that allow for a key recovery with less than 260

and 280 operations.

about δ ·mr. We account for the polynomial factors of this approach with (nr)3,
which corresponds to solving Hx = s given a basis of the hidden subspace. It can
be observed that, in contrast to the known basis approach, Algorithm 1 yields
an attack below the security level for any number of known bits t > 0.

When allowing for a certain, non-polynomial, but reasonably low time com-
plexity constraint of 60- or 80-bit, we find that key recovery remains possible up
to 78% of erased key material using Algorithm 1, as shown in Table 8.

3.2 Impact on RYDE Parameters

In the following, we observe that the erasure-enhanced GRS attack leads to a
natural improvement of the GRS attack. This improvement leads in certain cases
to a reduced complexity for recovering the Rank-SD solution even without ad-
ditional knowledge, and impacts RYDE security levels. This improvement stems
from the discontinuity of the runtime formula, namely the ceiling of the expo-
nent (see Theorem 1). This ceiling is necessary to ensure that there are at least
as many equations as unknowns to be able to solve the resulting linear system.
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Now, we find that by guessing a few bits of x we can control the number of
equations to balance equations and unknowns without the necessity of ceiling.

More precisely, the runtime exponent of the attack when t bits of x are known
is given in Theorem 1 as r

⌈
(k+1)m−t

n

⌉
−m. Furthermore even if no bits of x are

known Algorithm 1 can be applied with parameter t > 0 by first guessing t
bits of x. Clearly this attack can only succeed for a correct guess on those bits.
However, reapplying the attack for all possible 2t choices for those bits of x
eventually leads to a successful attack with a multiplicative runtime overhead of
2t.

The following proposition summarizes the complexity of this guessing variant.

Proposition 2 (Guessing-enhanced GRS attack). Let m,n, k, r ∈ N with
n ≥ m. Let (H, s) be a Rank-SD instance over F2m with solution x. Then, x can
be recovered with expected time complexity

T = O
((

(n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m+t

))
,

for any t ≤ nm.

Note that the attack complexity given in Proposition 2 is superior to the
linearity-improved GRS attack, whenever there is a t > 0 that minimizes the
runtime expression. Usually, this is the case when there is a 0 < t < r such that⌈

(k + 1)m− t

n

⌉
=

⌈
(k + 1)m

n

⌉
− 1.

In this case, the runtime exponent is reduced by r, which compensates for the
addition of t, which leads to an overall improvement by a factor of 2r−t. For
the suggested RYDE parameter sets we find that the choices of t = 1 (RYDE-I)
and t = 6 (RYDE-III) satisfy the above and lead to corresponding bit security
reductions by r− t = 10−1 = 9 bits and r− t = 13−6 = 7 bits, respectively. For
the RYDE-V parameter set, the smallest t leading to such a decrease is t = r+1,
which therefore does not give an improvement.

We summarize the new security levels according to this attack improvement
in Table 9. Note that for deriving those numbers, we follow the RYDE specifi-
cation, which conservatively assumes that the linear system can be solved with
exponent w = 2 (rather than w = 3). Therefore, even though the numbers lie
below the NIST security threshold of 143 in case of Category-I the practical
security guarantees are likely still high enough.

3.3 Attack in the Error Model

Recall that in the error model an erroneous secret key x̃ = x+e = (xi,j+ei,j)i,j =
(x̃i,j)i,j , where xi,j , ei,j ∈ F2 for (i, j) ∈ [n]×[m] is obtained, where at most δ ·nm
of the ei,j are non-zero for given δ ∈ (0, 1).
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Improved GRS
[AGHT18]

Guessing-enhanced GRS
(Proposition 2)

RYDE-I 147 138
RYDE-III 216 210
RYDE-V 283 283
Table 9: Bit security levels of RYDE parameter sets.

GRS-Error(H, s, r, x̃, δ)

Input: Parity-check matrix H ∈ F(n−k)×n
2m of code C, syndrome s ∈ Fn−k

2m , target rank r ∈ N,
erroneous version x̃ = x+ e of the solution to Rank-SD instance (H, s) where WH(e) ≤ δmn.
Output: Solution x with rank(x) = r and Hx = s.

1 : Choose optimal t
2 : repeat
3 : Guess t zero bits in e, i.e., guess J ⊆ [n]× [m] with |J | = t such that ei,j = 0 for (i, j) ∈ J

4 : Execute Algorithm 1 with inputs H, s, r and (x̃i,j)(i,j)∈J of the solution to Rank-SD instance (H, s).

5 : until Algorithm 1 returns solution x

6 : return x

Algorithm 2: Error-enhanced GRS attack

Connection to syndrome decoding in the Hamming metric. Note that the sparse-
ness of the error leads to a direct connection to the Hamming metric decoding
problem. Hamming metric decoding asks to find a solution e satisfying He = s′,
where e has small Hamming-weight. Note that

Hx̃ = H(x+ e) = s+He.

Therefore e is a solution to the syndrome decoding instance (H, s′), where s′ :=

Hx̃− s. Embedding this instance over F2 yields H ∈ Fm(n−k)×mn
2 and an error

e ∈ Fmn
2 of Hamming weight δ ·mn. This leads to a first potential attack in the

error setting, which is recovering the error e by applying decoding techniques in
the Hamming metric.

In the following, we describe additionally a generic translation of the erasure
attack from Section 3.1 to the error setting. In this translation we also exploit
the sparseness of e by guessing zeros in the error and then perform the erasure-
enhanced (improved) GRS attack (Algorithm 1). Therefore observe, that when t
correct zero positions are guessed, an application with parameter t of Algorithm 1
recovers the solution. The pseudocode of this adaptation is given by Algorithm 2
and its complexity is summarized in the following lemma.

Lemma 2 (Error-enhanced GRS attack). Let m,n, k, r ∈ N with n ≥ m.
Let (H, s) be a Rank-SD instance over F2m with solution x. Given an erroneous
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version x̃ = x+e of x with error rate δ, Algorithm 2 recovers x under Heuristic 1
with expected time complexity

T = O

( (
mn
t

)(
(1−δ)mn

t

) · ((n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m

))
,

for any integer t ≤ (1− δ) ·mn.

Proof. Given in Appendix A.1.

Polynomial-Time Error Attack We find that the complexity of the attack
remains polynomial up to an error probability of δ = O

(
logmn
mn

)
. We formalize

this in the following theorem and deliver the proof in Appendix A.2 for com-
pleteness.

Theorem 3 (Polynomial Error Attack). Let n,m, k, r ∈ N with n ≥ m.
Let (H, s) be a Rank-SD instance over F2m with solution x. Given an erroneous
version x̃ of x with error probability p = O( log(mn)

mn ), then x can be recovered in
polynomial time with constant probability.

Note that the error probability of Theorem 3 matches the result obtained for
codes in the Hamming metric in [EMVW22], when using the translation to the
Hamming metric detailed at the beginning of the section. However, when com-
paring concrete complexities on actual RYDE parameter sets, the complexities
of both approaches differ.

Concrete Complexity of Error Attacks. In Fig. 2 we provide the complexi-
ties of both strategies as a function of the error probability for the RYDE-I (left)
and RYDE-V (right) parameter sets. For estimating the hardness of the binary
Hamming-metric syndrome decoding instance we use the CryptographicEstima-
tors library [EVZB24], which incorporates the Syndrome Decoding Estimator
tool [EB22]. We observe that for low error probabilities the translation to the
Hamming case is favorable, while for larger error rates, the adaptation of the
erasure-enhanced GRS attack achieves a better complexity.

In Table 10 we summarize the error rates that allow for key recovery below
the respective security levels, implying that up to these error rates the leaked
information can be exploited to improve over generic key recovery attacks.

4 Partial Key Exposure on MinRank

In this section, we describe a partial key exposure attack on the private key of a
MinRank instance. We demonstrate the effectiveness of the attack by application
to the MIRA and MiRitH signature schemes.

Recall that the solution to a MinRank instance is a linear combination of the
input matrices that yields a low rank matrix E = M0 +

∑k
i=1 αiMi.
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Fig. 2: Bit complexity of the error-enhanced GRS attack (Algorithm 2, green line)
or decoding techniques in the Hamming metric (Dumer’s algorithm [Dum91],
dashed blue line) applied to the parameter sets of RYDE-I and RYDE-V.

Hamming Decoding Algorithm 2

RYDE-I 0.107 0.159 (t = 133)
RYDE-III 0.102 0.162 (t = 252)
RYDE-V 0.089 0.184 (t = 300)

Table 10: Maximum error rates that allow for a key recovery with less than 2143,
2207 and 2272 operations for RYDE-I, -III and -V respectively.

Secret key format The secret key in MIRA and MiRitH is the solution
α = (α1, . . . , αk) ∈ Fk

q of a MinRank instance. Both schemes use an exten-
sion field with q = 24. The coefficients are then represented on the bitlevel via
a basis b1, . . . , b4 of F16 as a F2-linear space. That is, each coefficient αi ∈ F16

is represented via the (unique) string of four bits αi,1, . . . , αi,4 ∈ F2 such that
αi =

∑4
j=1 αi,jbj . We remark that b1, . . . , b4 are determined by the implemen-

tation of the scheme.

4.1 Attack in the Erasure Model

Note that once a coefficient αi is known the MinRank instance can be nat-
urally reduced to an instance with decreased value of k. Therefore the new
instance is defined as (M0 +αiMi,M1, . . . ,Mi−1,Mi+1, . . . ,Mk) with solution
(α1, . . . , αi−1, αi+1, . . . , αk). The resulting instance is reduced by one matrix and
can therefore be solved more efficiently. However, since MiRitH as well as MIRA
do not use binary coefficients but coefficients from binary extension fields, bit
knowledge on the secret key does not directly translate into coefficient knowl-
edge.
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A first straightforward approach achieves the translation between bits and
coefficients by guessing the remaining bits to obtain full coefficients. We briefly
outline this technique in the following to obtain a baseline for later comparison.

Bruteforce Approach. Given an erasure rate of δ, we expect δ · d erasures per
coefficient, where q = 2d. Therefore guessing the remaining bits of a coefficient
αi has a complexity of 2⌈δd⌉, where d is such that q = 2d. As detailed above,
each correct guess of a coefficient reduces the k of the MinRank instance by one.
Therefore, the complexity of recovering the secret key when ℓ guesses are made
becomes

min
ℓ=0,...,k

{
2⌈ℓδd⌉ · C(q,m, n, k − ℓ, r)

}
, (7)

where C(q,m, n, k, r) is the complexity of solving a MinRank instance with pa-
rameters (q,m, n, k, r).

Note that, apart from a huge guessing overhead, the approach disregards
the known bits for any coefficient not part of the guessing. In the following
we improve on the bruteforce approach by giving a general reduction from any
MinRank instance over an extension field Fpk to an instance over the basefield
Fp. Moreover, we show that in case of p = 2 the bits of the secret key are the
coefficients of the resulting MinRank instance. In case of MIRA and MiRitH this
allows to directly exploit known bits to reduce the resulting instance.

Rewriting a MinRank instance over the base field Let E/F be a field
extension of finite degree d. Let us describe an algorithm that transforms any
MinRank instance defined over E into an equivalent MinRank instance defined
over F. At its core the reduction employs the fact that elements of E can be
written as d×d matrices over F. This representation is then exploited to construct
multiple matrices which are subsequently injected into the new instance over the
basefield.

Fix a basis b1, . . . , bd of E as a vector space over F. For each a ∈ E, let
Xa ∈ Fd×d be the matrix associated to the F-linear map E → E : x → ax with
respect to the basis b1, . . . , bd. More precisely, the jth column of Xa consists of
the coefficients of abj written with respect to the basis b1, . . . , bd. Thus, Xab =
XaXb for every a, b ∈ E. For every matrix A ∈ Es×t let Φ be the component wise
application of this map. Therefore Φ(A) ∈ Fds×dt is the (block) matrix obtained
from A by replacing each entry a of A with the matrix Xa. The following
theorem now states the reduction to MinRank instance over the basefield.

Theorem 4 (Reduction to Base Field MinRank Instance). Let M =
(M0, . . . ,Mk) ∈ Em×n be a MinRank instance with parameters m,n, k, r. For
α1, . . . , αk ∈ E, write αi =

∑d
j=1 α̃i,jbj with α̃i,j ∈ F.

Let M̃0 := Φ(M0), let M̃i,j := Φ(bjMi) for every i ∈ {1, . . . , k} and j ∈
{1, . . . , d}, and let M̃ be the MinRank instance over F with parameters dm, dn, dk, dr

consisting of the dk + 1 matrices M̃0, M̃i,j.
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Then α1, . . . , αk is a solution to the MinRank instance M if and only if α̃i,j

is a solution to the MinRank instance M̃.

Before proving Theorem 4, let us introduce the following three lemmas about
the behavior of the map Φ.

Lemma 3. Let A ∈ Es×t and B ∈ Et×u. Then Φ(AB) = Φ(A)Φ(B).

Proof. The claim is a straightforward consequence of performing the block-wise
multiplication Φ(A)Φ(B) and employing the property Xab = XaXb for every
a, b ∈ E. ⊓⊔

Lemma 4. Let A ∈ Es×s. If A is invertible, then Φ(A) is invertible and in fact
Φ(A)−1 = Φ(A−1).

Proof. Since Φ(Is) = Ids, the claim follows from Lemma 3. ⊓⊔

Lemma 5. Let A ∈ Es×t. Then rank(Φ(A)) = d rank(A).

Proof. Let r := rank(A). Then there exist invertible matrices S ∈ Es×s and

T ∈ Et×t such that A = SBT, where B =

(
Ir ∗
0 0

)
. Thus by Lemma 3 we get

that Φ(A) = Φ(SBT) = Φ(S)Φ(B)Φ(S), where Φ(B) =

(
Idr ∗
0 0

)
has rank dr

and, by Lemma 4, Φ(S) and Φ(T) are invertible. Hence, rank(Φ(A)) = dr, as
desired. ⊓⊔

Now, we are ready to deliver the proof of Theorem 4.

Proof (of Theorem 4). We have that

M0 +

k∑
i=1

αiMi = M0 +

k∑
i=1

d∑
j=1

α̃i,jbjMi. (8)

Suppose that E = M0+
∑k

i=1 αiMi, where E ∈ Em×n has rank r. Then, applying
Φ to (8), taking into account that Φ is F-linear, we get that

Φ(E) = M̃0 +

k∑
i=1

d∑
j=1

α̃i,jM̃i,j ,

where, by Lemma 5, the matrix Φ(E) has rank dr. Hence, we have that α̃i,j is a
solution to the MinRank instance M̃.

Vice versa, suppose that H = M̃0+
∑k

i=1

∑d
j=1 αi,jM̃i,j , where H ∈ Fdm×dn

has rank dr. Then by (8) we have that

H = Φ

(
M0 +

k∑
i=1

αiMi

)
.

Letting E := M0 +
∑k

i=1 αiMi, from Lemma 5 we get that E has rank r. Thus
α1, . . . , αk is a solution to the MinRank instanceM. ⊓⊔
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BaseField-MinRank({Mi}i=0,...,k)

Input: MinRank instance (M0, . . . ,Mk, r) with parameters (q = 2d,m, n, k, r) and solution α1, . . . , αk ∈ Fq

Output: MinRank instance (M̃0, M̃1,1 . . . , M̃d,k) with parameters q = 2, dm, dn, dk, dr and

solution (αi,j)j∈[d],i∈[k] where αi =

d∑
j=1

αi,jbj

1 : For each a ∈ Fq, let Xa ∈ Fd×d
2 be the matrix associated to the F2-linear map Fq → Fq : x→ ax

with respect to the basis b1, . . . , bd.

2 : For each M ∈ Fm×n
q , let Φ(M) ∈ Fdm×dn

2 be the (block) matrix obtained from M

by replacing each entry a of M with the matrix Xa.

3 : Set M̃0 ← Φ(M0). Compute M̃i,j ← Φ(bjMi), with 1 ≤ i ≤ k and 1 ≤ j ≤ d.

4 : return (M̃0, M̃1,1 . . . , M̃d,k)

Algorithm 3: Algorithm for transforming a MinRank instance defined on Fq with
q = 2d into an equivalent instance on F2.

For both MIRA and MiRitH, it holds that E = F24 and F = F2. Therefore,
from now on we focus on these two fields. Algorithm 3 recaps the steps which are
necessary to transform an instance for these schemes into an equivalent instance
defined on the basefield.

Obtaining a Reduced Instance As before, we denote the set of erased bits
by I ⊆ [d] × [k], i.e., the secret key bits αi,j with (i, j) ∈ I are unknown, while
those αi,j with (i, j) /∈ I are known. Suppose we know t bits of the private key
{αi,j}i,j , αi,j ∈ F2 of a given MinRank instance over F2d , that is |I| = dk − t .

Theorem 4 shows how to transform the original instance into an instance over
the basefield F2. Moreover, note that for MIRA and MiRitH, using binary exten-
sion fields, the secret key bits αi,j directly correspond to the coefficients of the
the MinRank instance M̃ output by Algorithm 3, when choosing the same basis
b1, . . . , bd as in the implementation. Therefore, every known bit can be leveraged
to decrease the dimension of the matrix code related to the instance M̃ by one.
Overall, this leads to a MinRank instance with parameters (2, dm, dn, |I|, dr).

Complexity of Solving the Reduced Instance Generally there are, simi-
lar to Rank-SD, two different approaches to solve MinRank instances, algebraic
and combinatorial techniques. For the parameters encountered in the instances
derived from Algorithm 3 for proposed MiRitH and MIRA parameters, we find
combinatorial techniques to perform best using the publicly available MinRank
estimator provided within in CryptographicEstimators library [EVZB24]. In par-
ticular, we observe that the Kernel-Search (KS) algorithm [GC00] achieves the
best time complexity for nearly all erasure rates, with single bit differences where
this is not the case. Given these negligible complexity differences and the fact
that the KS algorithm allows for a closed-form complexity expression, we focus
on the KS algorithm to solve the reduced instance obtained from Algorithm 3
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KS-erasure({Mi}i=0,...,k, r, I, (αi,j)(i,j)/∈I)

Input: MinRank instance (M0, . . . ,Mk) with parameters (q = 2d,m, n, k, r) and (αi,j)(i,j)/∈I , where |I| = dk − t.

Output: Solution α = (α1, . . . , αk) ∈ Fk
q such that E = M0 +

k∑
i=1

αiMi and rank(E) = r.

1 : Use Algorithm 3 to obtain an equivalent MinRank instance over F2 with parameters (2, dm, dn, dk, dr).
2 : Incorporate the knowledge of the bits (αi,j)(i,j)/∈I to obtain a new instance with parameters (2, dm, dn, |I|, dr).
3 : Solve the latter instance using Kernel Search to obtain solution (αi,j)j∈[d],i∈[k].

4 : return (αi)i∈[k] with αi =

d∑
j=1

αi,jbj

Algorithm 4: Erased Key - Kernel Search Attack

in the following. The following lemma summarizes the complexity of the Kernel-
Search algorithm to solve a MinRank instance.

Lemma 6 (Kernel-Search, [GC00]). Let q,m, n, k, r be positive integers,
where q is a prime power. Then a solution to the MinRank problem with param-
eters (q,m, n, k, r) can be found in time O(qr⌈ k

m ⌉kw), where w is the constant of
linear algebra.

We now apply the Kernel-Search algorithm to the solve reduced instance
obtained from Algorithm 3 and correspondingly recover the secret key. This
procedure is summarized in Algorithm 4, and its complexity is summarized in
the following theorem.

Theorem 5 (Erasure-enhanced Kernel Search Attack). Let d, n,m, k, r
be positive integers and q = 2d. Let {Mi}i=0,...,k be a MinRank instance over Fq

with solution α. Then Algorithm 4 recovers α in the erasure setting with expected
time complexity

T = O
(
2dr⌈

|I|
dm⌉ · |I|w

)
,

where I is the index set of missing coefficient bits.

Proof. Note that the transformation of the starting instance into a base field
instance using Algorithm 3 can be performed in polynomial time. Therefore,
the computational time of Algorithm 4 is equal to the complexity of the Kernel
Search algorithm applied to an instance of parameters (2, dm, dn, |I|, dr), which
is O

(
2dr⌈

|I|
dm⌉ · |I|w

)
(see Lemma 6). ⊓⊔

Note that due to the ceiling of |I|
dm in the exponent, there is, in contrast to

Section 3, no erasure regime for which the complexity statement of Theorem 5
yields a polynomial running time. However, we find that with respect to con-
crete complexities there are large regimes for which a recovery is possible under
reasonable runtime constraints.
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60-bit 80-bit
Bruteforce Algorithm 4 Bruteforce Algorithm 4

MIRA-I 0.08 0.27 0.13 0.40
MIRA-III 0.05 0.14 0.08 0.24
MIRA-V 0.03 0.10 0.05 0.18
MiRitH-Ia 0.11 0.26 0.18 0.43
MiRitH-IIIa 0.06 0.18 0.11 0.27
MiRitH-Va 0.04 0.11 0.07 0.22

Table 11: Maximum erasure rates that allow for a key recovery with less than
260 and 280 operations.

Application to MIRA and MiRitH parameters We now compare the con-
crete complexities of the reduction approach (Algorithm 4) and the brute force
approach (see beginning of Section 4.1). For estimating the complexity of solving
the MinRank instance, we use the CryptographicEstimators library [EVZB24],
which on top of Theorem 7 allows for some hybrid-guessing techniques, which
can lead to some gains in practice.

Figure 3 shows the concrete bit complexity of solving the instance via the
reduction approach as a function of the erasure rate in comparison to the brute-
force approach for NIST category I and V parameters. Note that for sake of
clarity we restrict to the MiRitH “a” parameter sets. However, note that, the “b”
parameters lead very similar results. We observe that in contrast to the brute-
force approach, which yields improvements only up to a certain upper bound,
the application of the reduction leads to a steady improvement for any erasure
rate δ = |I|/(dk) < 1.

In Table 11 we provide bounds on the erasure rate, up to which the secret
key can be recovered in less than 260 and 280 bit operations using the brute
force approach and the reduction approach. Notably, for many parameter sets,
the tolerable erasure rate increases significantly, by a factor of approximately
three.

Attack in the Error Model. In Appendix B we give for completeness a translation
of the erasure-enhanced Kernel-Search algorithm to the error setting via the
general translation also used in Section 3.3.

5 Partial Exposure of the Annihilator Polynomial

In this section, we consider a partial key exposure attack on the witness used in
the MPC protocol of RYDE and MIRA signature schemes. The witness in both
schemes is an annihilator polynomial of a linear subspace directly connected to
the solution. In the case of RYDE this subspace is generated by the entries of
the solution vector, while in MIRA the subspace is generated by the columns of
the low-rank matrix that is a linear combinations of the input matrices. In both
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(b) MIRA-V parameters
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(c) MiRitH-Ia parameters
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(d) MiRitH-Va parameters

Fig. 3: Bit complexity of the erasure-enhanced Kernel Search attack (Algo-
rithm 4) and the bruteforce approach (dashed) applied to the MIRA-I, MIRA-V,
MiRitH-Ia and MiRitH-Va parameter sets.

cases, the recovery of this linear subspace, or equivalently the recovery of the full
annihilator polynomial, allows one to recover the secret key in polynomial time.
Therefore in RYDE as well as MIRA once the subspace is known the public key
relation is used to obtain a linear system whose solution is the secret key.

More precisely, in MIRA for a basis b1, . . . , br ∈ Fm
q of the column-space of E,

we have E = BC, where B ∈ Fm×r
q is the matrix having columns b1, . . . , br and

C ∈ Fr×n
q . Hence, the relation E = M0+

∑k
i=1 αiMi can be rewritten as a linear

system over Fq of mn equations in the k + mr unknowns given by α1, . . . , αk

and the entries of C. This linear system can be solved in polynomial time, thus
recovering the secret key α1, . . . , αk.
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In the case of RYDE the recovery works similar to the recovery of the solution
in the context of the GRS attack once a suitable subspace is known by solving
the linear system Hx = s provided by the public key.

Witness-format The annihilator polynomial in both schemes is stored via its
coefficient representation, i.e. the polynomial

LU (X) :=
∏
u∈U

(X − u) =

r∑
i=0

βiX
qi ,

is represented via its r coefficients βi, i = 0, . . . , r−1, since βr = 1. Both schemes
use an r-dimensional subspace U ⊂ Fqm with q = 2v, for a positive integer v.
The coefficients are then represented on the bitlevel via a basis b1, . . . , bmv of
Fqm as a F2-linear space. That is, each coefficient βi ∈ Fqm is represented via the
(unique) string of mv bits βi,1, . . . , βi,mv ∈ F2 such that βi =

∑mv
j=1 βi,jbj . We

remark that b1, . . . , bmv are determined by the implementation of the scheme.

5.1 Attack in the Erasure Model

We let I ⊆ {0, . . . , r − 1} × [mv] define the index set of unknown bits of the
annihilator polynomial. That is, each bit βi,j with (i, j) ∈ I is unknown, while
each bit βi,j with (i, j) /∈ I is known.

In the following, we show that recovering the unknown coefficients is equiv-
alent to solving a MinRank instance that can be computed in polynomial time
from the known coefficients.

Theorem 6 (Annihilator Polynomial Coefficient Exposure). Retrieving
the unknown βi,j’s with (i, j) ∈ I is equivalent to solving an instance of the
MinRank problem with parameters q′ = 2, m′ = n′ = mv, k′ = |I|, r′ = (m−r)v,
which can be computed in polynomial time from the basis b1, . . . , bmv and the
given coefficient knowledge (βk,h)(k,h)/∈I .

Proof. By construction, we have that U is the set of zeros of LU . Thus the
elements of U are exactly those of the form

∑mv
j=1 xjbj , where x1, . . . , xmv ∈ F2

satisfy

LU

mv∑
j=1

xjbj

 =

mv∑
j=1

LU (bj)xj = 0. (9)
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Note that in Eq. (9) we used the fact that LU is a Fq-linear map and, a fortiori,
an F2-linear map, since q = 2v. For every j ∈ [mv] we have that

LU (bj) =

r∑
k=0

βk(bj)
qk

=

r∑
k=0

mv∑
h=1

βk,hbh(bj)
qk

=
∑

(k,h)/∈I

βk,hbh(bj)
qk +

∑
(k,h)∈I

βk,hbh(bj)
qk

=

mv∑
i=1

c0,i,jbi +
∑

(k,h)∈I

βk,h

mv∑
i=1

ck,h,i,jbi

=

mv∑
i=1

c0,i,j +
∑

(k,h)∈I

βk,hck,h,i,j

 bi, (10)

where the c0,i,j ’s and ck,h,i,j ’s belong to F2 and are uniquely determined by the
identities∑

(k,h)/∈I

βk,hbh(bj)
qk =

mv∑
i=1

c0,i,jbi and bh(bj)
qk =

mv∑
i=1

ck,h,i,jbi. (11)

Note that, since the basis b1, . . . , bmv and each βk,h with (k, h) /∈ I is known,
the left-hand sides of both equations in (11) are known elements in Fqm . Hence,
all c0,i,j ’s and ck,h,i,j ’s can be computed in polynomial time.

Therefore, employing Eq. (10), we get that Eq. (9) is equivalent to

mv∑
j=1

mv∑
i=1

c0,i,j +
∑

(k,h)∈I

βk,hck,h,i,j

 bixj = 0,

that is,
mv∑
i=1

mv∑
j=1

c0,i,j +
∑

(k,h)∈I

βk,hck,h,i,j

xj

 bi = 0. (12)

Since b1, . . . , bmv form a basis of Fqm over F2, and hence the bi’s are F2-linearly
independent, we get that Eq. (12) is equivalent to

mv∑
j=1

c0,i,j +
∑

(k,h)∈I

βk,hck,h,i,j

xj = 0, for all i ∈ [mv]. (13)

Let C0 = (c0,i,j)i,j and Ck,h = (ck,h,i,j)i,j , with (k, h) ∈ I, be matrices in
Fmv×mv
2 . Then, the linear system of Eq. (12) can be written in matrix form asC0 +

∑
(k,h)∈I

βk,hCk,h

x = 0, (14)
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where x = (xj)j is a vector in Fmv×1
q .

Thus U is the set of solutions x to the linear system defined by Eq. (14).
Since U has dimension r over Fq, the linear system has a total of |U | = qr = 2rv

solutions, which implies that the F2-rank of the linear system is

rank

C0 +
∑

(k,h)∈I

βk,hCk,h

 = mv − rv.

This proves that the known matrices C0, (Ck,h)k,h form an instance of the Min-
Rank problem with target rank v(m−r), whose solution is formed by the missing
bits of the annihilator polynomial’s coefficients (βk,h)(k,h)∈I . ⊓⊔

Theorem 6 implies that algorithms solving the MinRank problem can be em-
ployed to recover the unknown coefficients of the annihilator polynomial. Techni-
cally, the theorem even applies if I = {0, . . . , r−1}×[n], i.e., in the case where no
additional knowledge on the coefficients is provided. However, note that in such
a case any annihilator polynomial of an arbitrary r-dimensional subspace forms
a solution to the constructed instance. In other words, the resulting MinRank in-
stance has many solutions. More generally, the set of solutions to the constructed
MinRank instance is exactly the set of annihilator polynomials compatible with
the given bit information. Assuming the annihilator polynomials distribute uni-
formly, we expect about [

m
r

]
2v

2rmv−|I| = Θ
(
2|I|−vr2

)
solutions to the constructed instance. Here rmv − |I| is the number of known
bits of the coefficients and

[
m
r

]
2v

counts the number of subspaces of F(2v)m of
dimension r, or equivalently the number of annihilator polynomials. Note that
this number is up to a constant approximated by 2rv(m−r) as given by Lemma 1.
This implies that as long as |I| ≤ vr2 we expect a unique annihilator polynomial
to be compatible with the bit information and in turn a unique solution to the
MinRank instance.

Proposition 3 (Unique Solution). The annihilator polynomial is uniquely
determined by the given bit information and in turn the MinRank instance con-
structed in Theorem 6 has a unique solution, as long as |I| ≤ vr2.

Complexity of Solving the MinRank Instance For the parameters encoun-
tered in the instances derived from Theorem 6 for proposed RYDE and MIRA
parameters we use the CryptographicEstimators library to estimate the con-
crete complexity. For all parameters, we find the Kernel-Search algorithm (see
Lemma 6) to obtain the best complexity.

In the following we therefore derive the complexity of the Kernel-Search
algorithm applied to the instance constructed in Theorem 6. This procedure to
recover the missing coefficients of the annihilator polynomial is summarized in
Algorithm 5 and its complexity is given by the following theorem.
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Annihilator-Recovery(m, v, r, (bi)i∈[mv], I, (βk,h)(k,h)/∈I)

Input: parameters m, v, r, a basis (bi)i∈[mv] of Fqm over F2,
a set I of unknown coefficients, and set (βk,h)(k,h)/∈I of known coefficients.
Output: the coefficients (βk,h)(k,h) such that

LU (X) :=
∏

u∈U (X − u) =
∑r

i=0 βiX
qi with βi =

∑mv
j=1 βi,jbj .

1 : Compute C0 = (c0,i,j) ∈ Fmv×mv
2 such that∑

(k,h)/∈I βk,hbh(bj)
qk =

∑mv
i=1 c0,i,jbi for j ∈ [mv]

2 : Compute Ck,h = (ck,h,i,j)i,j ∈ Fmv×mv
2 for (k, h) ∈ I such that

bh(bj)
qk =

∑mv
i=1 ck,h,i,jbi for j ∈ [mv]

3 : Solve the MinRank instance rank
(
C0 +

∑
(k,h)∈I βk,hCk,h

)
= mv − rv

using the kernel search attack.
4 : return (βk,h)(k,h)∈{0,...,r}×[mv]

Algorithm 5: Algorithm for retrieving the unknown coefficients of LU .

Theorem 7. Let v, n,m be positive integers and q = 2v. Let δ ∈ (0, r
m ) be

the erasure rate. Then Algorithm 5 recovers the coefficients of the annihilator
polynomial in the erasure setting in time complexity O(2v(m−r)⌈ |I|

mv ⌉ · |I|3), where
I is the index set of missing coefficient bits.

Proof. According to Theorem 6 recovering the coefficients is equivalent to solving
a Minrank instance with parameters q′ = 2,m′ = n′ = mv, k′ = |I|, r′ = (m −
r)v. Now Lemma 6 states the complexity of solving this instance as

O(q′r
′⌈ k′

m′ ⌉k′
3
) = O(2v(m−r)⌈ |I|

mv ⌉ · |I|3).

Note that δ ≤ r
m ensures a unique solution to the MinRank instance according

to Proposition 3 and, hence, guarantees that the returned solution reveals the
coefficients of the searched annihilator polynomial. ⊓⊔

Note that the asymptotic complexity of solving the MinRank instance given
by Theorem 7 is roughly 2(1−

r
m )|I|. On the other hand a naive bruteforce of

the missing bits of the coefficients has an asymptotic complexity of 2|I|. Hence,
the reduction to the MinRank problem improves the exponent significantly by
a factor of 0.6 ≤ (1 − r/m) ≤ 0.74, for the suggested parameter sets of RYDE
and MIRA.

Similar to Section 4.1, the ceiling of k′

m′ in the exponent prevents the running
time from becoming polynomial. However, again we find that with respect to
concrete complexities there are large regimes for which a recovery of the poly-
nomial remains possible under reasonable runtime constraints.
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Fig. 4: Comparison of bruteforce of coefficients (dashed and dash-dotted lines)
and recovery of the polynomial using Algorithm 5 (solid and dotted lines). Ver-
tical dotted lines mark bounds to multiple solution regimes.

Concrete Complexity of Recovering LU(x) In the following we compare
the concrete complexity of recovering the missing bits of the coefficients via Al-
gorithm 5 to a bruteforce of the missing bits. Here we account for the polynomial
factors of the bruteforce approach with m3, which is determining if the current
guess of the bits leads to a linearized polynomial that has exactly qr roots, i.e.,
is an annihilator polynomial of an r-dimensional subspace.

For estimating the complexity of solving the MinRank instance, we again rely
on the CryptographicEstimators library [EVZB24] which incorporates state-of-
the-art polynomial factor improvements.

In Fig. 4 we illustrate the concrete complexity for the recovery of LU (x) as
a function of erasure rate δ = |I|/(rmv) for RYDE (left) and MIRA (right).
Note that for MIRA we have v = 4, since q = 16 = 24, while for RYDE it holds
v = 1. Here ri and mi refer to the r and m parameter of the i-th parameter set.
Recall that Proposition 3 guarantees the annihilator to be uniquely determined
by the given bit information up to an erasure rate of vr2/(rmv) = r/m. Past
that point multiple solutions to the constructed MinRank instance exist and
the running time for both, the bruteforce attack as well as Algorithm 5 would
increase. We only provide the complexity plot past that point to indicate the
asymptotic scaling.

We give the maximum erasure rates ri/mi, which lead to uniquely determined
annihilator polynomials for the different parameter sets in Table 12. We also
state the concrete bit complexity for recovering the polynomial in those cases,
observing large gains of up to 108 bits in the case of RYDE and 41 bits in
the case of MIRA. Note that all attacks for the maximum erasure rates stay
far below the respective security levels. Table 13 states the maximum erasure
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max erasure rate
(

r
m

)
Bruteforce Algorithm 5

RYDE-I 0.32 115 83
RYDE-III 0.35 185 131
RYDE-V 0.40 305 197

MIRA-I 0.31 118 96
MIRA-III 0.32 163 122
MIRA-V 0.26 164 138

Table 12: Maximum erasure rates that uniquely determine the polynomial and
bit complexity to recover LU (x) in those cases.

rates which allow for a recovery of the missing coefficients using less than 260 or
280 bit operations. We observe that especially in the case of RYDE the attacks
are specifically effective. In the case of RYDE-I a recovery of the polynomial
remains feasible with a bit complexity of 80 for erasure rates smaller or equal to
0.31, which is just slightly less than the maximum rate of r/m ≈ 0.32 in that
case. On MIRA parameters Algorithm 5 also obtains considerable improvements
over the bruteforce approach. However, due to the smaller choices of m,n and r
resulting from the larger choice of q the attack requires longer to converge to its
asymptotic scaling. Generally, this shows that the attack remains most effective
for q = 2, i.e., for the choice of v = 1.

60-bit 80-bit
Bruteforce Algorithm 5 Bruteforce Algorithm 5

RYDE-I 0.15 0.21 0.21 0.31
RYDE-III 0.09 0.12 0.13 0.19
RYDE-V 0.06 0.09 0.09 0.14

MIRA-I 0.13 0.14 0.19 0.26
MIRA-III 0.09 0.09 0.13 0.19
MIRA-V 0.07 0.08 0.11 0.11

Table 13: Maximum erasure rates that allow for recovery with less than 260 and
280 operations.

Translation to the error setting. For completeness we give a translation of The-
orem 7 to the error setting in Appendix C following the generic translation from
the erasure to the error setting also used in Section 3.3.
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A Rank-SD Error Attack

In this section we provide the proofs of Lemma 2 and Theorem 3 for complete-
ness.

A.1 Attack Complexity

Lemma 2 (Error-enhanced GRS attack). Let m,n, k, r ∈ N with n ≥ m.
Let (H, s) be a Rank-SD instance over F2m with solution x. Given an erroneous
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version x̃ = x+e of x with error rate δ, Algorithm 2 recovers x under Heuristic 1
with expected time complexity

T = O

( (
mn
t

)(
(1−δ)mn

t

) · ((n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m

))
,

for any integer t ≤ (1− δ) ·mn.

Proof. The complexity of Algorithm 2 is equal to the complexity of one execution
of the loop divided by the success probability of a single iteration. One iteration
is dominated by the execution of Algorithm 1 in line 4. From Theorem 1 we
know that the complexity of Algorithm 1 is

T = O
((

(n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m

))
.

This execution of Algorithm 1 returns the solution x whenever the guess of the
t coordinates made in line 3 of Algorithm 2 is correct. Since there are δ · mn
errors, i.e., non-zero entries, in e, we have

s = Pr [guess t zeros correctly] =
(
(1−δ)mn

t

)(
mn
t

) .

Here the denominator counts the possibilities to make the t zero guesses among
all mn coordinates, while the numerator restricts the guesses to be among the
non-zero coordinates. Finally, this leads to an expected number of s−1 iterations
of the loop until we expect at least one correct guess, which allows to conclude
that the expected time complexity is

T = O

( (
mn
t

)(
(1−δ)mn

t

) · ((n− k)m+ t
)3 ·max

(
1, 2r⌈

(k+1)m−t
n ⌉−m

))
,

for any t ≤ (1− δ)mn. ⊓⊔

A.2 Polynomial Error Attack

In the following we deliver the proof for Theorem 3. That is, we show that Al-
gorithm 2 runs in polynomial time, whenever δ = O( logmn

mn ). Note that this
is essentially the same result obtained for codes in the Hamming metric in
[EMVW22]. This is explained by the fact that the time, once we ensure that
Algorithm 1 runs in polynomial time, is dominated by guessing a constant frac-
tion t = c ·mn of zeros contained in e. Asymptotically speaking this is the same
as applying information set decoding in the Hamming, rather than rank metric.
Before we prove the theorem, we recall the following Lemma, which follows from
[EMVW22, Theorem 2.1].
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Lemma 7. Let n, k, δ be positive integers such that n− k = c · n, for a positive
constant c. Then if δ = O(log n) we have that(

n
δ

)(
n−k
δ

) = nO(1).

We restate the theorem for convenience.

Theorem 3 (Polynomial Error Attack). Let n,m, k, r ∈ N with n ≥ m.
Let (H, s) be a Rank-SD instance over F2m with solution x. Given an erroneous
version x̃ of x with error probability p = O( log(mn)

mn ), then x can be recovered in
polynomial time with constant probability.

Proof. Note that once we choose a number t of zeros to guess in Algorithm 2
that leads to a polynomial runtime of Algorithm 1 in line 4, the running time of
Algorithm 2 (compare to Lemma 2) becomes (up to polynomial factors)(

mn
t

)(
(1−δ)mn

t

) =

(
mn
δ·mn

)(
mn−t
δ·mn

) ≤ (
mn
t

)(
mn−t
logmn

) .
Notice that according to Lemma 7 this term is polynomial as long as mn− t or
equivalently t is a constant fraction of mn.

From the proof of Theorem 2, we have that Algorithm 1 runs in polynomial
time whenever

t ≥ (k + 1)m+ εn− mn

r
,

where 0 ≤ ε ≤ 1. Therefore, we choose t equal to this bound which gives

t

mn
=

k + 1

n
+

ε

m
− 1

r
= c± o(1),

where c is a constant, since we only consider codes with constant rate k/n (com-
pare to Definition 4). ⊓⊔

B Error-enhanced Kernel-Search Attack

In the following we apply the generic translation from the erasure to the error
setting, already applied in Algorithm 2, to obtain an attack in case an erroneous
version of the secret key is provided. Recall that such an erroneous version is
defined as α = α + e, where α is the bit representation of the secret key and
e ∈ Fdk

2 an error following a sparse distribution.
The translation then works by guessing t zero positions in e, revealing t

bits of the secret key. By treating all other coordinates as erased, this allows
the application of Algorithm 4 to recover the full secret key. The application of
Algorithm 4 is successful whenever the guess for the t zero positions is correct,
which happens with probability (

dk
t

)(
(1−δ)dk

t

) .
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Fig. 5: Bit complexity from Lemma 8 for the Level I and V parameters of MIRA
and MiRitH.

Accordingly, we obtain the following complexity for recovering the secret key
from an erroneous version.

Lemma 8 (Error-enhanced Kernel Search attack). Let m,n, k, r ∈ N. Let
(M0,M1, . . . ,Mk) be a MinRank instance over F2d with solution α. Given an
erroneous version α̃ = α+ e with error rate δ, the secret key α can be recovered
in expected time complexity

T = O

( (
dk
t

)(
(1−δ)dk

t

) · 2dr⌈ dk−t
dm ⌉ · (dk − t)w

)
,

for any integer t ≤ (1− δ)dk.

Concrete Complexity of Error Attacks. In Fig. 5 we provide the concrete
complexities of recovering the secret key in the error setting for MIRA and
MiRitH for NIST category I and V parameter sets.

In Table 14 we summarize the error rates that allow for key recovery below
the respective security levels, implying that up to these error rates the leaked
information can be exploited to improve over generic key recovery attacks.

C Annihilator Polynomial Recovery in the Error Setting

Similar to Section 3.3 it is possible to translate the attacks from the erasure
setting in the previous section to the error setting. Therefore first, given the
erroneous key material (β̃i,j)i,j , we guess an index set J1 with |J1| = t1, such
that β̃i,j = βi,j is error-free for (i, j) ∈ J1, as well as an index set J2 with
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Error rate

MIRA-I 0.096
MIRA-III 0.113
MIRA-V 0.097
MiRitH-Ia 0.256
MiRitH-IIIa 0.275
MiRitH-Va 0.196

Table 14: Maximum error rates that allow for a key recovery with less than
2143, 2207 and 2272 operations for MIRA and MiRitH for levels I, III and V
respectively.

|J2| = t2, such that β̃i,j = βi,j + 1 is erroneous for (i, j) ∈ J2. Subsequently, we
apply Algorithm 5 with I = {0, r − 1} × [mv] \ J1 ∪ J2 and the corresponding
β̃i,j , (i, j) ∈ J1 and β̃i,j + 1, (i, j) ∈ J2.

We summarize the complexity of this approach in the following lemma.

Lemma 9 (Recovery of LU (x) in the Error Setting). Let v, n,m be positive
integers and q = 2v. Let δ ∈ (0, 1) be the error rate. Then the annihilator
polynomial can be recovered from an erroneous version (β̃i,j = βi,j + ei,j)i,j in
time complexity

O

( (
rmv
t1

)(
rmv−t1

t2

)(
(1−δ)rmv

t1

)(
δrmv
t2

) · 2v(m−r)⌈ rmv−t1−t2
mv ⌉ · (rmv − t1 − t2)

3

)
,

for any t1 ≤ (1− δ) · rmv, t2 ≤ δ · rmv and t1 + t2 ≥ rv(m− r).

Proof. Note that the running time of Algorithm 5 on input a set I with |I| =
rmv − t1 − t2 is given by Theorem 7 as

O
(
2v(m−r)⌈ rmv−t1−t2

mv ⌉ · (rmv − t1 − t2)
3
)
,

Further note that t1 + t2 ≥ rv(m − r), ensures |I|/rmv ≤ r/m as required by
Theorem 7. The probability of making a correct guess for the sets J1 and J2
with |Ji| = ti is

s = Pr
[
∀(i, j) ∈ J1 : β̃i,j = βi,j ∧ ∀(i, j) ∈ J2 : β̃i,j = βi,j + 1

]
=

(
(1−δ)rmv

t1

)(
δrmv
t2

)(
rmv
t1

)(
rmv−t1

t2

) .

This implies s−1 guesses on expectation, which results in the claimed time com-
plexity. ⊓⊔

In Fig. 6 we compare the concrete complexity of this translation to the brute-
force of the error positions. While the adaptation generally yields an improve-
ment over the naive bruteforce, especially for smaller error rates, the complexities
remain close. Overall, the error attacks remain favorable to a direct key recovery
up to error rates of about 10% in the case of RYDE and up to 11% in the case
of MIRA (see Table 15).
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Fig. 6: Comparison of bruteforce of coefficients (dashed and dash-dotted lines)
and recovery of the polynomial using guessing strategy in combination with
Algorithm 5 (solid and dotted lines).

Parameter Set RYDE MIRA
Bruteforce Lemma 9 Bruteforce Lemma 9

NIST-I 0.087 0.106 0.081 0.097
NIST-III 0.081 0.104 0.086 0.101
NIST-V 0.067 0.089 0.098 0.111

Table 15: Maximum error rates that allow for a key recovery with less than 2143,
2207 and 2272 operations for RYDE / MIRA-I, -III and -V respectively.

D Gaussian coefficients approximation

Lemma 1. For every prime power q there exists a constant Cq ∈ (0, 1) such
that

Cq <
1

qr(m−r)

[
m

r

]
q

< C−1
q .

Proof. We have that[
m

r

]
q

:=

r∏
i=1

qm−i+1 − 1

qi − 1
=

r∏
i=1

(
qm−2i+1 · 1− q−m+i−1

1− q−i

)
= qmr−r(r+1)+rP = qr(m−r)P,

where

P :=

r∏
i=1

1− q−m+i−1

1− q−i
≥

r∏
i=1

(
1− q−m+i−1

)
>

∞∏
j=1

(
1− q−j

)
=: Cq ∈ (0, 1)
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and the infinite product converges since
∑∞

j=1 q
−j < +∞. Furthermore, it holds

P ≤
r∏

i=1

1

1− q−i
<

∞∏
i=1

1

1− q−i
=: C−1

q .

The claim follows. ⊓⊔
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