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Abstract. Proving knowledge soundness of an interactive proof from
scratch is often a challenging task. This has motivated the development
of various special soundness frameworks which, in a nutshell, separate
knowledge extractors into two parts: (1) an extractor to produce a set of
accepting transcripts conforming to some structure; (2) a witness recovery
algorithm to recover a witness from a set of transcripts with said structure.
These frameworks take care of (1), so it suffices for a protocol designer
to specify (2) which is often simple(r).
Recently, works by Bünz–Fisch (TCC’23) and Aardal et al. (CRYPTO’24)
provide new frameworks, called almost special soundness and predicate
special soundness, respectively. To handle insufficiencies of special sound-
ness, they deviate from its spirit and augment it in different ways. The
necessity for their changes is that special soundness does not allow the
challenges for useful sets of transcripts to depend on the transcripts them-
selves, but only on the challenges in the transcripts. As a consequence,
(generalised) special soundness cannot express extraction strategies which
reduce a computational problem to finding “inconsistent” accepting tran-
scripts, for example in PCP/IOP-based or lattice-based proof systems,
and thus provide (very) sub-optimal extractors.
In this work, we introduce adaptive special soundness which captures
extraction strategies exploiting inconsistencies between transcripts, e.g.
transcripts containing different openings of the same commitment. Un-
like (generalised) special soundness (Attema, Fehr, and Resch (TCC’23)),
which specifies a target transcript structure, our framework allows specify-
ing an extraction strategy which guides the extractor to sample challenges
adaptively based on the history of prior transcripts. We extend the recent
(almost optional) extractor of Attema, Fehr, Klooß and Resch (EPRINT
2023/1945) to our notion, and argue that it encompasses almost special
soundness and predicate special soundness in many cases of interest.
As a challenging application, we modularise and generalise the lattice
Bulletproofs analysis by Bünz–Fisch (TCC’23) using the adaptive special
soundness framework. Moreover, we extend their analysis to the ring
setting for a slightly wider selection of rings than rational integers.



1 Introduction

Interactive proof systems are ubiquitous cryptographic primitives allowing a
prover to convince a verifier about the veracity of mathematical statements. The
soundness of a proof system asserts that no malicious prover can convince an
honest verifier of a false statement, except with small probability. A stronger
variant, known as knowledge soundness, postulates the existence of a knowledge
extractor, which can efficiently obtain a witness from any convincing prover.
Interactive proofs that are knowledge sound are called proofs of knowledge (PoKs).
Such PoKs are important in cases where a witness trivially exists, e.g. for proving
knowledge of a discrete logarithm or a short integer solution (SIS). Designing and
analysing knowledge extractors is often challenging, even for simple and natural
proof systems. A general research direction is therefore to design more expressive
frameworks for analysing knowledge extractors.

As highly efficient proofs of knowledge are at the core of recent advances in
succinct proof systems (or arguments), a recent line of works analyses, extends,
and systematises knowledge soundness in this situation. These results include
abstract frameworks, such as reductions of knowledge [KP23], and improved
analyses, namely (conjecturally) faster extraction [HKR19; Klo23], optimally tight
extraction [ACK21], parallel repetition [AF22], and security of the Fiat–Shamir
transformation [AFK22; AFK23] for (k1, . . . , kn)-special soundness, which was
generalised to access structure special soundness in [AFR23; AFKR23], and
generalised to component-wise special soundness in [FMN23]. Moreover, the
notion of almost special soundness has been introduced in [BF23] to obtain a
meaningful security analysis for lattice-based folding protocols [BLNS20; AL21;
ACK21] with exponential challenge space à la Bulletproofs [BCC+16; BBB+18].
A concurrent work [AAB+24b] introduces predicate special soundness and applies
it to modularise (the Fiat–Shamir transformation) a generalisation of [BS23],
another lattice-based proof system with exponential challenge space.

Besides special soundness, another general design principle is based on PCP
and IOP-based protocols [BCS16]. These are first proven (unconditionally) se-
cure, and then compiled into interactive proof systems. Often, the compilation
uses idealised (random oracle) assumptions which allow so-called straight-line
extraction of the PCP/IOP strings that were committed. Thus, this framework
splits knowledge soundness into extractability of commitments and security of
the IOP. Recently, in [AFR23] first efforts have been made to bridge the gap
between the IOP and special soundness frameworks, and remove the need for
idealised assumptions. Namely, they obtain an analysis of a specific IOP protocol
in terms of generalised special soundness. The difficulty of analysing (compiled)
IOP protocols through special soundness is related to a major limitation of special
soundness notions: Their inability to (efficiently) capture probabilistic tests. In
this work, we continue to bridge the gap between IOPs and special soundness by
providing novel techniques.
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1.1 Special Soundness and its Limitations

Special Soundness. The starting point of our work is knowledge soundness based
on (tree-)special soundness. That is, the knowledge extractor consists of two parts:
An algorithm Ext, called extractor, which finds a tree of accepting transcripts,
given black-box access to a malicious prover. And an algorithm W, which given
such a tree outputs a witness. In the simplest case, namely k-special soundness
for public-coin 3-move protocols (a.k.a. Σ-protocols), the tree is just a list of
k transcripts with the property that all transcripts have the same first prover
message, and all challenges are distinct. Generalisations to multiple rounds lift
this to trees [BCC+16], whereas generalisations to access structures relax the
distinctness requirement on challenges [AFR23].

Limitations of Special Soundness: Capturing Probabilistic Tests. The main
motivation of this work is to obtain a notion of special soundness that can
capture the natural setting, where properties of knowledge soundness and ordinary
soundness are mixed. The goal is to obviate the need for ad-hoc, tailor-made
approaches, which are currently used to handle this setting, while achieving best
possible soundness guarantees. In particular, we aim to generalise and improve
upon [BF23], which is a first formal treatment of this setting (in a limited special
case). Later, in Sections 1.3 and 6.3, we compare to [BF23] and another concurrent
work [AAB+24b] in detail.

An important feature of probabilistic tests is that they need not be extractable,
or, that their soundness parameters are much better than their knowledge pa-
rameters. This leverage is useful to design better proof systems. Abstractly, the
situation is the following:

A proof of knowledge is combined with a probabilistic test (or proof system)
which is only sound but not knowledge sound. For concreteness, consider a proof
of knowledge of a committed vector x, combined with a probabilistic test/proof
of shortness which simply consists of (one or more) random linear combination
(RLC) z =

∑
i rixi with random short coefficients ri, so that |z| is big with

sufficiently high probability if any |xi| is big, and short otherwise. Indeed, this is
what happens in [CGKR22; BS23].

With this setup, the extractor runs into a difficulty: What should it do if the
extracted x does not satisfy the required shortness bound? As the probabilistic
test only provides soundness for fixed x, but x depends on the adversary and
extraction process, the soundness of the test does not immediately apply.

Fortunately, one property is typically self-evident: Let σ be the soundness
error of the probabilistic test. Then, for a given bad x, the adversary can fool
the verifier with probability at most σ, so unless the adversary equivocates
commitment to a different x, the knowledge error should merely increase by σ. To
show this, the extractor is typically modified as follows: If the bad case happens,
i.e. if the probabilistic test was fooled for the extracted x, try again, and abort
if no valid x or binding break was found. This approach cannot be properly
captured by (access-structure) special soundness as it can only impose a certain
(access) structure on the challenges of accepting transcripts which are necessary
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for extraction, e.g. k distinct challenges. However, in our case, the bad event
depends on the candidate witness x which was computed from transcripts. Thus,
we must consider a generalisation of special soundness which allows dependencies
on the accepting transcripts, not just their challenges.

1.2 Our Contributions

Our main technical contributions are two-fold.

Adaptive Special Soundness and Useful Challenge Structures We define
useful challenge structures (UCS), and a corresponding special soundness notion.
This notion generalises prior special soundness notions for 3-move Σ-protocols.
Intuitively, at any stage the extractor determines which challenges are currently
useful, and then tries to find an accepting transcript for a useful challenge. In
prior works, the set of useful challenges does not depend on the entire transcript,
rather, it only depends on the verifier’s challenges in the transcripts that have
been found so far, e.g. requiring distinct challenges. We generalise the notion of
“usefulness” by allowing the set of useful challenges to adaptively depend on the
actual transcripts that have been found so far. We arrive at the following.

– We define the notion of adaptive special soundness and an (almost) optimal
extractor for any (monotonic) useful challenge structure U .

– We give an almost optimal knowledge extractor by extending the improved
extractor analysis of generalised special soundness from [AFKR23] to adaptive
special soundness (for interactive proof systems). In many cases, this yields
an almost optimal extractor, i.e., measured in terms of the “knowledge error”
κ(U) and “depth” depth(U) of a UCS U , we almost achieve the best-possible
success and runtime bounds.5

– To demonstrate the usefulness of our framework, we sketch how to handle
Kilian’s succinct argument [Kil92] and lattice-based folding from [BF23] in
our framework. We observe that our analysis of Kilian’s argument is very
natural and on par with the recent concurrent work [CDG+24a].

– We provide a framework for generalised sequential composition which is crucial
for UCS-based extraction as needed in [BF23]. We expect our framework to
be useful to capture other types of composition as well, e.g. component-wise
special soundness.

Motivating Application: Soundness of Lattice-based Bulletproofs A
motivating application for our notion of adaptive special soundness is to analyse
the soundness of lattice-based Bulletproof protocols [BLNS20; AL21; ACK21;
5 In particular, modelling generalised special soundness via adaptive special soundness

recovers the exact same parameters. Moreover in many cases (such as generalised
special soundness), one can exhibit a attacks which enforce a knowledge error of
κ(U) and worst-case depth(U) transcripts for extraction, thus providing an intuitive
lower-bound on (expected) runtime for black-box extraction.
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CLM23; BF23] for the Inhomogeneous Short Integer Solution (ISIS) relation.
Bünz and Fisch [BF23] were the first to analyse this setting with (unstructured)
exponential size challenge sets using their notion of “almost special soundness”,
while all other prior works used structured polynomial size challenge sets. However,
their analysis was limited to integer lattices, and an analysis of ring lattice
instantiations was left as an important open problem. We contribute the following:

– Building on our new framework, we modularise (and generalise) the soundness
analysis of [BF23] by using U-adaptive special soundness.

– We make a first step towards generalising [BF23] to cover the number ring R
setting. In particular, we generalise their “multilinear composite Schwartz–
Zippel lemma” to rings and make an initial effort in generalising the so-called
“inverse bound” [BF23] of the Schwartz–Zippel lemma in the ring setting.

Handling general number rings R turns out to be significantly more complex
than R = Z. A major obstacle is that geometric and algebraic norms of elements
do not coincide (unlike in Z) or even scale proportionally, due to the existence of
possibly infinitely many units. Another barrier is that fractions of ring elements
do not necessarily admit coprime representations, since factorisation is generally
not unique, and even reduced representations may be hard to compute. As such,
our analysis is unconditional only for the ring of rational integers and the rings
of integers of imaginary quadratic fields with class number 1, i.e. where unique
factorisation holds.

1.3 Related Work

Our work is in the plain/CRS models, so we focus on sufficiently closely related
works. We omit most ROM-based works, as their techniques (e.g., straightline
extraction or Fiat–Shamir transformation) are mostly orthogonal.

Special Soundness Notions As we define a new notion for special soundness,
our work is strongly related to such prior and concurrent generalizations of
k-special soundness. Some special soundness notions are discussed as examples
in more detail in the main body, see Sections 6 and 8.

(Γ -)Special Soundness Extractors [ACK21; AF22; Att23; AFR23; AFKR23].
Our extractor generalises the extractor from [AFKR23] from Γ -special sound-
ness [AFR23] to adaptive special soundness. In terms of knowledge error and
expressiveness, our results encompass those for Γ -special soundness [AFKR23]
for interactive proof systems.

Almost Special Soundness [BF23]. Our notion of adaptive special soundness
is inspired by almost special soundness of [BF23] and as an abstraction of the
many ad-hoc techniques for analysing probabilistic tests within proof systems.
Unfortunately, since [BF23] is tailored to certain folding-like protocols in the
random oracle model, a proper comparison with adaptive special soundness seems
essentially impossible.6 Nevertheless, our motivating application, lattice-based
6 The setting of [BF23] is very specific. In Section 6.3, we discuss this in more detail.
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folding, clearly follows the same outline as [BF23]. In particular, our proof involves
generalising a Schwartz–Zippel-type lemma given in [BF23] to the ring setting.

Predicate Special Soundness [AAB+24a]. The concurrent work [AAB+24a]
introduces predicate special soundness, which bears similarities to almost spe-
cial soundness and adaptive special soundness. It considers three predicates: A
challenge predicate, a property predicate and a binding predicate. Extraction is
guaranteed to work if a tree of transcripts satisfies all predicates; if the binding
predicate is violated, a witness for a special “binding relation” is extracted; the
probability that neither occurs is the knowledge error. This setup allows analyzing
probabilistic tests, and [AAB+24a] uses it specifically to analyze (Fiat–Shamir
transformed) Labrador [BS23]. Under mild restrictions on the predicates (roughly,
efficiency and monotonicity), predicate special soundness is a special case of
adaptive special soundness (see Section 6.3) and thus benefits from our improved
knowledge extractors and composition results.

Component-wise special soundness (CWSS) [FMN23]. The notion of component-
wise special soundness provides a framework for extraction techniques that were
used implicitly in prior works, e.g. [BBC+18]. Our generalised sequential composi-
tion result captures this partially: It yields minimally better knowledge error, but
the run-time becomes exponential in the number of coordinates (see Section 8.2).

Short-circuit extraction [HKR19; Klo23]. The notion of short-circuit extraction
of (k1, . . . , kµ)-special soundness was defined with the aim of significantly reducing
the extractor’s run-time by observing that certain events lead to early success.
While adaptive special soundness captures the idea of short-circuit extraction
in a general setting, a run-time analysis which justifies the conjectural claims
of [HKR19; Klo23] is left open.

(Probabilistic) (k, g)-Special Soundness [LMS22]. The work [LMS22] provides
a knowledge extractor against quantum adversaries. For this, it introduces (prob-
abilistic) (k, g)-special soundness, where g is a consistency predicate on a set of
transcripts. The witness extractor only needs to succeed for g-consistent sets of k
transcripts and is given only challenges and responses, but not the full transcripts.
To the best of our knowledge, this notion is tailored to the quantum setting.
Classically, there is no evident benefit over standard k-special soundness.

1.4 Other work

We briefly discuss other work which is closely related our knowledge extractor,
setting, or application.

PCPs and IOPs. While adaptive special soundness is not tailored to PCP or
IOP analysis, we show in Section 2.3 how Kilian’s succinct argument Kilian[PCP,VC]
is handled in our setting in a straightforward manner, something prior works were
incapable of.7 Concurrently, Chiesa, Dall’Agnol, Guan, and Spooner [CDGS23]

7 [BF23; AAB+24a] can potentially be applied, but are not good fits. They are tailored
to k-special soundness which leads to large run-time or knowledge error.
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provide an analysis of Kilian[PCP,VC], and IOPs in general, in a concrete se-
curity setting (which simplifies run-time analysis). This is was published in a
follow-up [CDG+24a] focusing on Kilian’s argument. Our notion is well-suited
to analyse Kilian’s argument (Section 2.3), but an analysis of multi-round IOPs
remains open, because, similar to CWSS, the bounds on run-time growth of
compositions of extractors become superpolynomial (as in [AFR23]).

Lattice-based Proof Systems. A large body of works (e.g. [BDL+18; YAZ+19;
BLS19; ESLL19; ALS20; BLNS20; ENS20; LNS21; AL21; ACK21; LNP22;
CLM23; BF23]) has been devoted to studying the task of proving knowledge of a
(possibly committed) vector x satisfying relations of the form

Ax = y mod q and ‖x‖ ≤ α

or more generally bounded-norm satisfiability of polynomial equations over Rq.
In particular, the Bulletproofs protocol [BCC+16; BBB+18], which is a succinct
argument for arithmetic circuit satisfiability in the discrete logarithm setting,
has been adapted to the lattice setting by Bootle et al. [BLNS20]. Analyses of
the lattice Bulletproofs protocol have been improved in subsequent works [AL21;
ACK21; CLM23; BF23]. Notably, [ACK21] derives an optimal knowledge error
for tree-special sound interactive proofs, matching the trivial cheating probability.
All these works except [BF23] analysed soundness of (lattice) Bulletproofs via
(tree-)special soundness.

An annoying issue unique to the lattice setting is the presence a soundness gap
– often one can only construct knowledge extractors which extract an approximate
witness x∗ which is an approximation in two ways: (1) The extracted witness
only satisfies Ax = ys mod q for some short element s, and (2) the norm of x is
only bounded by some α′ � α. Using the terminology in [AL21], the element s
is called the slack and the ratio α′/α is called the stretch. Although it has been
demonstrated [AL21] that the slack s can be eliminated, i.e. s = 1, in certain
choices of the ring R, it is achieved at the cost of using a challenge set which is
of size at most the smallest ideal norm in R, which is at most the degree of R
for cyclotomic rings of prime-power conductor. As discussed earlier, [BF23] was
the first to circumvent this limitation in the Z setting by analysing the use of
large challenge sets via the lens of almost special soundness. Part of this work
aims to generalise this strategy to the R setting via the more general notion of
adaptive special soundness.

1.5 Roadmap

In Section 1, we provide a general introduction and discuss our contribution. A
more technical overview is given in Section 2. In Section 3 we provide general
preliminaries and auxiliary lemmata. Section 4 gives definitions around useful
challenge structures. Eventually, Section 5 introduces our extractor together with
its analysis. In Section 6, we provide examples for useful challenge structure and
extended comparisons to some prior special soundness notions. We recommend
he reader to skip ahead and read parts of Section 6 after the definition of UCS.
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Our framework for extraction is completed by Sections 7 and 9, where the
former introduces sequential composition in the special case of UCS extractors,
and the latter generalizes it to arbitrary extractors. In between is Section 8 which
contains examples to illustrate how our more general sequential composition
notion for extractors can be applied.

In Section 10, we introduce and analyze the lattice-based folding analogue of
Bulletproofs in the ring setting. The generalised multilinear composite Schwartz–
Zippel lemma modulo ideals is presented in Section 11.

2 Technical Overview

2.1 Adaptive Special Soundness

For concreteness, consider a 3-move public-coin Σ-protocol with challenge space
C. Let A be an abstract adversary, i.e. A(c) outputs either an accepting transcript
(a, c, z) or ⊥. We write challof(τ) for the challenge of a transcript τ .

Useful Challenge Structures (UCS) Roughly, a useful challenge structure
(UCS) is a function U , which inputs a sequence of transcripts (τ1, . . . τi) and out-
puts a subset U(τ1, . . . τi) of C; we call challenges c ∈ U(τ1, . . . τi) useful (according
to U). That is, U abstracts which challenges narrow in on a set of transcripts
we can extract from. We require that U(τ1, . . . , τi) ⊆ U(τ1, . . . , τi−1), i.e. the
set of useful challenges only shrinks when more history/information is available.
Moreover, we call a sequence (τ1, . . . , τ`) a U -chain, if challof(τi) ∈ U(τ1, . . . , τi−1)
holds for all i = 2, . . . , `. Transcripts sequences generated by our rewinding-based
extractor will always be U -chains. Intuitively, once U(τ1, . . . , τi) = ∅, “extraction”
succeeded, hence we call such a U-chain complete.

We associate two values with a UCS U : The depth depth(U) is the length of
the longest complete U -chain. The knowledge error κ(U) of U is 1−minT

|U(T )|
|C| =

minT
|C\U(T )|
|C| , where T is an incomplete U-chain, i.e. U(T ) 6= ∅. In other words,

κ(U) is the relative size of the largest useless challenge set C \ U(T ).

Adaptive Special Soundness. Let R be an NP-relation and U = (Ustmt)stmt be
a uniform family of UCSs, parametrised by the statement stmt, We define U-
adaptive special soundness of a 3-move8 public-coin protocol Π as follows: There
exists a uniform family of witness extraction algorithms (Wstmt)stmt, which on
input stmt and a complete Ustmt-chain T = (τ1, . . . , τ`) of accepting Π-transcripts
outputs witness wit for stmt.

Simple Examples. We can capture k-special soundness over challenge set C with a
UCS U , by setting U(τ1, . . . , τ`) = C\{challof(τi)}`i=1. We find depth(U) = k and
κ(U) = k−1

|C| . We can similarly capture access structure special soundness, and
recover the same values as defined in [AFR23]. See Section 6 for more examples.
8 Adaptive special soundness can be applied to multi-round protocols. For simplicity,

we restrict to the most common case in the introduction, namely 3-move protocols.
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The (Almost Optimal) Extractor We generalise the extractor from [AFKR23],
which in turn builds on [AF22; AFR23], so that it handles useful challenge
structures instead of access structures.

All technical details are in Section 5.3. Here, we only sketch our final result:

Theorem 2.1 (Informal). A U-adaptive special sound 3-move interactive
protocol Π is knowledge sound with knowledge error maxstmt κ(Ustmt). More
precisely, there exists a knowledge extractor Ext that, given oracle access to an
adversary A attacking Π on input stmt,

1. spends at most depth(Ustmt)
1−κ(Ustmt)

· E[time(A(C)) | C ←R C] steps executing A,
2. succeeds in extracting a witness with probability at least ε−κ(Ustmt)

1−κ(Ustmt)
, where ε

denotes the success probability of A.

We call our extractor almost optimal, since for the running time, it roughly
depth(Ustmt)
1−κ(Ustmt)

times the expected runtime of the adversary, and must recover depth(Ustmt)

transcript in the worst case, hence run the adversary that often. Hence, it is
only a factor 1

1−κ(Ustmt)
larger than optimal. For the knowledge error, our extrac-

tor recovers the optimal error as [ACK21; AFR23] for k-special soundness and
Γ -special soundness [AFR23], which is known to be optimal by (trivial) attack
strategies. The optimality for a useful challenge structure U is less clear, because
the associated knowledge error κ(U) can be larger than the actual knowledge
error of the extractor, see Section 9. Hence κ(U) is not always the “correct”
measure for optimality.

2.2 Template for Using UCS in Applications

A typical setting where adaptive special soundness applies is the following tem-
plate, for which we sketch the ad-hoc extraction approach and how a UCS could
be used:

– A protocol uses a PoK for some witness wit, and proves for probabilistic test
ϕ that ϕwit(c) = 1, asserting property pred(wit) = 1 on the witness (w.h.p.).

– Ad-hoc: Extract a candidate witness wit′ from the PoK. If pred(wit′) = 0,
extract again, finding wit′′. If ϕ is a σ-sound test, then only with probability
ε− σ can wit′ = wit′′ occur. And if wit′ 6= wit′′, binding is broken.

– UCS: Restricting useful challenges to {c | ϕwit′(c) = 0} ensures a break.

Recent examples of the above are [CGKR22; BS23; BC24], which mix a PoK
with a proof of (rational) shortness. The prior work [BF23] and concurrent
work [AAB+24a] provide frameworks based on the ad-hoc approach. Our UCS
framework deviates from the ad-hoc approach, but still captures these settings
in a systematic and simple way. Next, we consider a concrete example.

2.3 Kilian’s Succinct Argument

A surprisingly simple application of adaptive special soundness is Kilian’s succinct
argument [Kil92].
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The Protocol In the following, we apply analyse Kilian’s succinct interac-
tive argument [Kil92] when used with computationally binding succinct vector
commitments, such as Merkle trees. We treat Kilian’s succinct argument as a
family of 3-move protocols9 for some NP-relation Ξ; we write (stmt,wit) ∈ Ξ for
statement and witness, respectively. Let PCP be a q-query, length N PCP with
randomness complexity r over some alphabet Σ, where q, N , r may depend on
stmt. Let VC be a (succinct) vector commitment, e.g. a Merkle tree commitment.
Then the protocol (P,V) = Kilian[PCP,VC] is defined as:

– P(stmt,wit) → V(stmt): Prepare a PCP string π ← PCP.Prove(stmt,wit),
and commitment vc with decommitment d as (vc, d)← VC.Com(π). Send vc.

– V → P: Sample ρ←R {0, 1}r uniformly and let I = PCP.Query(stmt; ρ) be
the set of q query indices I ⊆ {1, . . . N}. Send I.

– P → V: Send zI = ((πi)i∈I , dI), where dI denotes vc decommitment infor-
mation for the indices in I.

– V: Receive zI = ((πi)i∈I , dI). Accept if VC.VfyOpen(vc, (πi)i∈I , I, dI) = 1
and PCP.Vfy(stmt, (πi)i∈I , I) = 1. That is, the opening dI of vc at indices I
to (πi)i∈I is valid, and the PCP answers were convincing. Else reject.

For the analysis, let A be an abstract deterministic malicious prover, i.e., A(I)
outputs ⊥ or accepting transcripts (vc, I, zI), with zI = (πI , dI) and fixed vc.
To declutter notation, we omit stmt and vc, write I(ρ) = PCP.Query(stmt; ρ).
Moreover, write πI = πi∈I and let PCP.Vfy(πI , I) reject if πI contains ⊥.

Computational Soundness As a warm-up, let us prove computational sound-
ness of Kilian[PCP,VC]. For this, we assume the PCP has soundness error σ,
that is, if stmt is not in the NP-language, then any PCP string will make the
verifier accept with probability at most σ. We repurpose our knowledge extractor
as a (expected) polynomial time reduction: Suppose an adversary A convinces
with probability ε. If ε ≤ σ, there is nothing to prove, so we may assume ε > σ.
The only thing we can do is to reduce to the binding property of the vector
commitment scheme. The only way to do this is by searching for inconsistent
openings of vc. By soundness, we know that to succeed with probability ε > σ,
the adversary must equivocate commitments for some challenges. (Because PCP
soundness is unconditional, and thus, if no equivocation ever occurs, success of
A is bounded by σ, a contradiction.) We now define a UCS U .

First, we note that Theorem 2.1 requires that challenges are chosen uniformly
at random in C. This forces us to formally define U over C = {0, 1}r, since I(ρ)
may not be uniform.10 The idea and definition of U(τ1, . . . , τ`) is now as follows:
Let T = (τ1, . . . τ`) be a sequence of transcripts. Write π̃(T ) ∈ (Σ ∪ {⊥})N for
the partial PCP string obtained from T , where π̃i(T ) = ⊥ if and only if index i
was not opened in any transcript in T . We observe two cases:
9 In the original protocol, the sender has to provide a commitment key. Our analysis

formally extends to this setting by considering it as a part of the statement.
10 This “transformation” (namely, using ρ instead of I(ρ) as “challenge”) shows how

our results apply to any efficiently sampleable challenge distribution.
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– Case 1: Some index i in was opened to differing values in transcripts of T .
In this case, U(T ) = ∅: We already broke binding of VC. No more challenges
are useful.

– Case 2: All openings are consistent. Thus, π̃(T ) is uniquely defined. What are
useful challenges now? Clearly, if PCP.Vfy(π̃I(ρ)(T ), I(ρ)) = 1 for challenge
I(ρ), then it is not useful — we already know (how to construct) an accepting
transcript for I(ρ). However, if PCP.Vfy(π̃I(ρ)(T ), I(ρ)) = 0, then we learn
new information. Thus, we define ρ to be useful, i.e. we define U(T ) =
{ρ | PCP.Vfy(π̃I(ρ)(T ), I(ρ)) = 0}.

Observe that any useful challenge brings us closer to our goal: Either π̃I(ρ)(T ) is
rejected in PCP.Vfy due to a ⊥ entry. In that case, a transcript for I(ρ) opens
a new index. Or all indices of π̃I(ρ)(T ) are known, but PCP verification reject
the substring. In that case, an accepting transcript must open vc to something
different than π̃I(ρ)(T ), i.e. break the binding property.

The UCS U is monotonic: Let Ti = (τ1, . . . , τi) and Ti+1 = (Ti, τi) be U-
chains. We must show U(Ti+1) ⊆ U(Ti). Fortunately, this is a trivial property:
If U(Ti+1) = ∅, there is nothing to do. And otherwise, τi+1 reveals one or more
new indices, which reduces the number of ⊥s in π̃( · ), and thus, only reduces the
choices ρ ∈ C for which PCP verification rejects, i.e. fewer challenges are useful.
This shows that U is monotonic. Moreover, we have

– depth(U) ≤ N − q + 2: Clearly, if we reach N − q + 1 transcripts, all indices
are known. Thus, after at most N − q+2 transcripts, we must break binding
of VC, and hence U(T ) = ∅.

– κ(U) ≤ σ: A challenge I(ρ) is useful if an index of I(ρ) was unopened or if
π̃I(ρ)(T ) would be rejected by PCP verification. Note that the latter condition
includes the former (since a ⊥ entry causes rejection). By the soundness
property, we find that at least a (1− σ)-fraction of all ρ ∈ C yield I(ρ) are
rejected. In other words, at least a (1− σ)-fraction of C = {0, 1}r is useful.
By definition, the knowledge error is thus at most σ.

Now, Theorem 2.1 concludes the proof: We have an expected (polynomial) time
reduction to VC-binding, which succeeds with probability ε−σ

1−σ . It can be made
strict (polynomial) time through standard truncation arguments.

Knowledge Soundness To prove knowledge soundness, we require that PCP
is strongly γ-extractable, a notion inspired by [Val08].11 Namely, there exists an
efficient deterministic witness recovery algorithm W, such that if W(π̃) /∈ Ξstmt,
i.e. W(π̃) = ⊥, then Prρ[PCP.Vfy(π̃I(ρ), I(ρ)) = 1] ≤ γ. Perhaps (un)surprisingly,
our definition of U remains almost unchanged, except that U(T ) also checks
if W(π̃) 6= ⊥, in which case W(π̃) ∈ Ξstmt, and hence U(T ) = ∅. Clearly, U
remains monotonic, as we only provided short-cuts which result in U(T ) = ∅;
unless this happens, the useful challenges are exactly the same as before, and
11 [Val08] defines γ-extractable as: Pr[PCP.Vfy(π, I) = 1] ≥ 1− γ implies W(π) ∈ Ξstmt.
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we already showed that these only shrink. Consequently U is monotonic and
depth(U) ≤ N − q + 2 holds as before.

It remains to analyse the knowledge error. So suppose T is a U-chain and
U(T ) 6= ⊥. Certainly W(π̃(T )) = ⊥, as otherwise U(T ) = ∅. Since PCP is strongly
γ-extractable, this implies that Prρ[PCP.Vfy(π̃I(ρ)(T ), I(ρ)) = 1] ≤ γ, for uniform
ρ ∈ C, hence Prρ[PCP.Vfy(π̃I(ρ)(T ), I(ρ)) = 0] ≥ 1− γ. In other words, at least
a (1− γ)-fraction of ρ ∈ C is useful. Thus, we have κ(U) ≤ γ as claimed.

We sketch the our proven security claims below, but omit a full formalisation
of the properties, in particular of VC, as this is not the focus of this work.

Corollary 2.2 (Informal). Let PCP be a PCP for language L (resp. NP-relation
R) which is σ-sound (resp. γ-extractable), then (P,V) = Kilian[PCP,VC] for every
adversary P∗ against (knowledge) soundness, there is an adversary A against
VC, such that for any stmt /∈ L

Pr[〈P∗(1λ, stmt),V(1λ, stmt)〉] ≤ σ + AdvBindVCA (λ)

resp. there is an extractor for relaxed relation R′, where (stmt,wit) ∈ R′ if either
(stmt,wit) ∈ R or wit contains a binding break for VC, such that12

Pr[〈P∗(1λ, stmt),V(stmt)〉] ≤ γ.

Remark 2.3. Our notion of strongly γ-extractable PCP is related to a concurrent
work by Chiesa, Dall’Agnol, Guan, and Spooner [CDGS23]. They formulate
knowledge soundness of PCP in a natural game-based way, which generalises
easily to IOPs. Fortunately, their notion is essentially equivalent to ours, except
that they allow a probabilistic witness recovery algorithm W. To work with UCS,
we want deterministic success, i.e. π̃ 7→ [W(π̃) 6= ⊥] should implement a function.

Remark 2.4. A very recent concurrent work [CDG+24b; CDG+24a], studies the
security of Kilian’s protocol using a concrete security framework. Our above
analysis recovers their bounds for soundness and knowledge error, if we truncate
the expected time extractors suitably. In fact, our analysis slightly improves upon
the expected time analysis of [CDG+24a] as we do not need an “error parameter”
ε for success and also have no factor log(q/ε) in the runtime, where q = |I(ρ)| is
the (constant) query complexity.

2.4 Generalised Sequential Composition of Extractor

Up until now, we only considered 3-move protocols with a single challenge.
However, efficient (succinct) arguments are often multi-round protocols. While
sequential composition results for extractors of special sound protocols are well-
known [AC20; ACK21; AF22; AFK22; AFR23; AFK23] (a.k.a. tree-special sound-
ness), and translate to UCS, we need something stronger. This is needed to
fully exploit the power of UCS to choose challenges which ensure a certain
12 There is no advantage against VC, since binding breaks are witnesses for R′.
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property, e.g., φwit′(c) = 0 as used in the template for UCS and with Kilian’s
argument. In a multi-round setting, φwit′ may depend not only on challenge ci of
round i, but on all challenges. So for µ-fold composition, we must ensure that
ϕwit′(c1, . . . , cµ) = 0. This requires a generalisation of the standard sequential
composition theorem (where extractors are completely unaware of other the exis-
tence of other challenges and rounds). Indeed, for our Bulletproofs analysis, this
is a crucial ingredient. In Section 9, we provide such a generalisation and analyse
its knowledge error and run-time. Under mild conditions, these are (almost)
identical to standard sequential composition.

At a very high level, our generalisation considers an abstract adversary
A : C → {0, 1}∗, and requires that extractors are abstract adversaries (over C)
as well. Hence, ExtA(c) takes as input a challenge c ∈ C (and satisfies some
mild properties).13 This unification of adversary and extractor “trivializes” com-
position, and is already sufficient for our purposes. As not all extractors are
naturally defined over C, we introduce simple tools to mimic standard sequen-
tial composition. We refer to Sections 7 and 9 for definitions and Section 8 for
examples.

2.5 Revisiting Lattice-based Bulletproofs

The lattice-based Bulletproofs protocol [BLNS20; AL21; ACK21; BF23] is the
lattice-analogue of the Bulletproofs protocol [BCC+16; BBB+18] in the discrete
logarithm setting. It allows a prover to convince a verifier, with poly-logarithmic
communication, about its knowledge of a vector x satisfying the Inhomogeneous
Short Integer Solution (ISIS) instance (A,y), i.e.

Ax = y mod q and ‖x‖ ≤ α

where A,x,y are a matrix and vectors over some (typically cyclotomic) ring R.
In a nutshell, the protocol proceeds in 2µ+ 1 moves (or µ+ 1 rounds), where

m = 2µ is the number of columns (resp. rows) of A (resp. x), as follows:

1. At each round i ∈ [µ]:
(a) The prover computes two univariate degree-1 polynomials in R[C],

fA(C) := A0 · C +A1 mod q and gx(C) := x0 + x1 · C

where (A0,A1) and (x0,x1) are bisections of A and x respectively satis-
fying Ax = A0x0 +A1x1 = y mod q. It sends the product polynomial
h(C) := fA(C) · gx(C) mod q to the verifier.

(b) The verifier checks that h(C) is indeed a quadratic polynomial, and that
the coefficient of C is y. If so, it sends a random challenge c←R C ⊆ R
to the prover, where the challenge set C is a parameter of the protocol.

13 Recall that standard sequential composition assumes C = C1× . . .×Cµ, and extractor
ExtAi

i expects Ai : Ci → {0, 1}∗. Moreover, Exti takes no input (or only (c1, . . . , ci−1)).
Generalised sequential composition assumes no structure on C, as each Exti is over C.
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(c) Prover and verifier update the statement to (A′,y′) := (fA(c), h(c)). The
prover also updates its witness to x′ := gx(c).

(d) Continue to the next round with new statement (A′,y′) and witness x′.
2. After µ rounds, the witness x becomes a single value, and the matrix A has

only one column. The prover simply sends x.
3. The verifier checks that Ax = y mod q, and that ‖x‖ does not exceed a

certain norm bound given as a parameter of the protocol.

Existing Results Earlier works [BLNS20; AL21; ACK21] analysed the tree-
special soundness of the lattice-based Bulletproofs protocol when instantiated
with challenge sets C which admit a certain algebraic structure, i.e. that the
Vandermonde determinant defined by any 3 distinct challenges divides some
small slack element s. In such settings, the knowledge extractor is able to extract
a vector x† satisfying

Ax† = ys mod q and ‖x‖ ≤ α′

for some stretched α′ > α. Note that the relation Ax† = ys mod q is satisfied
only with a multiplicative error s.14 The soundness errors achieved by such
instantiations and analyses are unfortunately lower bounded by Ω(1/ϕ), where
ϕ is the degree of the cyclotomic ring, due to upper bounds on the cardinality
of sets satisfying the required algebraic structures (e.g. see [AL21]), at least for
cyclotomic rings with prime-power conductors.

Bünz and Fisch [BF23] circumvented the inverse-polynomial lower bound
by choosing an exponential-size unstructured challenge set C consisting of short
elements. To reason about the soundness of such an instantiation, they proposed
the notion of almost special soundness (AMSS), and showed that the instantiation
is AMSS and consequently also knowledge sound with negligible soundness error
(without repetition). There are, however, important questions still left open:

1. First, AMSS is a rather complex notion that is intimately connected to a
deterministic commitment scheme in its very definition. It is therefore not
generally applicable for analysing other protocols.

2. Second, the AMSS analysis of the lattice-based Bulletproofs protocol was only
done for the instantiation over R = Z, while essentially all practical lattice-
based schemes are instantiated over some (typically cyclotomic) number rings
R. Generalising the analysis to the ring setting is highly non-trivial due to
the distinction between the algebraic and geometric norm over a number field
K. Over Q, these norms coincide.

Our Goal We follow Bünz and Fisch [BF23] to instantiate the challenge set by an
exponential-size unstructured set of short elements. Different from their approach,
however, is that we will be analysing the instantiated lattice Bulletproofs protocol
via the adaptive special soundness and UCS framework. This serves as an example
14 Over a cyclotomic ring with prime-power conductor, s = 1 is achievable [AL21].
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of how the framework can be used to analyse the soundness of protocols with
complicated witness extraction strategies. Putting the framework aside, our
analysis also covers more general choices of R. Concretely, we cover R = Z as a
special case, as well as the rings of integers of imaginary quadratic fields with
class number 1.

To establish some context, we will be working over a number field K of degree
ϕ, its ring of integers R, and the quotient ring Rq := R/qR. Statements (A,y)
are defined over Rq, and witnesses x are defined over R. Our choice of (geometric)
norm of an element x ∈ K is the `∞-norm over the canonical embedding of x,
denoted simply by ‖x‖. Our goal is to analyse the soundness of the lattice
Bulletproofs protocol instantiated over R and with the challenge set C being the
set of all R elements of norm at most some β, i.e. C := {x ∈ R : ‖x‖ ≤ β}. With
this instantiation, it is straightforward to see that the protocol is complete for
the ISIS relation defined above if the final norm bound that the verifier checks is
set to αβµ.

In the following, we will overview the analysis of the protocol via the adaptive
special soundness framework. The roadmap is as follows. We first establish
some convenient notation for parsing prover and verifier messages from a tree of
transcripts. Then, we describe the high-level structure of a UCS U and briefly
discuss why it has negligible knowledge soundness. Finally, we discuss why the
protocol is U-adaptive special sound.

Tree Representation of Transcripts To prepare for the following discussion,
it will be convenient to establish some notation concerning trees of transcripts.
Observe that each execution of the protocol produces a transcript τ consisting
of a tuple of 2µ+ 1 elements (h1, c1, h2, c2, . . . , hµ, cµ,x), where hi are quadratic
univariate polynomials sent by the prover, ci ∈ C are challenges sent by the
verifier, and x ∈ R is the final prover message. Transcripts with agreeing prefixes
can be arranged into a tree of transcripts T of (edge-)depth µ, where nodes are
labelled with prover messages, and edges are labelled with verifier challenges.
Each individual transcript can be parsed from the tree by collecting the labels
from the corresponding root-to-leaf path.

We index prover and verifier messages by the identifiers of nodes and edges
respectively, i.e. the prover message at a non-leaf node v is denoted hv, the
challenge at an edge connecting a parent v with a child w is denoted cv,w, and
the prover message at a leaf node v is denoted xv. The subtree of T rooted at v
is denoted Tv, and the partial transcript obtained by parsing the labels from the
root to the node v is denoted τv.

For any node v in a tree of transcripts T for some statement stmt = (A,y),
we can assign a statement stmtv = (Av,yv) to the node v as follows:

– The root node is assigned stmt = (A,y).
– For any non-root node w with parent v, we can assign Aw := fAv

(cv,w) and
yw := hv(cv,w), and set stmtw := (Aw,yw).
Finally, we extend the notation of the folding polynomial fA and gx so that

they also take as input a sequence of challenges c instead of single challenges.
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On input c = (ci+1, . . . , cµ), gx(c) is defined by recursively folding x by ci+1,
followed by ci+2, all the way until cµ. The value of fA(c) is defined analogously.

Constructing the UCS We overview our construction of a (family of) UCS(s)
U = (Ui)µ−1i=0 designed for the above instantiation of the lattice Bulletproofs
protocol. The goal of U is to guide an extractor to produce, when given oracle
access to a prover, a tree of transcripts T for a statement stmt = (A,y). Given
such a tree of transcripts, a witness extractor can produce a witness (x, s) with
the guarantee that one of the following is satisfied:

(1) Ax = ys mod q, ‖x‖ ≤ α0, ‖s‖ ≤ δ0,
(2) Ax = 0 mod q, ‖x‖ ≤ α′0,

for some α0, α
′
0, δ0. In fact, the witness extractor that we are about to construct

will consist of a family of extractors (Wi)
µ
i=0, where Wi is responsible for ex-

tracting a witness (xv, sv) for the statement (Av,yv) for any depth-i node v by
repeatedly calling Wi+1. That is, it is guaranteed that one of the following is
satisfied:

(1) Avxv = yvsv mod q, ‖xv‖ ≤ αi, ‖sv‖ ≤ δi,
(2) Avxv = 0 mod q, ‖xv‖ ≤ α′i,

for some αi, α
′
i, δi. The witness to stmt is then simply the output of W0. While

the formal construction of U depends on that of (Wi)
µ
i=0, the inner-workings of

the latter are not necessary for understanding the structure of U .
Recall that a UCS U expects as input a sequence of transcripts. To succinctly

represent transcript sequences which satisfy a tree structure, we introduce the
notation (τv,Tv). It is convenient to view (τv,Tv) as a subtree of of some bigger
tree T, where τv is the partial transcript parsed from the labels along the path
from the root node to the node v, and Tv is the subtree rooted at node v. The
labels along each root-to-leaf path forms a transcript.

With the above notation, the behaviour of Ui(τv,Tv) is defined as follows:

1. If the candidate witness (xw, sw) extracted at any child w of v is a SIS
solution, i.e. Awxw = 0 mod q, then no further transcripts are needed, i.e.
Ui(τv,Tv) returns the empty set. Otherwise, continue as described below.

2. If the node v has fewer than 3 children, then every challenge sequence c =
(ci+1, . . . , cµ) is useful except for those with ci+1 ∈ {cv,w : w ∈ children(v)}.
We call these the “uncharted” challenge sequences.

3. If the node v has more than 3 children, then no further transcripts are needed.
4. If v has exactly 3 children, then let (x∗v, s∗v) be the candidate witness extracted

from those of the first 3 children, i.e. the candidate witness that one would
extract in the traditional tree-special soundness setting. There are 3 sub-cases:
(a) If the candidate witness (x∗v, s

∗
v) is inconsistent with the prover message

hv, the extractor continues to look for an uncharted challenge sequence.
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(b) If the slack s∗v of the candidate witness is too large, then the extractor
aims for an uncharted challenge sequence with a special property: If
we use x∗v/s

∗
v (which may not be integral) as the witness to honestly

respond to such a challenge sequence, the final prover message should be
non-integral. Concisely, the property states that gx∗

v/s
∗
v
(c) /∈ R.

(c) If none of the above cases is triggered, no further transcripts are needed.

Note that Steps 1, 4(a) and 4(b) are where probabilistic tests take place, and
they depend on not only challenges but also entire transcripts. These steps are
therefore not captured by the traditional tree-special soundness setting.

To see why U has a negligible knowledge error, we first observe that the
cardinality of |C| is exponential in the degree ϕ of the ring. We also see that when
U restricts the useful challenges to an uncharted set, only a negligible portion of
C is ruled out. Finally, the largest non-empty set output by U is the intersection
between an uncharted set and a set of challenges c such that gx∗

v/s
∗
v
(c) /∈ R,

or equivalently gx∗
v
(c) 6= 0 mod s∗v, where gx∗

v
is a multilinear polynomial over

K with coefficients given by x∗v. The challenges c that are ruled out are either
charted, which contributes a negligible portion of C, and those which satisfy
gx∗

v
(c) = 0 mod s∗v. By a generalisation of the so called “multilinear composite

Schwartz-Zippel” lemma of [BF23] to the ring setting, we can upper bound the
latter in terms of the inverse of the norm of the denominator ideal of x∗v/s

∗
v.

Intuitively, if s∗v is large in (geometric) norm, then chances are that it is also
large in field norm, and therefore the event gx∗

v
(c) = 0 mod s∗v happens with low

probability.
Obviously, an element s with large (geometric) norm does not necessarily

have large field norm. Indeed, for rings R which contain infinitely many units,
there exist units with unbounded (geometric) but field norm ±1. To deal with
this issue, heuristically, we observe that the slack s∗v is not fully maliciously
chosen, but is rather largely influenced by the random challenges picked by the
extractor. We can therefore expect it to behave like a “random” element, for
which having large geometric norm implies having large field norm. Formally, we
focus our attention to the rings of integers of imaginary quadratic fields, where
the number of units is finite (namely, 2), and the field norm is simply the square
of the geometric norm.

U-Adaptive Special Soundness Analysis We next explain why the lattice
Bulletproofs protocol instantiated as above is U -adaptive special sound. For this,
it suffices to argue that given a U -tree of transcripts T, the root witness extractor
W0 is able to output a witness (x∗, s∗) which either satisfies the ISIS relation
(A,y) or the SIS relation A. We sketch the argument for this below.

First, we observe that the witness (x`, 1) extracted at any leaf node ` must
satisfy the ISIS relation (A`,y`). We want to show by induction that, at every
node v, the extracted witness (xv, sv) either satisfies the ISIS relation (Av,yv)
or the SIS relation Av.

Second, we argue that if there exists a node w of depth i + 1 at which the
extracted witness satisfies the SIS relation given by Aw, then Wi executed at
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the parent node v can output a witness satisfying the SIS relation given by Av.
This allows to propagate a SIS solution anywhere in the tree T all the way to
the root. In the remaining analysis of (xv, sv), we therefore assume that, for any
node w 6= v under the subtree Tv, (xw, sw) satisfies the ISIS relation (Aw,yw).

Next, we argue that if the candidate witness (x∗v, s
∗
v), extracted based on the

first 3 children of v, is inconsistent with the prover message hv, or is such that
the slack s∗v is too large, then Wi must be able to produce a witness xv which
satisfy the SIS relation given by Av.

Finally, we argue that if none of the above exceptions occur, then (x∗v, s
∗
v)

must be a valid witness to the ISIS relation (Av,yv).
In the final step above, we glossed over a detail thatWi should actually output

(x†v, s
†
v), where x†v/s

†
v is a reduced representation of x∗v/s∗v so that x†v is not much

longer (in geometric norm) than x∗v, but s†v is much shorter (in geometric norm)
than s∗v. For rings where unique factorisation fails, i.e. the class number is larger
than 1, it is unclear how this can be done efficiently. For this reason, our provable
claims focus on fields with class number 1.

3 Preliminaries

We write [k] = {1, . . . , k}. For tuples A,B, we write A � B, if A is a prefix of
B, and A ≺ B if A � B ∧A 6= B; we define A � B and A � B analogously. For
x ∈ Zn, we denote its infinity norm by ‖x‖ = maxi∈[n]|xi|.

We write timeA(A) or just time(A) to denote the time, i.e. computation
steps, spent executing A. If A is probabilistic time(A) is a random variable (for
uniformly chosen uniform random tape of A). We write timeA(B

A) for the overall
time spent in executing the oracle A, i.e. not counting the algorithm B. Similarly,
we write queriesA(B) to denote the number of queries to A (from B).

We often use “efficient algorithms” to refer to algorithms which run in proba-
bilistic polynomial time in its input length. A relation Ξ : {0, 1}∗ × {0, 1}∗ →
{0, 1} is a deterministic function which maps a statement-witness tuple (stmt,wit)
to a bit. We write wit ∈ Ξ(stmt) if Ξ(stmt,wit) = 1.

Let T be a (rooted) tree. We count the depth of T by its edge-depth, i.e. the
number of edges in the longest root-to-leaf path. For a node v ∈ T, the depth of
v in T, denoted depthT(v), is defined as the number of edges in the path from the
root to v. Consequently, the root has depth 0. For a depth-µ tree T, and a node
v ∈ T of depth i ∈ {0, . . . , µ}, we write Tv for the depth-(µ− i) subtree rooted
at v. The w-prefix subtree of T, denoted prefix(T, w), is the subtree obtained by
removing node w and all nodes which come after w in pre-order tree traversal.
Equivalently, prefix(T, w) is the subtree of T formed by removing all subtrees
Tw′ for all w′ ranging from w and nodes on the right-hand-side of w of depth
depthT(w).
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3.1 Auxiliary Lemmata

In our analysis, we use the following facts about geometric distributions and the
monotonicity of certain functions. The proofs are straightforward and therefore
omitted.

Lemma 3.1. Let X ∼ Geo(p) and Y ∼ Geo(q) be two geometrically distributed
random variables. Then

min(X,Y ) ∼ Geo(1− (1− p)(1− q)) and Pr[X ≤ Y ] =
p

1− (1− p)(1− q)
.

Lemma 3.2. We gather following simple facts for x, y ∈ [0, 1]:

– f(x, y) = x−y
1−y is monotonically decreasing in y;

– f(x, y) = x
1−(1−x)(1−y) is monotonically increasing in x;

– f(x, y) = 1
1−(1−x)(1−y) is monotonically decreasing in x and y.

The next lemma helps simplify run-time analysis in Sections 5 and 9. It is a
generalisation of a similar lemma in [AFKR23].

Lemma 3.3 (Stopped summation). Let Xi ≥ 0 and τ ∈ N be random
variables; we make no independency requirements. Suppose there is some θ ∈ R
such that for all i ∈ N we have

E[Xi | τ ≥ i] ≤ θ.

Then, we get

E
[ τ∑
i=1

Xi

]
≤ E[τ ] · θ.

Proof. The claim follows from basic probability theory:

E
[ τ∑
i=1

Xi

]
= E

[ ∞∑
i=1

Xi · 1{τ ≥ i}
]
=

∞∑
i=1

E[Xi · 1{τ ≥ i}]

=

∞∑
i=1

E[Xi | τ ≥ i] Pr[τ ≥ i] ≤ θ ·
∞∑
i=1

Pr[τ ≥ i] = θ · E[τ ]

Note that we are allowed to exchange expectation and summation since all
summands are non-negative. ut

4 Adaptive Special Soundness

In this section, we define the notion of adaptive special soundness. This notion
is even more general than the generalised special soundness notion introduced
in [AFR23]. In the subsequent sections, we will show that adaptive special
soundness implies knowledge soundness. First we introduce our notion of abstract
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adversaries and extractor, and show how it maps to standard settings such as Σ-
protocols. Then we define adaptive special soundness for “single-stage” extraction,
which handles Σ-protocol as detailed in Section 5. Multi-round protocols requires
composition of extractors, or “multi-stage” extraction, and is defined and handled
in Sections 7 and 9.

The following convention suppresses the inputs of extractors and adversaries
to only those which are essential to our analysis.

Remark 4.1 (Convention). We will generally assume that inputs other than
transcripts, such as statement and auxiliary input are hard-coded into adver-
saries, extractors, etc. When required, we consider uniform families parametrised
by these inputs. For example, (Ustmt)stmt can be seen as a single Turing machine
U taking stmt as part of its input.

4.1 Abstract Adversaries and Extractors

In the following, C is an arbitrary challenge set with uniform distribution, and
we write T = {0, 1}∗ to denote the space of transcripts. To simplify notation and
handling of extractors, we make following definition.

Definition 4.2 (Abstract adversary). An (abstract) adversary is an
algorithm (or a probabilistic function) A : C→ T ∪ {⊥} which maps a challenge
c ∈ C to a transcript. We require that there is an efficient function challofA : T → C
which recovers the challenge of transcript, i.e. for all c ∈ C and τ ← A(c), if
τ 6= ⊥ then challofA(τ) = c.

Furthermore, for a verification predicate V : T → {0, 1}, we call A V-
respecting if for all c ∈ C and all τ ← A(c), τ 6= ⊥ implies V(τ) = 1.

We will always assume V-respecting A for an implicit V. Only for defining
sequential composition will this become of interest. We note that our approach is
similar to prior works, except that we integrate the verifier into A itself. In other
words, any non-⊥ output of A is accepting. This reduces visual noise in formulas.

Example 4.3 (Σ-protocols). A Σ-protocol Π = (P,V) is a 3-move public-coin
interactive proof, i.e. the verifier’s message is sampled uniformly at random from
some challenge set C. Moreover, the verifier’s final output is V(τ), where τ is the
transcript. Given any (w.l.o.g.) deterministic malicious prover P∗(stmt, aux), an
abstract adversary A is obtained as follows: For a challenge c, run P∗(stmt, aux)
with challenge c to obtain a transcript τ = (a, c, z). If V(τ) = 1, output τ ,
else ⊥. Clearly, A is V-respecting. Also note that, since A is deterministic, all
(a, c, z)← A(c) have the same a.

Our formalism can also capture multi-round protocols, by setting C = C1×. . .×Cµ.
This is discussed in detail in Section 9. Now, we turn to abstract extractors.

Definition 4.4 ((Ordinary) Abstract extractor). An (abstract) extrac-
tor Ext over challenge set C is a (probabilistic) oracle algorithm ExtA : C →
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{0, 1}∗ ∪ {⊥}, which takes any oracle A : C→ {0, 1}∗ ∪ {⊥}. We require that an
abstract extractor is ordinary: If ExtA(c) queries A, then the first query must
be on its input c ∈ C, and if that response A(c) is ⊥, then ExtA(c) immediately
outputs ⊥.

We call Ext (Vpre,Vpost)-compatible, if for any Vpre-respecting oracle A, ExtA
is Vpost-respecting.

Remark 4.5 (challof for extractors). Note that an extractor ExtA is itself an
adversary over C, i.e. it has the same interface. By the requirements of the
challof function, for any initial challenge c ∈ C, if T ← ExtA(c) is not ⊥, then
challofExtA(T ) = c.

As with adversaries, we leave (Vpre,Vpost) implicit unless they are of rele-
vance. Their relevance is limited to straightforward correctness claims. The explicit
pre- and post-conditions are (only) used for correctness claims of extractors and
sequential composition, and thus usually left implicit.

As a simple example, for an extractor of a Σ-protocol, we set Vpre(τ) as
the verifier’s verification algorithm V(stmt, τ) and Vpost(wit) = [(stmt,wit) ∈ Ξ].
(Recall that we hard-code stmt in extractors and hence (Vpre,Vpost).)

4.2 Useful Challenge Structures (UCS) and Adaptive Special
Soundness for Σ-Protocols

We formalise some technical concepts and crucially the abstract notion of “useful”
challenge structures (UCS).

Definition 4.6 (Sequence of Transcripts). Denote by T = {0, 1}∗ the set
of transcripts, and by T ∗ the set of finite sequences of transcripts, i.e. elements
T ∈ T ∗ are sequences T = (τ1, . . . , τk), for some k, of transcripts τi ∈ T . Further,
we write pred(T ) for the predecessor of T , i.e.,

pred((τ1, . . . , τk)) := (τ1, . . . , τk−1) and pred(∅) = ∅.

Definition 4.7 (Challenge Set Function). Let C be a challenge set. Let
F : T ∗ → 2C be a function which takes as input a sequence T of transcripts, i.e.
T = (τ1, . . . , τ`) (for some `), and outputs a subset F(T ) ⊆ C of challenges. We
call F a challenge set function over C if it is

– efficient, i.e. the membership relation c ∈ F(T ) can be efficiently decided;
– efficiently sampleable, i.e. sampling uniformly at random from F(T ), for

any given T , takes expected polynomial time (in the size |T | of the input T ).

Definition 4.8 (Chains of Transcripts). Let F be a challenge set func-
tion. A sequence of transcripts (τ1, . . . , τ`) ∈ T ∗ is a F-chain if challof(τi) ∈
F(τ1, . . . , τi−1) for all i ∈ {1, . . . , `}. We write

– Chains(F) for the set of all chains of F ;
– Chains◦(F) for the subset of chains ((τ1, . . . , τi)) with F(τ1, . . . , τi) 6= ∅.

21



In our setting, F(T ) = ∅ indicates that a witness can be extracted from the
chain of transcripts T . Hence, Chains◦(F) ⊆ Chains(F) contains only the chains
that are incomplete, i.e. from these chains a witness cannot be extracted. It is
often convenient to consider only Chains◦(F), instead of Chains(F), e.g. when
considering the next transcript that is to be considered by the extractor.

Definition 4.9 (Depth of a Challenge Set Function). Let F be a challenge
set function. The depth of F is depth(F) = max{i | (τ1, . . . , τi) ∈ Chains(F)},
i.e. the length of the longest chain in Chains(F).

Definition 4.10 (Useful Challenge Structure (UCS)). A challenge set
function U over a challenge set C is called a useful challenge structure
(UCS) if it is monotonic, i.e. if U(T ) ⊆ U

(
pred(T )

)
for all T ∈ Chains(U),

and U(∅) = C. Further, we define C(T ) := U(pred(T )) for all T ∈ T ∗.

We note that the “usefulness” of challenges is defined by the UCS, i.e. we
use the adjective “useful” in an abstract definitional sense. Of course, for all
UCSs of interest, the usefulness of challenges is indeed motivated by the needs of
some extraction procedure. Indeed, looking ahead, the definition of UCS specifies
“useful” challenges and hence extraction strategies abstractly. A UCS effectively
encapsulates an extraction strategy: Our knowledge extractor will iteratively try
to find new accepting transcripts until it can extract a witness. Given a sequence
T of transcripts that have already been found, the set U(T ) defines the challenges
that are useful to the extractor, i.e. these challenges will bring the extractor
closer to its goals of extracting a witness. For concreteness, we suggest the reader
to skip ahead to Section 6 for examples of UCSs for common extraction scenarios.

We note that both depth and monotonicity are defined over the U-chains
only, i.e. how U is defined outside of Chains(U) is irrelevant. This is sufficient,
since during extraction, only U-chains will occur.15

We are now ready to define adaptive special soundness for Σ-protocols.

Definition 4.11 (U-Adaptive Special Soundness – Σ-Protocols). Let C
be a challenge set and U = (Ustmt)stmt be a UCS over C. Let (P,V) be a Σ-protocol
with challenge set C. We say that (P,V) is U-adaptive special sound for a
relation Ξ, if there exists an efficient witness extractorW = (Wstmt)stmt, such that
the following holds: For every stmt and every Ustmt-chain of accepting transcripts
T =

(
(a, c1, z1), . . . , (a, ck, zk)

)
∈ Chains(Ustmt) with Ustmt(T ) = ∅, the witness

extractor Wstmt(T ) outputs a witness wit ∈ Ξ(stmt).

4.3 Nested UCS-Chains and Adaptive Special Soundness for
Multi-Round Protocols

In what follows, we generalise the above notions, such as UCS and U-chains, to
the setting of multi-round setting. The notions defined here are quite abstract,
and the reader may skip to this section, and come back to it later. This section
15 A good way to handle “invalid input” T is by setting U(T ) = ∅.
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is first required for sequential composition of extractors, which is sketched in
Section 7, and treated more precisely in Section 9 with several examples provided
in Section 8.2. We recommend to cross-reference definitions with the latter
examples, which illustrate how the notions behave and how they can be used.

Definition 4.12 (Nested Sequence of Transcripts (cf. Definition 4.6)).
Let µ ∈ N. A depth-µ nested sequence of transcripts T = (T1, T2, . . . , Th) (for

some h) is a sequence where each term Ti is a depth-(µ− 1) nested sequence of
transcripts. A depth-1 nested sequence of transcripts T = (τ1, . . . , τk) ∈ T (for
some k) is a sequence of transcripts.

Remark 4.13 (Interpreting Nested Sequences as Trees). A nested sequence of
transcripts can be parsed to have a tree representation. For example, consider
a depth-2 nested sequence T = (T1, T2) = ((τ1, τ2), (τ3, τ4)). This corresponds
to a tree of (edge-)depth 2 where the four leaves are labelled with τ1, . . . , τ4
respectively. We define the height of T as the height viewed as a tree.

Nested sequences of transcripts arise naturally when composing extractors.16

We emphasise that the notion of nested sequence of transcripts does not necessarily
reflect protocol executions, i.e. the tree representation of a nested sequence of
transcripts may or may not have the structure of a typical “tree of transcripts”
constructed in the sense of protocol execution. To distinguish between the two
notions, we call the former extraction trees and the latter protocol (execution)
trees. More concretely, a protocol tree of transcripts of a (2µ+1)-move interactive
argument is a tree of (edge-)depth µ, where each root-to-leaf path represents a
transcript, with the i-th prover message given by the i-th node label (counting
from 0), and the i-th verifier message given by the i edge label (counting from 1).
In contrast, the messages in a transcript stored at a leaf in a depth-µ extraction
tree may or may not be assigned to the intermediate nodes and edges consistently
in the same fashion as in a protocol execution tree. Indeed, a tree parsed from a
nested sequence of transcripts has less structure: Only the leaves are labelled (by
complete transcripts). This allows us to capture more extraction procedure as
tree-special soundness. See Section 8 for clarifying examples. We remark, however,
that there are many (if not more) examples where a protocol tree can be parsed
as an extraction tree and vice versa, e.g. in Section 10.

Definition 4.14 ((F1, . . . ,Fµ)-Chains of Transcripts). Let µ ∈ N and
F = (F1, . . . ,Fµ) be a sequence of challenge set functions. For µ = 1, a (nested)
F1-chain of transcripts is an F1-chain of transcripts (Definition 4.8). Let T =
(T1, . . . , T`) ∈ T ∗ be a depth-µ nested sequence of transcripts with Ti being the
i-th depth-(µ− 1) subtree. The tree T is said to be a (nested) F-chain if

– (T1, . . . , T`) ∈ Chains(F1), and
– each Ti is a (nested) (F2, . . . ,Fµ)-chain of transcripts.

16 They also arise naturally when composing protocols, but here we are taking an
extractor-centric perspective.
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We write Chains(F) for the set of all (nested) F-chains. We say T is complete
if F(T1, . . . , T`) = ∅ and each Ti is complete (w.r.t. (F2, . . . ,Fµ).) Finally, let
V : T → {0, 1} be a predicate. We call a (F1, . . . ,Fµ)-chain T V-respecting, if
all transcripts in T satisfy V.

We note that in the above definition, when instantiated with useful challenges
sets for extractor composition, then each Fi expects as input depth-(µ− i) nested
sequences of transcripts. While formally Fi must be defined for any input, we
will make use of Vi-respecting (trees of) transcripts (for suitable Vi), to ensure a
proper tree structure.

We are now ready to extend adaptive special soundness to nested UCS (and
thus multi-round protocols and more). Note again, that we do not assume a
round-structure on the protocol, and thus do not require any (product) structure
on the challenge set C in the definition below.

Definition 4.15 (U-Adaptive Special Soundness). Let µ ∈ N, C be a
challenge set, and U = (Ustmt)stmt = ((Ustmt,i)

µ
i=1)stmt be sequence of µ useful

challenge structures over C. A public-coin interactive argument (P,V) with
challenge set C is U-adaptive special sound for a relation Ξ if the following
are satisfied: There exists an efficient witness extractor W = (Wstmt)stmt, such
that for all stmt, on input a complete depth-µ nested sequence T of accepting
transcripts with T ∈ Chains(Ustmt), the witness extractor Wstmt(T ) outputs a
witness wit ∈ Ξ(stmt).

4.4 Adaptive Witness Extractors and Adaptive Special Soundness

We conclude the section by introducing the notion of adaptive witness extractors
(AWE) and that of adaptive special soundness with respect to an AWE. These
concrete notions endow the abstract notions considered above (adversary, extrac-
tor, UCS) with semantic meanings. Moreover, they provide a more convenient
template for specification and analysis of the extraction process.

First, we define adaptive witness extractors which take as input (non-nested)
sequences of transcripts. These extractors are natural, for example, for Σ-
protocols.

Definition 4.16 (Adaptive Witness Extractors). A (uniform family of)
efficient algorithm(s) W = (Wstmt)stmt is said to be an adaptive witness extractor
for a relation Ξ and challenge set C if it satisfies the following requirements:

Syntax. For any stmt ∈ {0, 1}∗ and on input any sequence of transcripts T ∈ T ∗,
Wstmt(T ) outputs a tuple (C′,wit) conforming to one of the following:

– (Extraction Incomplete.) C′ 6= ∅ (and wit = ⊥ without loss of generality).
– (Extraction Success.) C′ = ∅ and wit ∈ Ξ(stmt).
– (Extraction Failure.) C′ = ∅ and wit = ⊥.

By abuse of notation, we write Wstmt(T ) ∈ Ξ(stmt) and c←Wstmt(T ) where
it is clear from the context whether the output tuple corresponds to a witness
or a challenge subset.
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Induced UCS. We require that Wstmt restricted to its first output, denoted by
UW,stmt, is a challenge set function (Definition 4.7), i.e. C′ is an efficiently
decidable and efficiently sampleable subset of C. Furthermore, we require
that U = UW,stmt is useful (Definition 4.10), i.e. U(T ) ⊆ U(pred(T )) for all
T ∈ Chains(U) and U(∅) = C. We call UW,stmt the UCS induced by Wstmt.

Analogous to the notion of nested UCS, we introduce the notion of nested
AWE. These extractors are natural, for example, for multi-round protocols, e.g.
Bulletproofs.

Definition 4.17 (Nested Adaptive Witness Extractors). Let µ ∈ N. A
sequence of efficient algorithms W = (Wstmt)stmt = ((Wstmt,i)

µ
i=1)stmt is said to be

a depth-µ adaptive witness extractor for a relation Ξ and challenge set C if there
exists a sequence of relations (Ξi)

µ
i=1 with Ξ = Ξ1 such that, for each i ∈ [µ],

(Wstmt,i)stmt is an adaptive witness extractor for relation Ξi and challenge set
C. We write UW,stmt := (UWstmt,i)

µ
i=1 for the sequence of UCSs induced by W and

stmt and UW,stmt := (UW,stmt)stmt.

Finally, we define the notion of adaptive special soundness with respect
to an AWE instead of a UCS. This notion allows us to discuss the adaptive
special soundness of a protocol in a more simplistic language, since we can avoid
constructing a (sequence of) UCS(s) which is based on a (sequence of) witness
extractor(s), and then argue that the witness extractor(s) must successfully
produce a witness given a sequence of transcripts conforming to the UCS.

Definition 4.18 (W-Adaptive Special Soundness). Let µ ∈ N, C be a
challenge set, and W = (Wstmt)stmt = ((Wstmt,i)

µ
i=1)stmt be a family of (sequences

of) adaptive witness extractors over C. A public-coin interactive argument (P,V)
is W-adaptive special sound, if (P,V) is UW,stmt-adaptive special sound with
witness extraction algorithm Wstmt,1.

According to Definitions 4.15 and 4.18, to prove that public-coin interactive
argument (P,V) is adaptive special sound, it suffices to construct a (sequence of)
adaptive witness extractor W = (Wstmt)stmt which, on input a complete depth-µ
nested sequence T of accepting transcripts with T ∈ Chains(UWstmt), outputs a
witness wit ∈ Ξ(stmt). Note that T ∈ Chains(UWstmt) means that the transcripts
in T are produced according to the specifications of Wstmt.

5 Knowledge Extractors for Useful Challenge Structures

In this section, we define extend the knowledge extractor from [AFKR23] to
useful challenge structure, and hence adaptive special-sound Σ-protocols, and
analyse its properties, thereby proving knowledge soundness. To simplify the
exposition, we first introduce some notation and conventions.
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5.1 Notation and Conventions

Suppose (P,V) is a U -adaptive special soundΣ-protocol for relation Ξ. Our goal is
to construct a knowledge extractor that, given oracle access to a (dishonest) prover
P∗ attacking (P,V) on statement stmt, aims to output a witness w ∈ Ξ(stmt).
Without loss of generality, we may assume that P∗ is deterministic (see [AF22]),
i.e. P∗ is effectively a deterministic function that takes as input a challenge c
and outputs a protocol transcript (a, c, z).

As in prior works [AF22; AFK22; AFK23; AFR23; AFKR23], we present
our core results in a more abstract language, allowing us to later handle more
complicated scenarios such as multi-round interactive proofs. Namely, we considers
an abstract adversary A : C → T ∗ ∪ {⊥}, whose natural instantiation is given
by a prover P∗ attacking the Σ-protocol (P,V) on a statement stmt. In contrast
to prior works, verification is implicitly handled by the adversary A, i.e. for any
challenge c ∈ C, A(c) either outputs an accepting transcript τ = (a, c, z) ∈ T ∗ =
{0, 1}∗ ×C × {0, 1}∗ or it fails and outputs ⊥. For this reason, we do not need to
specify a separate verification predicate. In the formal terms of Section 4.1, we
assume throughout that A is V-respecting, where V is the verification function
of V.

In the following, we define shorthand notations for recurring expressions. To
this end, let U ⊆ C ⊆ C. Then, we define

ε(U | C) := Pr[A(c) 6= ⊥ ∧ c ∈ U | c←R C] . (1)

This is the probability that a challenge c, sampled uniformly at random from C,
lies in U ⊆ C and the algorithm A succeeds on c. In particular, it holds that
ε(C | C) = Pr[A(c) 6= ⊥ | c←R C]. Further, we define

∆(U | C) := Pr[A(c) 6= ⊥ ∧ c /∈ U | c←R C] . (2)

This is the probability that c is sampled outside the subset U and the adversary
succeeds for c. By basic probability theory, it holds that

ε(U | C) = ε(C | C)−∆(U | C) ,

i.e. ∆(U | C) is the exact (absolute) difference between ε(U | C) and ε(C | C).
Next, we define

κ(U | C) := Pr[c /∈ U | c←R C] . (3)
It is easily seen that κ(U | C) is an upper bound for the (absolute) difference
∆(U | C) between ε(U | C) and ε(C | C). Moreover, unlike ε and ∆, κ is
independent of the adversary A. For these reasons, κ(U | C) can also be viewed
as a relative knowledge error between the sets U and C. We define the knowledge
error of a UCS U as

κ(U) := max
S∈Chains◦(U)

κ(U(S) | C) . (4)

Intuitively, κ(U) is simply the relative size of the largest useless subset of C which
can be encountered during an extraction.
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The equality

ε(U | U) =
ε(C | C)−∆(U | C)

1− κ(U | C)
(5)

holds by definition. Finally, we define the following quantity

δ(U | C) := ε(C | C)−∆(U | C)
1−∆(U | C)

= ε(U | U) · 1− κ(U | C)
1−∆(U | C)

. (6)

The inequality ε(U | U) ≥ δ(U | C) will be crucial in our extractor analysis.
Similar to κ, we define

δ(U) := min
S∈Chains◦(U)

δ(U(S) | C) . (7)

5.2 Two Chain Rules

Here, we state and prove two chain rules that will be useful later.

Lemma 5.1 (Chain Rule 1). Let C be a challenge set, let C3 ⊆ C2 ⊆ C1 ⊆ C
and let A : C→ T ∗ ∪ {⊥}. Then it holds that

(1− κ(C3 | C2)) · (1− κ(C2 | C1)) = 1− κ(C3 | C1) .

Proof. Abusing notation, for c←R C sampled uniformly at random, we write C
for the event c ∈ C (for any C ⊆ C). Moreover, without loss of generality, we
may assume that C1 = C.

Then,
1− κ(C3 | C2) = Pr(C3 | C2) ,

1− κ(C2 | C1) = Pr(C2) ,

1− κ(C3 | C1) = Pr(C3) ,

and thus

(1− κ(C3 | C2)) · (1− κ(C2 | C1)) = Pr(C3 | C2) · Pr(C2)

= Pr(C3 ∧ C2) = Pr(C3) = 1− κ(C3 | C1) ,

which completes the proof. ut

Lemma 5.2 (Chain Rule 2). Let C be a challenge set, let C3 ⊆ C2 ⊆ C1 ⊆ C
and let A : C→ T ∗ ∪ {⊥}. Then it holds that(

1−∆(C3 | C2)
)
·
(
1−∆(C2 | C1)

)
≤ 1−∆(C3 | C1) .

Proof. Let us use the same notation as in the proof of Lemma 5.1, i.e. for c←R C
sampled uniformly at random, we write C for the event c ∈ C (for any C ⊆ C)
and, without loss of generality, we assume that C1 = C. Further, abusing notation,
we write A for the event A(c) 6= ⊥.
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Then,
∆(C3 | C2) = Pr(A ∧ ¬C3 | C2) ,

∆(C2 | C1) = Pr(A ∧ ¬C2) ,

∆(C3 | C1) = Pr(A ∧ ¬C3) ,

and thus(
1−∆(C3 | C2)

)
·
(
1−∆(C2 | C1)

)
= (1− Pr[A ∧ ¬C3 | C2]) · (1− Pr[A ∧ ¬C2])

= 1− Pr[A ∧ ¬C3 | C2]− Pr[A ∧ ¬C2]

+ Pr[A ∧ ¬C3 | C2] · Pr[A ∧ ¬C2]

= 1− Pr[A ∧ ¬C2]− Pr[A ∧ C2 ∧ ¬C3] + Pr[A ∧ C2 ∧ ¬C3]

+ Pr[A ∧ ¬C3 | C2] · Pr[A ∧ ¬C2]− Pr[A ∧ ¬C3 | C2]

= 1− Pr[A ∧ ¬C3] + Pr[A ∧ ¬C3 | C2] · Pr(C2)

+ Pr[A ∧ ¬C3 | C2] · Pr[A ∧ ¬C2]− Pr[A ∧ ¬C3 | C2]

= 1−∆(C3 | C1) + Pr[A ∧ ¬C3 | C2] ·
(
Pr[C2] + Pr[A ∧ ¬C2]− 1

)
≤ 1−∆(C3 | C1) + Pr[A ∧ ¬C3 | C2] ·

(
Pr[C2] + Pr[¬C2]− 1

)
= 1−∆(C3 | C1) ,

which completes the proof of the lemma. ut

5.3 Knowledge Extractor Construction and Analysis

We are now ready to define and analyse our knowledge extractor Ext, adapting
the work [AFKR23]. The extractor Ext is given rewindable black-box access to
an adversary A : C→ T ∪ {⊥}, denoted as ExtA, and aims to output a sequence
of transcripts T = (τ1, . . . , τk) ∈ T ∗ such that U(T ) = ∅ for the useful challenge
structure U . In case of Σ-protocols, the transcripts τi = (a, ci, zi) have common
first message a (as P∗ is deterministic).

The extractor is formally defined in Figure 1. In its first step, ExtA evaluates
A on a challenge c ←R U(∅) = C sampled uniformly at random. If ⊥ ← A(c),
i.e. if A is unsuccessful on this challenge, the extractor aborts and returns
⊥. Otherwise, i.e. if τ ← A(c) with τ 6= ⊥, it continues to run an iterative
sub-extractor ExtAiter(T ) on input the sequence T = (τ) of transcripts.

The iterative sub-extractor ExtAiter(T ) is an algorithm that, given rewindable
black-box access to A and on input a sequence of transcripts T ∈ T ∗, proceeds
as follows. First, it checks if U(T ) = ∅, i.e. if there are no more useful challenges.
If this is the case, the extractor has already succeeded and it simply returns
T . Otherwise, it enters a (while-)loop. In each iteration of this loop, a useful
challenge c ←R U(T ) is sampled and passed to A, which returns τ ∈ T ∪ {⊥}.
If τ 6= ⊥, i.e. A(c) has successfully returned an accepting transcript, we say
that this iteration is a success, and the iterative extractor returns whatever
ExtAiter

(
(T, τ)

)
returns. Otherwise, the extractor samples a coin coin with the

following procedure:
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– Sample c← U
(
pred(T )

)
;

– If c /∈ U(T ) ⊆ U
(
pred(T )

)
, evaluate τ ← A(c);

– If τ 6= ⊥, then set coin = 1, otherwise set coin = 0.
If coin = 1, then the iterative extractor aborts and returns ⊥. The above steps
are repeated until a successful loop is reached, or until coin = 1 is flipped. We
call Extiter iterative, because the recursive calls are all tail-recursive, and could
trivially be unrolled into a loop.

For convenience, we keep track of a bit Succ(T ) which indicates whether
extraction of this call was successful in finding an accepting transcript. That is
Succ(T ) = 1, if either U(T ) = ∅, i.e. there was nothing to do, or if the loop found
τ 6= ⊥ and will return the result of the tail-recursive call ExtAiter

(
(T, τ)

)
.

For completeness, we recall the differences of this knowledge extraction strat-
egy from [AFKR23] (and our adaptation) compared to the previous knowledge
extractors of [AF22; AFR23]. Intuitively, these approaches recursively or itera-
tively try to find useful challenges/transcripts until the extraction of a witness is
possible. The coin tossing procedure allows the extractor to abort, without being
able to extract a witness, so that the expected run-time is polynomial.

However, there are a number of crucial differences between (our adaptation
of) the approach of [AFKR23] and the prior works [AF22; AFR23]. First, as
discussed in Section 4, our useful challenge structure U : T ∗ → 2C takes as input
sequences of transcripts, whereas in prior works the useful challenges only de-
pend on the challenges of the transcripts found so far. This generalises access
structures of [AFKR23], and will for instance allow us to more efficiently handle
the soundness slack in lattice-based bulletproofs. Second, we adapt the coin
tossing procedure from [AFKR23] to handle UCSs. The careful coin tossing
from [AFKR23] improves the (bound on the) success probability of the extrac-
tor by a factor depth(U) compared to [AF22; AFR23]. Finally, the extractor
of [AFKR23] aims to find new transcripts one by one, i.e. it is tail-recursive. As a
consequence, and in contrast to the extractors of [AF22; AFR23], our extractor
never forgets or throws away accepting transcripts that have been found.

Let us now analyse the main properties of our knowledge extractor. To this
end, we first bound the success probability Pr[Succ(T ) = 1] of the first iteration
of Extiter(T ). In Lemma 5.3 we provide a lower bound for this success probability
and in Lemma 5.4 we provide an upper bound. The lower bound will be used to
bound the success probability of our knowledge extractor, and the upper bound
will be used to bound its expected run-time.
Lemma 5.3 (Success Probability of One Iteration of ExtAiter). Fix an arbi-
trary non-empty sequence of transcripts. Further, let us write C(T ) = U

(
pred(T )

)
.

Then

Pr[Succ(T ) = 1] ≥ δ(U(T ) | C(T ))
ε(C(T ) | C(T ))

=
ε(U(T ) | U(T ))
ε(C(T ) | C(T ))

· 1− κ(U(T ) | C(T ))
1−∆(U(T ) | C(T ))

Proof. For U(T ) = ∅ the claim is trivial. So suppose U(T ) 6= ∅. Let coin(T ) be
the distribution of coin sampled as in Step 2(c) of Extiter(T ). We have

Pr[coin(T ) = 1] = Pr[A(c) 6= ⊥∧c /∈ U(T ) | c←R C(T )] = ∆(U(T ) | C(T )) . (8)
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Parameters: a challenge set C, useful challenge structure U on C and a sequence
of transcripts T ∈ T ∗.
Probabilistic black-box access to: A : C→ ({0, 1}∗ × C× {0, 1}∗) ∪ {⊥}.

ExtAU :

1. Sample c←R U(∅) = C uniformly.
2. Evaluate τ ← A(c).
3. If τ 6= ⊥, let T = (τ) and return Extiter(T ). // Set Succ(∅) = 1.
4. Else return ⊥.

ExtAiter(T ):

1. If U(T ) = ∅:
– Return T // Set Succ(T ) = 1

2. Else, repeat until return:
(a) Sample a new transcripts τ as follows:

– Sample c←R U(T ) uniformly at random;
– Evaluate τ ← A(c).

(b) If τ 6= ⊥:
– Return ExtAiter

(
(T, τ)

)
. // Set Succ(T ) = 1

(c) Else, sample coin as follows:
– Sample c←R C(T ) = U

(
pred(T )

)
uniformly at random;

– If c /∈ U(T ), then evaluate τ ← A(c);
– If τ 6= ⊥, then coin = 1, else coin = 0.

(d) If coin = 1:
– Return ⊥.

Fig. 1. Basic Knowledge Extractor. The comments track when Succ(T ) transitions to 1.

Furthermore, let us define the random variables

X = X(T ) ∼ Geo(ε(U(T ) | U(T ))) ,
Y = Y (T ) ∼ Geo(∆(U(T ) | C(T ))) ,

which are the number of trials required — without ever aborting — until the loop
finds τ 6= ⊥ (and sets Succ(T ) = 1) for the first time (X), respectively the coin
would be 1 for the first time (Y ). It follows that Pr[Succ(T ) = 1] = Pr[X ≤ Y ],
as success occurs if and only if the extractor succeeds before the coin yields 1.
Thus, by Lemma 3.1, we obtain that

Pr[Succ(T ) = 1] =
ε(U(T ) | U(T ))

1− (1− ε(U(T ) | U(T )))(1−∆(U(T ) | C(T )))
.

Now note that, by Equations (5) and (6),

ε(U(T ) | U(T )) ≥ ε(C(T ) | C(T ))−∆(U(T ) | C(T ))
1−∆(U(T ) | C(T ))

= δ(U(T ) | C(T )) .
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Therefore, since x 7→ x
1−(1−x)(1−y) in monotonically increasing for y ∈ [0, 1]

(Lemma 3.2), it follows that

Pr[Succ(T ) = 1] ≥ δ(U(T ) | C(T ))
1− (1− δ(U(T ) | C(T )))(1−∆(U(T ) | C(T )))

.

Finally, by definition of δ (Equation (6)), we observe that

(1−δ(U(T ) | C(T )))(1−∆(U(T ) | C(T )))

= (1− ε(C(T ) | C(T ))−∆(U(T ) | C(T ))
1−∆(U(T ) | C(T ))

)(1−∆(U(T ) | C(T )))

= 1− ε(C(T ) | C(T )) .

(9)

Hence,

Pr[Succ(T ) = 1] ≥ δ(U(T ) | C(T ))
ε(C(T ) | C(T ))

,

which completes the proof. ut

Lemma 5.4 (Success Probability of One Iteration of ExtAiter). In the
same setting as Lemma 5.3, we have

Pr[Succ(T ) = 1] ≤ ε(U(T ) | U(T ))
ε(C(T ) | C(T ))

.

Proof. Following the proof of Lemma 5.3, but now using that x 7→ 1
1−(1−x)(1−y)

is monotonically decreasing for all y ∈ [0, 1] (Lemma 3.2) and that

δ(U(T ) | C(T )) ≤ ε(U(T ) | U(T )) ,

it follows that

Pr[Succ(T ) = 1] =
ε(U(T ) | U(T ))

1− (1− ε(U(T ) | U(T )))(1−∆(U(T ) | C(T )))

≤ ε(U(T ) | U(T ))
1− (1− δ(U(T ) | C(T )))(1−∆(U(T ) | C(T )))

=
ε(U(T ) | U(T ))
ε(C(T ) | C(T ))

,

which completes the proof. ut

Lemma 5.5 (ExtAiter Run-Time). Let T ∈ T ∗ be any sequence of transcripts,
and let the random variable time(T ) := timeA(Ext

A
iter(T )) denote the time spent

in the blackbox A while running ExtAiter(T ) until either Succ(T ) = 1 or coin = 1
occurs.

E[time(T )] ≤ 1

ε(C(T ) | C(T ))
·
(
E[time(A(C)) | C ∈ U(T )]

+ κ(U(T ) | C(T )) · E[time(A(C)) | C ∈ C(T ) \ U(T )]
)

where C ←R C(T ) is uniform.
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Proof. Define X(T ) and Y (T ) as in Lemma 5.3. The number of iterations of the
repeat-until loop in ExtAiter(T ) is now given as min(X,Y ). By Lemma 3.1, we have

E[min(X,Y )] =
1(

1− (1− ε(U(T ) | U(T )))(1−∆(U(T ) | C(T )))
)

≤ 1(
1− (1− δ(U(T ) | U(T )))(1−∆(U(T ) | C(T )))

)
=

1

ε(C(T ) | C(T ))
,

where we first use that x 7→ 1
1−(1−x)(1−y) is monotonically decreasing for all

y ∈ [0, 1] (Lemma 3.2) together with ε(U(T ) | U(T )) ≥ δ(U(T ) | U(T )), and then
simplify the denominator as in Equation (9) above.

In each iteration, one query A(C) is made with C ←R C(T ), and then, if it
was is not successful, the coin is sampled. When sampling the coin, the algorithm
A is only invoked if the random challenges c does not lie in C(T ) = U

(
pred(T )

)
.

This happens with probability κ(U(T ) | C(T )), and in this case A(C) is invoked
for a uniform C ∈ C(T ) \ U(T ). Thus, the expected time spent in A(C) per
iteration of the while-loop is at most

t = E[time(A(C)) | C ∈ U(T )] + κ(U(T ) | C(T )) · E[time(A(C)) | C ∈ U(T )] ,

where U(T ) = C(T ) \ U(T ). By Lemma 3.3, it follows that

E[time(T )] ≤ E[min(X,Y )] · t ,

which completes the proof of the lemma. ut

Next, we prove correctness of ExtU and bound its success probability and
expected run-time.

Lemma 5.6 (Correctness of ExtU). Let U be a useful challenge structure
on a challenge set C, and let A be some adversary. Then, the extractor Ext in
Figure 1 outputs either ⊥, or a U-chain of transcripts T = (τ1, . . . , τk) with
U(T ) = ∅.

Proof. The claim is immediate by construction of ExtU . ut

Lemma 5.7. Let U be a useful challenge structure on a challenge set C, and
recall that we write C(T ) := U(pred(T )) for all transcript sequences T ∈ T ∗. Let
A be some adversary. Then, for the extractor Ext in Figure 1 we obtain

Pr[ExtA 6= ⊥] ≥ δ(U) = min
S∈Chains◦(U)

δ(U(S) | C) , (10)

E[timeA(Ext
A)] = max

T∈Chains◦(U)

∑
R�T

E[time(A(C)) | C ∈ U(R)]

+ κ(U(R) | C(R)) · E[time(A(C)) | C ∈ C(R) \ U(R)] (11)
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Proof. We argue separately for success probability and run-time. In both cases,
we argue by induction over the depth k of U . Concretely, we establish claims for
U≤k, where

U≤k(T ) :=

{
∅ , if T ∈ Chains(U) with length |T | at least k ,
U(T ) , otherwise .

We let Ext≤k denote the extractor applied to U≤k instead of U . More precisely, the
extractor Ext≤k proceeds exactly as the extractor Ext, except that it immediately
succeeds when it has found a chain T of length at least k (even if U(T ) 6= ∅). In
particular, note that Ext≤k = Ext for all k ≥ depth(U).

Success Probability. For all k ∈ N, we will prove that

Pr[ExtA≤k 6= ⊥] ≥ δ(U) = min
S∈Chains◦(U≤k)

δ(U(S) | C(∅)) .

From this the claimed success probability immediately follows.
First, we observe that

Pr[ExtA≤k 6= ⊥] =
∑

T∈Chains(U≤k)

Pr[ExtA≤k = T ] .

Let us now fix T = (τ1, . . . , τ`) ∈ Chains(U≤k), i.e. ` ≤ k, and let us write
T0 = ∅ and Ti = (τ1, . . . , τi) for all 1 ≤ i ≤ `. Then, ExtA≤k can only output the
sequence T if either U(T ) = ∅, in which case Pr[ExtA≤k = T ] = Pr[ExtA≤` = T ], or
if ` = k, in which case it also holds that Pr[ExtA≤k = T ] = Pr[ExtA≤` = T ] .

Further, recall that the binary random variable Succ(Ti) denotes whether the
extractor has successfully found an additional transcript to append the sequence
Ti. In particular, Succ(T0) = Succ(∅) denotes the probability that the first A-
invocation of the extractor is successful. Additionally, we let Υ (Ti) be the random
variable that denotes the transcript that has been found, when trying to append
the sequence Ti. Then, it holds that

Pr[ExtA≤k = T ] = Pr[ExtA≤` = T ]

= Pr[ExtA≤`−1 = T`−1] · Pr[Υ (T`−1) = τ`]

= Pr[ExtA≤`−1 = T`−1]

· Pr[Succ(T`−1) = 1] · Pr[Υ (T`−1) = τ` | Succ(T`−1) = 1]

= Pr[ExtA≤`−2 = T`−2] · Pr[Υ (T`−2) = τ`−1]

· Pr[Succ(T`−1) = 1] · Pr[Υ (T`−1) = τ` | Succ(T`−1) = 1]

...

=
∏̀
i=1

(
Pr[Succ(Ti−1) = 1] · Pr[Υ (Ti−1) = τi | Succ(Ti−1) = 1]

)
. (12)
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By Lemma 5.3, it now follows that for all 2 ≤ i ≤ `

Pr[Succ(Ti−1) = 1] ≥ ε(U(Ti−1) | U(Ti−1))
ε(C(Ti−1) | C(Ti−1))

· 1− κ(U(Ti−1) | C(Ti−1))
1−∆(U(Ti−1) | C(Ti−1))

=
ε(U(Ti−1) | U(Ti−1))
ε(U(Ti−2) | U(Ti−2))

· 1− κ(U(Ti−1) | U(Ti−2))
1−∆(U(Ti−1) | U(Ti−2))

,

where we use that C(Ti−1) = U(Ti−2). Hence,

∏̀
i=2

Pr[Succ(Ti−1) = 1] ≥
∏̀
i=2

ε(U(Ti−1) | U(Ti−1))
ε(U(Ti−2) | U(Ti−2))

· 1− κ(U(Ti−1) | U(Ti−2))
1−∆(U(Ti−1) | U(Ti−2))

=
ε(U(T`−1) | U(T`−1))

ε(U(∅) | U(∅))
·
∏̀
i=2

1− κ(U(Ti−1) | U(Ti−2))
1−∆(U(Ti−1) | U(Ti−2))

.

Additionally using that Pr[Succ(∅) = 1] = ε(U(∅) | U(∅)) = ε(C | C) shows that

∏̀
i=1

Pr[Succ(Ti−1) = 1] ≥ ε(U(T`−1) | U(T`−1)) ·
∏̀
i=2

1− κ(U(Ti−1) | U(Ti−2))
1−∆(U(Ti−1) | U(Ti−2))

.

From the chains rules of Lemma 5.1 and Lemma 5.2, it now follows that

∏̀
i=1

Pr[Succ(Ti−1) = 1] ≥ ε(U(T`−1) | U(T`−1)) ·
1− κ(U(T`−1) | C)
1−∆(U(T`−1) | C)

= δ(U(T`−1) | C) ≥ δ(U) .

Plugging this inequality into Equation 12 shows that

Pr[ExtA≤k = T ] ≥ δ(U) ·
∏̀
i=1

Pr[Υ (Ti−1) = τi | Succ(Ti−1) = 1] ,

and thus

Pr[ExtA≤k 6= ⊥] =
∑

T∈Chains(U≤k)

Pr[ExtA≤k = T ]

≥ δ(U) ·
k∑

`=1

∑
T=(τ1,...,τ`)

∈Chains(U≤k)

∏̀
i=1

Pr[Υ (Ti−1) = τi | Succ(Ti−1) = 1]

= δ(U) .

For the final equality, recall that Υ (Ti−1) is the random variable which denotes
the i-th transcript found during the extraction (which exists since Succ(Ti−1) = 1
implies it). Thus, the product is simply the probability that extraction finishes
with sequence T , conditioned on success. Hence, the summation over all transcript
T that the extractor can successfully output yields 1.
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Expected Run-Time Spent in A-Queries. We first bound the expected time Extiter
spends running A, and then use this to bound the expected time of Ext. For
Extiter, we argue by induction over the depth. Unlike success probability, where
we truncated executions at depth k, this time, we make the inductive argument
from the end of the execution. For this, let depthT (U) be the maximal remaining
depth of sequences of transcripts appending the sequence T , i.e.

depthT (U) = max
S∈Chains(U)

s.t. T�S

length(S)− length(T ) .

Our induction will be over prefixes T ∈ Chains◦(U) of relative depth depthT (U) ≤
k. (Note that depth(U) = depth∅(U).) That is, induction over the remaining
depth of U for chains starting at T . Let T(T ) denote the expected time the
extractor ExtAiter(T ) spends in A until it either aborts or it finds the next transcript
appending the sequence of transcripts T (see Lemma 5.5). Let Ttot(T ) be the
random variable denoting the total expected time ExtAiter(T ) spends in A, that is,
the time until ExtAiter(T ) finishes (including recursive calls). It thus holds that

E[Ttot(T )] = E
S=(T,τ)

[T(T ) + Ttot(S)] = E[T(T )] + E
S=(T,τ)

[Ttot(S)] , (13)

where the expectation is over all sequences S that are exactly one transcript
longer than the sequence T , or S = (T,⊥), if no transcript was found, in which
case Ttot(S) = 0.

Let us introduce the following short-hand notation:

– U(R) = C(R) \ U(S) for any R ∈ T ∗. That is U denotes useless challenges.
– κ(R) = κ(U(R)|C(R)) for any R ∈ T ∗. That is κ denotes the knowledge error

at “step R”.
– TA = time(A(C)), the time spent in one call of A for uniform C ∈ C.
– E[TA | M] = E[time(A(C)) | C ∈M] for M⊆ C and uniform C ∈ C.

Our inductive claim is now that if depthT (U) ≤ k then

E[Ttot(T )]

≤ 1
ε(C(T )|C(T )) max

T ′′∈Chains◦(U)
s.t. T�T ′′

∑
T ′ s.t.

T�T ′�T ′′

(
E[TA | U(T ′)] + κ(T ′) · E[TA | U(T ′)]

)

where the summation is over all chains T ′ in between T and T ′′. In the following,
we always assume T, T ′, T ′′ ∈ Chains◦(U).

The base case is depthT (U) = 1, which means U(T ′′) = ∅ for any T ′′ � T .
Consequently T = T ′′ is the only chain satisfying T � T ′′ ∈ Chains◦(U), and the
sum is just κ(U(T ) | C(T )). Moreover, if τ 6= ⊥ is found, the extraction exits
successfully (since the tail call immediately returns successfully). Hence, the
time Ttot(T ) is exactly the time TA(T ) spent in A during in a single iteration of
ExtAiter(T ) until coin(T ) = 1 or Succ(T ) = 1. By Lemma 5.5 we have

E[Ttot(T )] = E[TA(T )] ≤ 1
ε(C(T )|C(T ))

(
E[TA | U(T )] + κ(R) · E[TA | U(T )]

)
,
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which yields the induction base case.
For the induction step, assume for depthT (U) ≤ k the claim holds. Let T

be such that depthT (U) ≤ k + 1. The execution of ExtAiter(T ) first runs the loop
where it either finds τ 6= ⊥, defines S and runs ExtAiter(S) (and sets Succ(T ) = 1),
or it aborts (due to coin = 1). Now, by Lemma 5.5, we find

E[T(T )] = 1
ε(C(T )|C(T ))

(
E[TA | U(T )] + κ(R) · E[TA | U(T )]

)
. (14)

Write S = ⊥ if τ = ⊥. Then S = ⊥ means that Extiter(S) is never run, hence we
have Pr[Ttot(S) | S = ⊥] = 0. Now, we bound ES [Ttot(S)] as follows:

E
S
[Ttot(S)] = Pr[S 6= ⊥] · E

S
[Ttot(S) | S 6= ⊥]

≤ ε(U(T )|U(T ))
ε(C(T )|C(T )) · ES[Ttot(S) | S 6= ⊥]

≤ ε(U(T )|U(T ))
ε(C(T )|C(T )) ES

[
1

ε(C(T )|C(T )) max
S�S′′

∑
S�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)]
≤ 1

ε(C(T )|C(T )) · ES

[
max
S�S′′

∑
S�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)]
= 1

ε(C(T )|C(T )) ·max
T≺S

max
S�S′′

∑
S�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)
= 1

ε(C(T )|C(T )) · max
T≺S′′

∑
S�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)
, (15)

where we first use that Pr[Ttot(S) | S = ⊥] = 0; then Pr[S 6= ⊥] ≤ ε(U(S)|U(S))
ε(C(S)|C(S))

by Lemma 5.4; the next step uses that Ttot(S) is distributed as the number of
queries Extiter(S) (or 0 if S = ⊥), and apply the induction hypothesis; then we
use that C(S) = U(pred(S)) = U(T ), as T = pred(S), to cancel the ε-terms. Next,
we replace expectation over S = S(T ) with the maximum, and finally, we use
that

max
T≺S

max
S�S′′

f(S′) = max
T≺S′′

f(S′) ,

for any function f , in particular the summation.
The induction claim now follows by plugging the bounds from (14) and (15)

back into (13), which yields

E[Ttot(T )]

= E[T(T )] + E
S=(T,τ)

[Ttot(S)] ,

≤ 1
ε(C(T )|C(T ))

(
E[TA | U(T )] + κ(R) · E[TA | U(T )]

)
+ 1

ε(C(T )|C(T )) · max
T≺S′′

∑
S�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)
= 1

ε(C(T )|C(T )) · max
T�S′′

∑
T�S′�S′′

(
E[TA | U(S′)] + κ(S′) · E[TA | U(S′)]

)
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where the equality uses that the summation always starts with κ(U(T ) | C(T )).
Lastly, to obtain the statement of the theorem, observe that Ext makes

exactly 1 query to A and then runs Extiter with probability ε(U(∅) | U(∅)). Let
Ttot = Ttot(∅) denote the total expected time Ext spends in A (including all
recursive calls). Since C(τ) = U(pred(τ)) = U(∅), we obtain

E[Ttot] = max
T�T ′′

∑
T�T ′�T ′′

(
E[TA | U(T ′)] + κ(T ′) · E[TA | U(T ′)]

)
by the same argument as above, where we formally set ε(C(∅) | C(∅)) = 1. Lastly,
since T = ∅ and T ′′ ∈ Chains◦(U), the claim of the theorem follows (with notation
R, T instead of T ′, T ′′). ut

The bounds in Lemma 5.7 are precise but unwieldy. Below, we provide
simplified bounds which are easy to use and sufficient for most applications.

Corollary 5.8 (ExtA Success Probability and Run-Time). Let C be a
challenge set and let (U , C) be a useful challenge structure on C which satisfies
C(T ) = U(pred(T )) for all T ∈ Chains(U). Let A be some adversary. Then, for
the extractor Ext in Fig. 1 we obtain

Pr[ExtA(∅) 6= ⊥] ≥ Pr[A(C) 6= ⊥ | C ←R C]− κ(U)
1− κ(U)

E[timeA(Ext
A(∅))] ≤ depth(U)

1− κ(U)
· E[time(A(C))] .

Proof. All claims are immediate consequences of Lemma 5.7 and our requirement
on (U , C). For the first claim, substitute the definition δ(U | C) = ε(C|C)−∆(U |C)

1−∆(U |C)

from (6) into δ(U) from (7). Next, from ∆(U |C) ≤ κ(U |C) and monotonicity of
f(x, y) = x−y

1−y (see Lemma 3.2), the claim on the success probability follows.
To prove the bound on expected run-time, first observe that

E[time(A(C)) | C ∈ U(R)] + κ(U(R) | C(R)) · E[time(A(C)) | C ∈ C(R) \ U(R)]

=
E[time(A(C)) · 1{C ∈ U(R)}]

Pr[C ∈ U(R)|C ∈ C(R)]
+ E[time(A(C)) · 1{C /∈ U(R)}]

= ( 1
Pr[C∈U(R)|C∈C(R)] − 1)E[time(A(C)) · 1{C ∈ U(R)}] + E[time(A(C))]

≤ ( 1
Pr[C∈U(R)|C∈C(R)] − 1)E[time(A(C))] + E[time(A(C))]

= 1
1−κ(U(R)|C(R)) E[time(A(C))] ,

where we use that κ(C(R) | U(R)) = Pr[C ∈ C(R) \ U(R) | C ∈ C(R)] in the
first equality, and we use time(()A(c)) ≥ 0 for the inequality. Now, recall that
κ(U) = maxT∈Chains◦(U) κ(U(T ) | C(T )), and therefore 1

1−κ(U) ≥
1

1−κ(U(R)|C(R)) .
Finally, the sum over all prefixes R � T , contains at most depth(U) terms, each
bounded by 1

1−κ(U) · E[time(A(C))]. This proves the claim. ut
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The following theorem shows that U-adaptive special soundness implies
knowledge soundness. It is a direct consequence of Lemma 5.7 and Corollary 5.8.

Theorem 5.9 (Adaptive Special Soundness =⇒ Knowledge Soundness).
For each statement stmt ∈ {0, 1}∗, let Ustmt be a UCS over the challenge set
Cstmt such that depth(Ustmt) is polynomial in stmt, and let U = (Ustmt)stmt. Let
Π = (P,V) be a U-adaptive special sound 3-move public-coin interactive proof
for relation Ξ. Then Π is knowledge sound with knowledge error κ(Ustmt).

The proof is straightforward.

Proof. By linearity of expectation, we can w.l.o.g. assume a deterministic mali-
cious prover P∗. Such a prover induces an abstract adversaries A as follows: For
c ∈ C, A(c) outputs (a, c, z), where A(c) is the fixed first message a and z is P∗’s
response to c. If V(a, c, z) = 0, i.e., if V would not accept the transcript, then
A(c) outputs ⊥ instead. Thus, A is V-respecting which means it only outputs
accepting transcripts. By U-adaptive special soundness, there exists an efficient
witness extractor W which outputs a witness whenever its input is a complete
U-chain T (i.e., U(T ) = ∅) of accepting transcripts. By Corollary 5.8, we obtain
such a U -chain T in expected polynomial time and with knowledge error κ(Ustmt).
This completes the proof.

6 Examples and Comparisons with Related Work

We provide some examples of UCSs.

6.1 Transcript-Agnostic Examples and Access Structures [AFR23]

Example 6.1 (k-special soundness). Consider a challenges space C = {1, . . . , N}
of size N (and k ≤ N). The useful challenge structure corresponding to k-out-
of-N -special soundness is U(τ1, . . . , τ`) = C \ {challof(τi)}`i=1, for ` < k, and
U(τ1, . . . , τ`) = ∅ for ` ≥ k. Clearly, κ(U) = k−1

N and depth(U) = k.

Remark 6.2 (Large knowledge error). For very large knowledge error κ(U) ≈ 1,
the run-time bound of Lemma 5.7 may be dominated by a few summands. From
this, slightly more precise bounds can be derived than those of Corollary 5.8.
E.g., for N -out-of-N special soundness, one gets the bound N(ln(N)+ 1) instead
of N2.

Example 6.3 (Access-structure special soundness). Special soundness w.r.t. an
access structure as in [AFR23] is a special case of our definition. We define
c ∈ U(S) if and only if c is a useful challenge given S ⊆ C according to the access
structure Γ (see [AFR23] for the definition of useful). With this definition of U ,
κ(U) coincides with the knowledge error κΓ in [AFR23] and the depth of U then
coincides with the quantity “tΓ ” of the respective access structure Γ .
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Remark 6.4 (Continued comparison with [AFR23]). Our definitions of and prop-
erties for useful challenge structures are also closely related to the monotonic
structures Γ ⊆ 2C, and the associated useful element function UΓ : 2C → 2C,
introduced in [AFR23] to define the notion Γ -out-of-C special soundness. The
crucial difference (and generalisation) of our notion is that U : T ∗ → 2C takes as
input a number of transcripts, whereas UΓ takes as input only a set of challenges.
Allowing the useful challenges U(T ) to depend on the complete transcripts, rather
than only the challenges, is the crucial refinement which captures probabilis-
tic tests. A second and more subtle difference is that we consider sequences,
rather than sets, of transcripts, i.e. we keep track of the order in which the
transcripts have been found. This difference is not essential to our results, but
merely convenient in the analysis.

The next example explains the necessity of sequential composition, despite
the apparent ability of handling tree structures “directly” via a UCS.

Example 6.5 (Tree structures, directly). Since a (k1, k2)-tree (in challenge space
C1×C2) can be modelled as an access structure, we also obtain a direct extraction
strategy for trees. However, as observed in [AFR23], while the knowledge error
is optimal, the depth of the UCS is too big to yield an efficient extractor. The
problem is, that any challenge which could eventually be used in the extracted
tree is considered useful, thus for C1×C2, a chain can be longer than |C1| elements.

We can exploit the flexibility of UCS to instead grow the tree by considering a
challenge useful only if it extends an incomplete (sub)tree; challenges which start a
(k1+1)-th subtree are now deemed useless. This ensures a depth of k1 ·k2. However,
the knowledge error suffers severely, becoming κ(U) ≥ 1− |C2|

|C1×C2| = 1− 1
|C1| ≈ 1,

since for the final subtree and the last challenge to be found, at most |C2|−(k−1)
challenges are useful.

The previous examples did not benefit from the possibility to adaptively
specify useful challenges much. For our next examples, this possibility is crucial.

Example 6.6 (t-parallel repetition). Let (U , C) be a challenge structure over C.
Define the useful challenge structure (U ′, C′) over Ct as the t-fold product of
(U , C). More precisely,

U ′((τ1j )tj=1, . . . , (τ
i
j)

t
j=1) =

t⋃
j=1

Cj−1 × U(τ1j , . . . , τ ij)× Ct−j

where by abuse of notation, we write U(τ1j , . . . , τ ij), but mean U(τ ′1, . . . , τ ′`) for
the subsequence (τ ′1, . . . , τ

′
`) of (τ1j , . . . , τ ij) which is a U-chain. Observe that, by

definition of U ′, if (τ1j )tj=1, . . . , (τ
k
j )

t
j=1 is a chain w.r.t. U ′, then for the i-th τ i,

there is at least one thread, say j, where τ ij ∈ U(τ
j
1 , . . . , τ

j
i ). Also note that

if U(τ j1 , . . . , τ
j
i ) = ∅, then U ′(τ1 . . . , τ i) = ∅. Thus, the depth of U ′ is at most

depth(U ′) ≤ t · (depth(U)− 1) + 1. Moreover, it is easy to see that κ(U ′) = κ(U)t.
Namely, this is the same combinatorial analysis as in [AF22; AFR23].
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Unfortunately, similar to tree extraction, Example 6.6 does not seem to
generalise to multi-round protocols.

6.2 A Basic Lattice Example

In all of the previous examples, the UCS only depended on the challenges,
and not on the actual transcripts. This is unsurprising, as all were simple and
generic concepts, decoupled from specific extraction requirements. The power of
allowing transcript-dependent useful challenges is most clearly seen in sequential
compositions of protocols. The reason for this is that a UCS allows to react to
failures of probabilistic tests, from which extraction may either be possible, or
not desired (because it would blow up the run-time complexity). We give a toy
example of a 2-move protocol.

Example 6.7 (Short SIS preimage, toy example). Let α, β, γ > 0, where α ≤ γ.
Let (A,y) be the statement, where A ∈ Zn×m

q and y = Ax mod q ∈ Zn
q , and

x ∈ Zm
q the witness. Consider following template 2-move protocol (which is a

3-move protocol where the prover sends an empty first message):

– V(A,y) sends a random B←R {0, 1}λ×m where λ ∈ N is a parameter.
– P((A,y),x) responds with x.
– V accepts if Ax = y mod q and ‖Bx‖ ≤ β and ‖x‖ ≤ γ.

The purpose of the toy protocol is to verify if Ax = y mod q and ‖x‖ ≤ α.
Let ε = ε(λ) be such that maxB Pr[‖x‖ > α ∧ ‖Bx‖ ≤ β] ≤ ε, where the

probability is over B. Intuitively, the check ‖Bx‖ ≤ β is a probabilistic test (with
error probability ε) which asserts that ‖x‖ ≤ α.

Note that V does not check ‖x‖ ≤ α directly. In this example, this is an
artificial choice, but it arises naturally in security proofs of real protocols: In a
real protocol, P would not send x but instead prove knowledge of some x which
satisfies the verifier’s checks, so the verifier could not check ‖x‖ ≤ α directly in
this setting, and the toy protocol would constitute a probabilistic check which
the verifier can and does execute.17 Similar approaches are used in [CGKR22;
BS23].

The extraction goal in this example is to either recover x with ‖x‖ ≤ α, or
find two different preimages x 6= x′ of y, i.e. x − x′ is a SIS solution to A of
norm at most 2γ. Towards this goal, we define the following UCS (implicitly
parametrised by (A,y)):

– U(∅) := C as always,
– U((B,x)) := ∅ if ‖x‖ ≤ α and (B,x) is accepting (so Ax = y mod q).
– U((B,x)) := {B′ | ‖B′x‖ > β} if ‖x‖ > α and (B,x) is accepting.
– U((B,x), (B′,x′)) = ∅ if both (B,x) and (B′,x′) are accepting.

17 We note that this is a common design principle in proof systems: Large communication
(here x) and certain checks can be replaced by shorter proofs of knowledge and
potentially cheaper checks. For example, the folding protocols use this to shrink x.
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– U(T ) := ⊥ for all other cases of T .

It is straightforward to see that the knowledge error of this UCS satisfies κ(U) ≤ ε.
Clearly, a witness x can be extracted when given a sequence of transcripts T
satisfying U(T ) = ∅. To see this, note that U(T ) = ∅ only happens in two cases.

1. In the first case, we have T = (B,x) is accepting (so Ax = y mod q) and
‖x‖ ≤ α. Therefore x is an ISIS solution to (A,y).

2. In the second case, we have T = ((B,x), (B′,x′)) where both transcripts are
accepting (so Ax = Ax′ = y mod q, ‖B′x′‖ ≤ β, ‖x‖ ≤ γ, and ‖x′‖ ≤ γ),
‖x‖ > α, and ‖B′x‖ > β. Note that x 6= x′, for otherwise ‖B′x′‖ > β which
is a contradiction. We therefore have A(x−x′) = 0 mod q and 0 < ‖x−x′‖ ≤
2γ, i.e. x− x′ is a SIS solution to A.

We make a few observations for the example above.

– The ability of the useful challenges to depend on the transcript, e.g. (B,x),
was crucial to define U . Unlike the examples in Section 6.1, the challenge B
says nothing about which B′ enforce x′ 6= x.

– The example easily extends to any protocol following the template where the
verifier sends a probabilistic test.

– Recent works which use this approach, e.g. [CGKR22; BS23] and surely many
more, rely on ad-hoc extractor constructions and analysis. Our framework
can capture such settings, yielding simpler and tighter security proofs.18

While this simple example gives a straightforward application of our approach,
in real protocols, the probabilistic tests may be intricately connected with the
rest of the protocol. Indeed, in Section 10, we see how to handle a lattice-based
folding protocol (building on the ideas of [BF23]) with an implicit probabilistic
test. Moreover, in Section 6.3 we implicitly show that adaptive special soundness
also applies to Labrador [BS23].

6.3 Predicate and Almost Special Soundness

In this section, we take a closer look at the concurrent work [AAB+24b], which
introduces predicate special soundness to study the proof system of [BS23]. We
also extend our comparison with almost special soundness [BF23], which was
introduced to study certain folding protocols, one of which we also analyze using
adaptive special soundness in Section 10. A strict formal comparison would be
tedious and inconclusive, as differences in syntax and settings of these works make
the essentially incomparable. However, we can explain and relate the high-level
concepts, and show which aspects adaptive special soundness covers.

18 A simple ad-hoc solution (in our example) is to retry using uniformly random challenge
B′. However, it can happen that B′x ≤ β holds, making the transcript useless.
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Almost Special Soundness As noted in the introduction, almost special
soundness [BF23] is formulated in a specific setting, with specific goals in mind.
Namely, it is defined for certain types of protocols built from certain deterministic
commitment schemes. Hence, both syntax and semantics are incomparable to
adaptive special soundness and other special soundness notions. Setting that
aside, the idea of almost special soundness is one way to formalise the intuition,
that in certain protocols (in particular, when probabilistic tests are used), one
first extracts a candidate witness (and some additional transcripts), such that
either the candidate witness satisfies the relation or with sufficient probability
can extract a witness to another “hard relation”, e.g. a binding break. Almost
special soundness considers this idea within specific constraints, such as the
deterministic commitments, which are also designed such that the Fiat–Shamir
transformation of such protocols can be proven secure based on a simple analysis
(without using the Fiat–Shamir extractor of [AFK22]). A downside of this special-
purpose approach is that typical proofs of knowledge do not naturally fit into
the deterministic folding framework of [BF23]. (For example, [AAB+24a] argues
that it is not applicable to Labrador [BS23].) And that it is not inapplicable to
protocols with non-deterministic provers.

On slightly more formal level, almost special soundness is parameterized by
two predicatese φa, φb, where φa implies φb, and there are multiple extraction
algorithms:

– An extract witness algorithm extracts a witness from a (labelled) tree (of
commitment openings). It is guaranteed to succeed if all tree nodes satisfy
φa.

– An extract internal algorithm deals with the case where the above extraction
fails (since not all nodes satisfy φa). Given a subtree, this algorithm either
outputs a binding break or satisfies a certain property w.r.t. φb.

– An extend algorithm essentially predicts an (honest) prover’s message from
commitments openings. This captures the idea that once a candidate witness
is obtained, a malicious prover must either comply with it (and if the witness
is bad, fail in probabilistic tests with high probability), or it deviates from it,
but then a binding break will be extracted (by the extract internal algorithm).
This algorithm is used in tandem with the promises of the extract internal
algorithm, to derive the binding breaks.

We leave the comparison at this high level, and only add a few further remarks.
Firstly, it seems plausible that in typical protocols, adaptive special soundness
can replace almost special soundness, because it captures the idea behind almost
special soundness; we consider Section 10 a clear indicator for this plausibility.
Secondly, we note that the extractor construction of [BF23] builds on [BCC+16],
which uses a Markov bound for run-time truncation, which leads to suboptimal
guarantees for the knowledge error. Thirdly, partly due to the specific setting,
almost special soundness must be applied to a protocol en block and analysed as
such; there is no (sequential) composition result provided in [BF23].
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Predicate Special Soundness The notion of predicate special soundness [AAB+24a]
is more abstract than almost special soundness [BF23]. In the Σ-protocol (3-move)
setting, it considers k-special soundness with three additional predicates φchall,
φprop, φbind, where:

– φchall` (c1, . . . , c`) ∈ {0, 1} indicates if a challenge c` is useful, given previous
challenges c1, . . . , c`−1, for ` = 1, . . . , k. For example, φchall` (c1, . . . , c`) is 1 if
all challenges distinct (capturing k-special soundness), or linearly independent,
or any other predicate.

– φprop(τ1, . . . , τk−1) ∈ {0, 1} indicates whether a property holds true for the
k − 1 extracted transcripts. For example, that an extracted SIS solution is
sufficiently short, or that a probabilistic test was not fooled.

– φbind((τ1, . . . , τk−1), τk) ∈ {0, 1} indicates whether a “binding” holds for the
k extracted transcripts.

Notice that φchall` is defined for every ` = 1, . . . , k, but the predicates φprop (resp.
φbind) are only defined for (k − 1 resp. k) transcripts resp. as input. The reason
for the latter is, that the k-th transcript is used to derive a binding break.

Again, predicate special soundness captures the idea that a candidate witness,
derived from k − 1 transcripts τ1, . . . , τk−1 may fail to satisfy a property, i.e.
φprop(τ1, . . . , τk−1) = 0, but that in this case, we expect that another response τk
of the malicious prover has to break the binding property with “high” probability,
i.e. φbind((τ1, . . . , τk−1), τk) = 1.

This idea is quantified through the so-called failure densities [AAB+24b,
Definition 5.2/6] of the predicate φchall and the pair (φprop, φbind), where essentially:

– The failure density pchall` of φchall` is

max
c1,...,c`−1

Pr
c`
[φchall` (c1, . . . , c`) = 0 | φchall(c1, . . . , c`−1) = 0]

where c` ←R C \ {c1, . . . , c`−1} is uniformly random. That is, this is the
worst-case probability for a challenge being “bad” in round `.

– The failure density pprop of φchall is

max
τ1,...,τk−1

Pr
ck

A(ck) 6= ⊥
∣∣∣∣∣∣

φchallk (c1, . . . , ck) = 1
∧φprop((τ1, . . . , τk−1), τk) = 0

∧∃τk : ck = challof(τk) ∧ φbind((τ1, . . . , τk−1), τk) = 1


where ck ←R C and ci = challof(τi). That is, this is the worst-case probability
for the property predicate failing, while the binding predicate holds.

Lastly, predicate special soundness requires that:

– If all predicates hold, then the extractor must succeed to find a witness.
– If the binding predicate fails, then the extractor must succeed to find a

“binding break” (i.e. witness to a different relation, called the binding relation).
– If the above cases do not occur, then one of the failure cases occurs. The

core result [AAB+24b, Theorem 5.1] asserts that the probability that an
extracted tree falls into this case is bounded (roughly) by pprop +

∑k
i=1 p

chall
i .
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We note here that, similar to almost special soundness, predicate special soundness
was introduced and analyzed for the Fiat–Shamir transformation of protocols
and extended to a component-wise special soundness notion as well, since that is
required for analyzing Labrador [BS23]. Compared to almost special soundness,
here the extractors from [ACK21; AFK22] is used, which offer better parameters.

Let us now compare predicate special soundness with adaptive special sound-
ness. Firstly, we have simplified the presentation of predicate special soundness
significantly in one aspect: In [AAB+24b], all predicates are defined w.r.t. to a
(sub)tree of transcripts. Modularity of the notion is not considered in [AAB+24b],
and no (sequential) composition results are discussed. Hence, the predicates must
be specified for the full protocol in one go, and analyzed as such. In that aspect,
our composition results simplify understanding and treatment.

Secondly, we provide an extractor which works well even for larger knowledge
errors. The analysis for predicate special soundness does not handle this as well as
adaptive special soundness. Indeed, it is not clear if predicate special soundness
extractors can handle cut-and-choose protocols, such as Kilian’s protocol (see
Section 2.3), without increasing either run-time or knowledge error significantly
(compared to adaptive special soundness). The problem is, that the extractor
in [AAB+24b] uses [AFK22] essentially black-box (which is optimized only for
k-special soundness), and fails to extract if the k-tree of transcripts fails to satisfy
all predicates, e.g. if too many transcripts have useless challenges. With larger
knowledge error it becomes crucial to steer extraction towards useful challenges,
because too many challenges are useless towards the end of the extraction process.
Hence, predicate special soundness, or at least the extractor, seems limited to
negligible knowledge error regimes.

Thirdly, and finally, let us consider a special case of predicate special soundness,
which is effectively captured by special soundness. For this, we assume:

– Monotonicity: The challenge predicate family φchall` is monotone (and, if we
consider trees as inputs, also that families for φprop and φbind are monotone).19

– Efficiency: The maps φchalli (c1, . . . , ci) and

ψbind((τ1, . . . , τk−1), ck) = [∃τk : ck = challof(τk) ∧ φbind((τ1, . . . , τk−1), τk)]

are efficiently computable.

Note that both properties are very natural (and indeed satisfied in the application
in [AAB+24a]). In this case, there is a natural translation of the predicate system
into a useful challenges structure. For this, let

– U chall(τ1, . . . , τ`) = {c ∈ C | φchall` (c1, . . . , c`) = 1}, where we write ci =
challof(τi). (More precisely, we have a sequence U chall

j , with one UCS per
protocol round, and ci is only the i-th round challenge.)

– Uprop(τ1, . . . , τi) = C for i < k − 1 and

U chall(τ1, . . . , τk−1) = {c ∈ C | φprop(τ1, . . . , τk−1) = 0∧ψbind((τ1, . . . , τk−1), c)}
19 By monotone, we mean that if the predicate is satisfied for some input, then it will

be satisfied given additional challenges (or transcripts) as input.
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– U(τ1, . . . , τi) = U chall(τ1, . . . , τi) ∪ Uprop(τ1, . . . , τi) is the union of the UCSs.

By our monotonicity assumptions U chall and Uprop are UCSs, and it is straightfor-
ward to observe that the union of two UCSs is again a UCS, and the knowledge
error satisfies

κ(U) = κ(U chall ∪ Uprop) ≤ κ(U chall) + κ(Uprop).

By construction and assumptions, it holds that

κ(U chall) ≤ pchallk ≤
k∑

i=1

pchallk

and that
κ(Uprop) ≤ pprop

Hence, under these mild restrictions, adaptive special soundness essentially en-
compasses predicate special soundness for 3-move protocols. By sequential compo-
sition and the tree-structure of the predicates in [AAB+24b], this extends beyond
3-move protocols through our generalized sequential composition of extractors.
As a consequence, adaptive special soundness applies to Labrador [BS23].

Remark 6.8 (Combining adaptive and predicate special soundness). Predicate
special soundness and adaptive special soundness are in general incomparable in
their expressive power, because predicate special soundness is a way to keep track
of failure events, whereas adaptive special soundness is a way to steer extraction.
Above, we showed that sometimes, we can convert “tracking” into “steering”. In
general, these two notions may be combined to get the best of both worlds: Steer
extraction to improve knowledge error and run-time as much as possible, and
track failure events to handle non-monotone or inefficient predicates.

7 Sequential Composition of UCS Extractors

This section outlines our generalised sequential composition of extractors, spe-
cialised to extractors for useful challenge structures. In Section 9, we provide the
full treatment of sequential composition of arbitrary extractors. Unless mentioned
otherwise, the challenge set is assumed C = C′ × C′′ below.

Standard Composition: Extending the Challenge Space. As noted in Section 2.4,
standard sequential composition is insufficient to make full use of UCS-extraction.
For generalised composition, the parent extractor chooses the initial challenge
for its child extractor. We sketch how standard composition fits into that. More
detailed explanations are given in Section 8.1.

Let us consider the case where C = C′ × C′′ consists of two challenges (e.g.
in a 5-move protocol). For standard sequential composition, it is natural to
define a UCS U only over one challenge, i.e. over C′ or C′′, and handle more via
composition. For example, (k′, k′′)-special soundness is handled like this. However,
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for our generalised sequential composition, the extractor ExtU must be defined
over C = C′ × C′′. In case U is only defined over C′′, the straightforward way to
extend extraction to C is by making ExtU pick the first challenge C1 = (C ′1, C

′′
1 )

randomly and then fix C ′i = C ′1 for all future challenges. This preserves run-time
and knowledge error.

Towards Generalised Composition: Families of UCSs. With the above, defining a
UCS U only over C′′ and “extending” the extractor captures standard sequential
composition. However, it is insufficient for our applications of adaptive special
soundness, because there, the useful challenges in U can depend on c′. To capture
this, we consider a family of UCSs (Uc′)c′∈C′ over C′′ instead. Alternatively, we
can look at a UCS U over C which is C′-fixing:

Definition 7.1 (C′-fixing). Let C = C′×C′′. A UCS U is C′-fixing if for every
(τ1, . . . , τi) ∈ Chains(U), there is a c′ ∈ C′ such that challofA(τi) ∈ {c′} × C′′.

For convenience, any UCS U is C-fixing, which puts no restriction20 on U .

Clearly, a family of UCSs (Uc′)c′∈C′ over C′′ is equivalent to a UCS U over C
which is C′-fixing. From family to UCS, define U(τ1, . . . , τi) = Uc′(τ1, . . . , τi),
where c′ ∈ C is the unique c′ from Definition 7.1 (and ∅ outside of chains).21

From UCS to family, use the same equality in reverse.
The natural definition of the knowledge error of a family U = (Uc′)c′∈C′ is to

take the maximum over all all c′.

Definition 7.2. For a C′-fixing UCS U , denote by

κC′(U) = max
c′∈C′

κ(Uc′)

a more precise knowledge error of U . For convenience, we define κC(U) = κ(U)
for any UCS U .

Note that we write κC′(U) to clarify that we consider the knowledge error of U
as a family of UCS which is C′-fixing. The knowledge error κ(U) of U over the
ambient space C is much worse.22

The depth of a C′-fixing UCS U is the same as the maximum depth over
the respective UCS family (Uc′)c′∈C′ , i.e. depth(U) = maxc′∈C′ depth(Uc′) holds
(essentially by definition). Hence, we make no explicit disambiguation there.
Finally, note that the picking a family which is constant in C′ specialises the
setting to standard sequential composition.

The following result asserts that properties of families behave as expected.

20 Fomally, C = {c′}×C′ is impossible. But we can extend C to the naturally isomorphic
set {0} × C, where {0} is an arbitrary set of one element.

21 Recall that only properties of U-chains are of interest to extraction (and knowledge
error or depth of U). So for an equivalence of UCSs, we do not care how they are
defined outside of chains.

22 If U is C′-fixing, then the knowledge error satisfies κ(U) ≥ 1− 1/|C′| ≈ 1.
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Lemma 7.3. Let U = (Uc′)c′∈C′ be a family of UCS over C′′ (i.e., a C′-fixing
UCS). Let ExtU be the UCS extractor for U (over C). Then ExtU has knowledge
error κC′(U) and expected run-time of depth(U).

Proof. The run-time claim follows immediately from Corollary 5.8 (as the depth
is unchanged). The knowledge error follows by a simple application of Jensen’s
inequality, see Lemma 9.9 and Example 9.10.

Sequential Composition of UCS Extractors. Now, we turn back to sequential
composition and define our generalised notion. Let A be an abstract adversary
over C which is V-respecting. Following definition is for the general case; the
reader may want to think the specific challenge space C = C1 × . . .× Cµ, where
Ci can be viewed as the i-th challenge set of a (2µ+1)-move public coin protocol
Π = (P,V) and V is the transcript verification of V.

Definition 7.4 (Composition of UCS extractors). Let (Ui)µi=1 be UCSs
over C. For A, define (Exti)

µ+1
i=1 as follows: Let Extµ = ExtUµ and let Exti(c) =

Ext
ExtAi+1

Ui (c), with each Exti defined over C. We call Ext1 the (final) composed
extractor.

Observe that, by construction, Exti outputs a nested sequence of transcripts
of height µ−i+1. Hence, Ui expects nested (Ui+1, . . . ,Uµ)-chains as “transcripts”.
Furthermore, the challenge challofAi+1

(T ) of such a nested chain is necessarily
the challenge of the first transcript of the chain, because challofAi+1

(Ai+1(c)) = c
must be satisfied (unless Ai+1(c) = ⊥), cf. Remark 4.5. We thus find:

Lemma 7.5 (Correctness). Let (U1, . . . ,Uµ) be UCSs over C. Let A be a
V-respecting adversary. Let Ext1 denote the composed extractor of the sequen-
tial composition of (ExtUi)

µ
i=1. Then Ext1 outputs complete V-respecting nested

(U1, . . . ,Uµ)-chains. That is, Ext1 is (V,Vpost
1 )-compatible, where Vpost

1 (T ) = 1 if
T is a complete V-respecting nested (U1, . . . ,Uµ)-chain.

The proof follows from a simple induction.

Proof. The case of µ = 1 is immediate: By Lemma 5.6, ExtU outputs a list
T = (τ1, . . . , τk) of accepting transcripts with U(T ) = ∅, i.e. a complete U -chain
of height 1. Moreover, if A is V-respecting, then all τ i satisfy V(τ i) = 1, hence T
is a complete V-respecting U-chain.

For the induction, define Vpost
i (T ) for a nested UCS-chain of height µ −

i + 1 by checking if T is a complete V-respecting nested (Ui, . . . ,Uµ)-chain.
Define Vpre

i (S) = Vpost
i+1(S), with Vpre

µ = V. Then for all i, ExtUi is (Vpre
i ,Vpost

i )-
compatible; the proof is analogous to µ = 1: By Lemma 5.7, ExtUi outputs
T = (S1, . . . , Sk) ∈ Chains(Ui) with Ui(S1, . . . , Sk) = ∅. By Vpre

i each Sj is a
complete V-respecting nested (Ui+1, . . . ,Uµ)-chain. Hence, T is a complete V-
respecting nested (Ui, . . . ,Uµ)-chain. ut
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Theorem 7.6 (Knowledge Error and Run-Time Bounds for (U1, . . . ,Uµ)-
chains). Let (U1, . . . ,Uµ) be UCS over C and suppose Ui is Ci-fixing.23 Let Ext1
be the final composed extractor (as in Lemma 7.5). The success of Ext1 satisfies

Pr[ExtA1 6= ⊥] ≥
ε(C|C)− κ

1− κ
where κ = 1−

µ∏
i=1

(1− κCi(Ui)) .

The expected time Ext1 spends in A is bounded by

E
[
timeA(Ext

A
1 )
]
≤ 1

1− κ
·

µ∏
i=1

depth(Ui) · E
C←RC

[
time(A(C))

]
.

Proof. The run-time bound follows by a straightforward induction, repeatedly
applying Corollary 5.8. Namely, let A = Aµ+1 and Ai(c) = Ext

Ai+1

Ui (c) for
i = 1, . . . , µ we have that

E
c←RC

[timeA(Ai)] ≤
depth(Ui)
1− κ(Ui)

· E
c←RC

[timeA(Ai+1)]

For the knowledge error, nothing interesting happens and the proof is a straight-
forward induction, repeatedly applying the generalized sequential composition
lemma for knowledge errors (Lemma 9.9). For the refined bounds, one just ob-
serves that the extractor ExtUi has knowledge error κCi(Ui) which may be much
better than κ(Ui). ut

It is now immediate that adaptive special sound protocols are proofs of knowl-
edge with extractors whose run-time and success is bounded as in Theorem 7.6.
For completeness, we state it below.

Theorem 7.7 ((U1, . . . ,Uµ)-adaptive special soundness implies knowl-
edge soundness). Let Π = (P,V) be a public-coin proof system for Ξ with
challenge space C. Suppose Π is (Ustmt,1, . . . ,Ustmt,µ)stmt-adaptive special sound,
where Ui is Ci-fixing. Let stmt be some statement and

κ(stmt) = 1−
µ∏

i=1

(1− κCi
(Ustmt,i)) ,

ρ(stmt) =
1

1− κ(stmt)
·

µ∏
i=1

depth(Ustmt,i) .

There exists a universal extractor Ext, which given a statement stmt and black-box
access to any malicious prover P∗, has run-time tightness ρ(stmt), i.e. spends at
23 Recall that if Ci = C, then Ui is just any UCS. Also consider the typical extraction

of protocol rounds, where with C = C′
1 × . . .C′

µ and Ui is a typical UCS for i-th
challenge extraction. Then Ci = C′

1× . . .×C′
i−1, because Ui only cares about the i-th

challenge and later ones. Challenges before the i-th round are kept fixed by the i-th
round extractor (and hence Ui).
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most an expected time of ρ(stmt) · E[time(A(C)) | C ←R C] in running A, and
outputs a witness wit ∈ Ξ(stmt) with probability at least

Pr
C←RC

[
ExtA(C) = wit ∈ Ξ(stmt)

]
≥ Pr[〈P∗(stmt),V(stmt)〉 = 1]− κ(stmt)

1− κ(stmt)
.

We note here that in the family (Ustmt,1, . . . ,Ustmt,µ)stmt, all UCSs Ustmt,i have
the same parameter stmt, i.e. this parameter is fixed throughout extraction. An
adaptive choice of stmt on, say the i-th level, is not covered by our analysis.

8 Examples for Sequential Composition

8.1 Translation between Extractor Settings

Recall that our extractors are always defined over the whole challenge space C.
For “usual” sequential composition, this is not used and extractors consider only
one protocol round instead. We explain how to “extend” (sub-)extractors to the
entire challenge space C.

Remark 8.1 (Challenge-Set Extension of Exti). Let Exti be an extractor defined
for Ai : Ci × . . .× Cµ → {0, 1}∗ ∪ {⊥}. We extend Exti to any adversary A : C→
{0, 1}∗ ∪ {⊥} as follows: ExtAi (c1, . . . , cµ) runs Ext

A(c1,...,ci−1, · )
i (ci, . . . , cµ), i.e.:

– Pick (c1, . . . , ci−1) uniformly at random (or take the input) and fix it.
– With (c1, . . . , ci−1) fixed, let Ai : Ci×. . .×Cµ → {0, 1}∗∪{⊥} where Ai( ·) :=
A(c1, . . . , ci−1, · ). Then run ExtAi

i (ci, . . . , cµ).

If Pr[ExtAi
i 6= ⊥] ≥

Pr[Ai(Ci,...,Cµ)6=⊥]−κi

1−κi
holds for all Ai, then Pr[ExtAi 6= ⊥] ≥

Pr[A(C1,...,Cµ)6=⊥]−κi

1−κi
, where Cj ←R Cj . This follows by linearity of the expecta-

tion.

8.2 Worked Examples of Sequential Compositions

(Tree-)Special Soundness We want to mimic, in our generalised setting, the
standard sequential composition of three extractors Ext1, Ext2, Ext3 for 2-special
soundness in 3 challenge rounds. Here, Exti is an extractor which finds 2 correlated
transcripts in challenge round i. First note that usually, Exti is only defined for
Ci. We need to define it for C = C1 × C2 × C3.

It is instructive to consider tree-special soundness [BCC+16] here: Indeed,
we can view extractor Ext3 as outputting a (1, 1, 2)-tree, Ext2 a (1, 2, 1)-tree,
and Ext1 a (2, 1, 1)-tree. This is illustrated Fig. 2. Intuitively, there are two
steps of “extensions” made to the typical extractors for (tree-)special soundness.
Concretely, for Ext2:
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c1

c2

c3 c′′3

Fig. 2. 2-special sound tree extraction in 3 challenge rounds. From left to right, the
trees represent the output tree structure of Ext3, Ext2, Ext1. Dashed edges illustrate
an extension. Dotted edges illustrate a difference to extractors in standard sequential
composition, where the extractor does not choose (or know of) this challenge.

– In the standard sequential composition, Ext2 would operate on adversaries
A3 : C2 → {0, 1}∗ ∪{⊥}, because ExtA3 would be defined over C1×C2 (i.e. C3

is not exposed anymore). However, with generalised sequential composition,
ExtA3 is again defined over all of C. In particular, Ext2 must choose c3 (and
c1, which we handle later). By definition, we let Ext2 pick c3 uniformly from
C3 in every query. This extends Ext2 to C2 × C3.

– By our convention, we need to further extend Ext2 to all of C, which is done
as in Remark 8.1, namely, Ext2(c1, c2, c3) fixes c1 in all of its calls to A.

We see that in this very simple case, extension to the whole challenge space is
straightforward. In Section 10, we encounter the slightly more complicated case,
where Ext2 actually pick challenges (c2, c3) which satisfy certain predicates, and
thus must be aware of C3 already.

Overall, we see that our notion and conventions essentially make us view
an extractor Exti k-special soundness in the the i-th round as an extractor for
(1, . . . , 1, k, 1, . . . , 1)-special soundness over the complete challenge space C.

Self-Composition with 2-Special Soundness Let Ext2-ss be an extractor for
two-special soundness over C (i.e., no round structure) and consider its generalised
sequential self-composition. That is, consider the extractor ExtA(c) = Ext

ExtA2-ss
2-ss (c).

While this construction is not useful, it helps illustrate generalized sequential
composition.

By Remark 4.5, the definition of challofA2
( · ) for A2(c) := ExtA2-ss(c) is given

as challofA2((τ, τ
′)) = challofA(τ). With this in mind, we take a closer look at

the output of Ext, which is a (2, 2)-regular nested sequence of transcripts (i.e., a
(2, 2)-regular tree) that we denote by T = ((τ1, τ2), (τ3, τ4)), see also Fig. 3. Let
(c1, c3) denote the accepting challenges found by the parent extractor (which are
input to the child extractor), and (c1, c2, c3, c4) be the accepting challenges of
the child extractor runs (in order). Perhaps surprisingly, there is no guarantee
that all ci are distinct. That is, by definition of Ext2-ss applied to sub-extractor
A2, we know that (c1, c3) are chosen to be distinct, and similarly, when applied
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to A (within subextractor calls A2(c
1) and A2(c

3)) also (c1, c2) and (c3, c4),
respectively. However, there is no assertion that (c2, c4) are distinct, since there
is no immediate connection between them.

The illustrated behaviour differs from standard sequential composition (cf. Sec-
tion 8.2), where the round/product structure of C and choice of extractors make
each child extractor “consume” a challenge from a different round. In that case,
is is ensured that all challenges ci = (ci1, . . . , c

i
µ) ∈ C1 × . . . × Cµ are distinct,

because for all i 6= j there is one round ` where an extractor ensured ci` 6= cj` .

c1 c3

c1 c2 c3 c4

τ1 τ2 τ3 τ4

(c11, c
1
2)

(c11, c
1
2) (c11, c

1
2)

(c11, c
2
2) (c31, c

1
2) (c31, c

4
2) c4

τ1 τ2 τ3 τ4

Fig. 3. Self-composition (left) and component-wise special soundness (right): The graph
illustrates the tree structure in which the transcripts are arranged. Left: The lower depth-
2 edges are labelled with challofA(τ i) for the i-th leaf. The upper depth-1 edges are
labelled with challofA2((τ

2i−1, τ2i)) for the i-th subtree. Right: Analogous conventions
are used.

Component-wise k-special soundness (CWSS) In this example, we show
how component-wise special soundness [FMN23] of a Σ-protocol can be modelled
via generalized sequential composition. We consider (2, 2)-component-wise special
soundness, which means the challenge space is C = C1 × C2, and we need to find
accepting transcripts τ1, τ2, τ3 whose challenges ci = (ci1, c

i
2) satisfy c21 = c11 and

c22 = c12. That is, c1 is the “root challenge” and c2 (resp. c3) differs in exactly one
coordinate. Let produce such transcripts via generalized sequential composition
of 3 extractors:

– Ext1-ss(c): This is an extractor for “1-special soundness”, i.e., it just finds
a single accepting transcript. It is used to determine the root challenge
c = c1 ∈ C.

– Ext2-ss,C1((c1, c2)), is an extractor for 2-special soundness, which extracts in
the C1-component but leaves the C2-component c2 fixed. Hence, it is C2-fixing
(Definition 9.2)

– Ext2-ss,C2
is analogous to Ext2-ss,C1

((c1, c2)), but is C1-fixing.

Consider the composition B3(c) = Ext2-ss,C1
A(c), then B2(c) = ExtB3

2-ss,C1
(c), then

B1(c) = ExtB2
1-ss(c). The composed extractor is B1. It outputs a nested sequence

of transcripts (((τ1, τ2), (τ3, τ4))), where (τ1, τ2, τ3) satisfy the requirements of
CWSS.
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Remark 8.2. Compared to tailor-made CWSS extractors [FMN23], we observe
a few differences: Firstly, an additional transcript τ4 is generated, which is
unneeded. Secondly, a negative consequence of the previous point, the run-time of
this composition ≈ 2` for ` coordinates, instead of 2`− 1 as in [FMN23]. Thirdly,
as a positive consequence, the knowledge error is 1−

∏`
i=1(1−

1
|Ci| ) which better

than
∑`

i=1
1
|Ci| as in [FMN23], especially for small C.

9 Sequential Composition of Abstract Extractors

In this section, we take an abstract approach to knowledge extraction and the
composition of extractors. We stress that we compose extractors, not protocols.

9.1 Introduction to Sequential Composition

The usual sequential composition operation for extractors is strongly tied to
protocol composition. It considers a challenge space C = C1 × . . . × Cµ which
is the product of challenge sets, where Ci is the i-th round challenge set of
a protocol. Given extractors Ext1, . . . ,Extµ, where Exti handles an abstract
adversary Ai : Ci → {0, 1}∗ ∪ {⊥}, they are composed sequentially as follows:

– Bµ = A is the µ-round adversary.
– Bi(c1, . . . , ci) = Ext

Bi+1(c1,...,ci, · )
i+1 defines a i-round adversary where (recur-

sively) the rounds after i are extracted.24

– B0 =: ExtA is the final composed extractor.

This is the natural choice of sequential composition, as it reflects the inde-
pendence of the sequential rounds in a protocol. However, to properly exploit
the possibilities of adaptive special soundness, namely to exclude challenges
depending on the accepting transcripts which were found, we require something
more flexible. For handling probabilistic testing during extraction, we saw in
the examples of Section 6 that it is important to zoom in on challenges which
contradict the soundness of said probabilistic tests. However, in a multi-round
setting, the test’s challenge may be spread over multiple rounds. For example,
the test may be a multi-variate Schwartz–Zippel variant, where in each of the
µ rounds, one variable is chosen randomly, and only in the final round a check
occurs. Indeed, this is what happens in our lattice-based folding analysis, cf. Sec-
tion 10. So, for this kind argument, we essentially need to treat C = C1× . . .×Cµ

more like a single challenge set, instead of a sequence of challenge sets. More
specifically, for the i-th extraction, not only Ci but Ci × . . . × Cµ is needed to
define useful challenges. Unfortunately, the standard sequential composition is
insufficient to capture the sketched example. Consider the following composition
template of Ext1, Ext2 over C1 × C2:
24 For (adaptive) tree special soundness extractors, the output of Bi is w.l.o.g. a set of

transcripts or ⊥. We omit the formal details of stitching the input/output behaviour
in this overview, see Section 9.2.
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– Ext1 learns enough transcripts to extract a candidate witness wit. If wit ∈
Ξstmt, then Ext1 outputs wit. Otherwise, Ext1 identifies a predicate ϕwit : C1×
C2 → {0, 1} which depends on wit. Roughly, ϕwit(c1, c2) = 1 if “honestly”
executing the prover using wit makes the verifier accept. Intuitively, if
ϕwit(c1, c2) = 1, then the extractor may not learn anything useful from
a transcript for (c1, c2), as it could produce an accepting transcript itself.
Typically, finding a transcript with ϕwit(c1, c2) = 1 will (eventually) ensure
that Ext1 breaks a hard relation. In the setting of Section 10, this means that
a SIS break is encountered.

– The useful challenges set is now {(c1, c2) | ϕwit(c1, c2) 6= 0} ⊆ C1 × C2, i.e.
those challenges where the extractor is guaranteed to learn something.

With standard sequential composition, Ext1 only provides A(c1, · ) for Ext2, and
cannot provide c2, let alone ϕwit or wit This causes a problem: The probability
that ϕwit(c1, c2) 6= 0 is queried by Ext2 is not 1, and can be quite small. Thus,
Ext2 may return an accepting but useless tree of transcripts. This behaviour
interacts badly with the model of UCS-extractors: We must modify the UCS to
search until ϕwit(c1, c2) = 1 eventually holds (else, Ext1 cannot extract from the
transcripts), making the depth of the UCS infinite in the worst case.

Our approach is a judicious strengthening of the standard approach: We
allow Ext1 to specify the first challenge of Ext2. That is, Ext1 calls Ext

A(c1, · )
2 (c2)

where ϕ(c1, c2) 6= 0. This suffices for our application in Section 10. Moreover,
we generalise sequential composition further, removing the requirement for a
product structure on C (corresponding to round structure in a protocol) entirely.

9.2 Generalised Sequential Composition

In this section, we define generalised sequential composition. One natural adapta-
tion in our setting would consider extractors Exti which expect oracle access to
adversaries A : Ci × . . .× Cµ → {0, 1}∗ ∪ {⊥}. However, it will be convenient to
have all oracles defined over the whole challenge set C = C1 × . . .× Cµ, instead
of Ci × . . .× Cµ. In other words, applying an extractor Ext to an adversary

A : C→ {0, 1}∗ ∪ {⊥}

yields a new adversary
ExtA : C→ {0, 1}∗ ∪ {⊥}

over the same challenge space. This gives a more general composition result,
which is also simpler to state. Thus, in the following, we consider extractors Exti
with oracle access to A : C→ {0, 1}∗ ∪ {⊥}.

Note that extractors and adversaries have the same interface (except that the
former is an oracle algorithm). Recall that for abstract extractors (Definition 4.4),
we specify via (Vpre,Vpost)-compatibility, the pre-condition Ext requires on oracle
outputs and the post-condition it asserts on its own outputs.

Definition 9.1 (Generalised sequential composition). Let (Exti)
µ
i=1 be

abstract extractors over C which are (Vpre
i ,Vpost

i )-compatible. We call (Exti)µi=1
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composable (w.r.t. (Vpre
i ,Vpost

i )i=1,2) if Vpost
i+1 =⇒ Vpre

i for i = 1, . . . , µ−1. For
composable (Exti)

µ
i=1, we define their (generalised) sequential composition

Ext as follows:
For some adversary A, let Aµ(c) = ExtAµ (c) and Ai(c) = Ext

Ai+1

i (c), each
defined over C. The composed extractor ExtA defined as ExtA1 . Note that Ext1 is
(Vpre

µ ,Vpost
1 )-compatible by construction.

In the rest of this section, unless stated otherwise, we always assume that ad-
versaries and extractors which are composed are compatible and composable
and omit often Vpre and Vpost.

9.3 Additional Preliminaries

We define C′-fixing extractors, which extends the notion of C′-fixing useful
challenge structure to any extractor, and also serves to generalize challenge set
extension from Remark 8.1.

Definition 9.2 (C′-fixing extractor). Let Ext be an extractor over C = C′×C′′.
We say Ext is C′-fixing if for any execution of ExtA, the queries which Ext makes
to A lie in a subset {c′} × C′′ for some c′ ∈ C′. In other words, the first query
c = (c′, c′′) to A fixes the C′-component and all other queries use this fixed c′.

Remark 9.3 (Extractor families and challenge set extension). Let (Extc′)c′∈C′

be a family of extractors over C = C′ × C′. We extend (Extc′)c′∈C′ to C by having
Ext pick c′ ←R C′ uniformly and run Extc1 . Then Ext is a C′-fixing extractor.
Conversely, any C′-fixing extractor defines a family (Extc′)c′∈C′ of extractors
over C = C′ × C′′ in the obvious way. Extending families of extractors to C
generalises Remark 8.1, where a “constant family” was was considered, that is,
where Extc′ = Ext′ for all c′ ∈ C′.

To exemplify how standard composition and definitions of extractors need to
be adapted, we consider examples. For simplicity, we do not consider families of
extractors.

For easy handling of expected run-time, we use the following notion, which
is roughly adapted from [Klo21] but is well-known and used in various forms,
especially when phrased as Rényi divergence.

Definition 9.4. Let Ext be an extractor. We say that Ext has run-time tight-
ness ρ, if for every adversary A, we have

E[timeA(Ext
A(C))] ≤ ρ · E[time(A(C))] .

To argue about success of sequential compositions, we require the very natural
property of uniform initial challenges.
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Definition 9.5. Let Ext be an extractor over challenge space C. We say Ext has
uniform initial challenge if the first query A(c) of Ext always uses a uniformly
random c←R C and if A(c) = ⊥ for this first query, then Ext returns ⊥.25

More generally, let (Extc′)c′∈C′ be a family of extractors over C = C′ × C′′.
We say (Extc′)c′∈C′ has run-time tightness ρ f if every Extc′ has (for c′ ∈ C′).

Remark 9.6 (Run-time tightness is preserved by extensions). Suppose (Extc′)c′∈C′

is a family of extractors over C′′ for C = C′×C′ with run-time tightness ρ. Consider
its extension Ext to C as in Remark 9.3m that is, Ext picks c′ ←R C′ and fixes it.
Then Ext has run-time tightness ρ. (This follows, since the expectation over c′
can be replaced by maximum, and each Extc′ has run-time tightness ρ.)

9.4 Generic Success Bounds for Sequential Composition

In this section, we prove completely generic bounds for our generalised sequential
composition. Despite our generalisation, the bounds coincide with the known
bounds for standard sequential composition. For additional generality, we consider
following definition.

Definition 9.7 (Knowledge error function). Let Ext be an extractor over
challenge space C, and let f : [0, 1]→ R be monotonically increasing. We say Ext
has knowledge error function f if, for every adversary A, we have

Pr[ExtA 6= ⊥] ≥ f(Pr[A(C) 6= ⊥ | C ←R C]) .

More generally, let (Extc′)c′∈C′ be a family of extractors over C = C′×C′′. We say
f is a knowledge error function of (Extc′)c′∈C′ if f is a knowledge error function
of Extc′ for every c′ ∈ C′

Following remark asserts that we can, without loss of generality, assume that
an extractor is extended to all of C.

Lemma 9.8 (Convex knowledge error functions is preserved by exten-
sions). Suppose (Extc′)c′∈C′ is a family of extractors over C′′ for C = C′ × C′′

with knowledge error function f . Extend Ext to C as in Remark 9.3, that is, Ext
picks c′ ←R C′ and fixes it. Then this extended Ext has convex knowledge error
function f (as an extractor over C). Namely, we have

Pr[ExtA 6= ⊥] = E
C′
[Pr[Ext

A(C′, · )
C′ 6= ⊥]] ≥ E

C′
[f(Pr

C′′
[A(C ′, C ′′) 6= ⊥])]

≥ f(E
C′
[Pr
C′′

[A(C ′, C ′′) 6= ⊥]]) = f(Pr
C
[A(C) 6= ⊥])

where C ′, C ′′, C are uniformly random in C′, C′′, and C, respectively. In the
chain of (in)equalities, we use that f is convex so we can use Jensen’s inequality
to swap expectation and f .
25 Since we consider ordinary extractors (Definition 4.4), the second property always

holds.
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Lemma 9.9. Let Ext1 and Ext2 be extractors over challenge space C with knowl-
edge error functions f1, f2. Suppose Ext2 has uniform initial challenge. Let Ext be
the (generalised) sequential composition of Ext1 and Ext2, that is ExtA := Ext

ExtA2
1 .

Then Ext has knowledge error (f1 ◦ f2)(x) = f1(f2(x)).
Proof. By definition of Ext as ExtA2

1 with A2(c) = Ext2(c), and the knowledge
error function of Exti, we obtain
Pr[ExtA 6= ⊥] = Pr[ExtA2

1 6= ⊥] ≥ f1(Pr[A2(C) 6= ⊥]) ≥ f1(f2(Pr[A(C) 6= ⊥]))
where C denotes a uniformly random challenge in C. ut
By induction, any number of extractors can be sequentially composed.
Example 9.10. In Corollary 5.8 we show that our UCS extractors have knowl-
edge error function f(x) = x−κ(U)

1−κ(U) , which is also the knowledge error function
of [ACK21] and optimal for k-special soundness. Another natural choice is
g(x) = x− κ(U), i.e. the denominator is one. In both cases, Lemma 9.9 recovers
the known success bounds for the sequential compositions.

Finally, we note that the knowledge error function from [AFR23] is h(x) =
x−κΓ

tΓ ·(1−κΓ ) where tΓ is a value which depends on the access structure Γ . In this
case, the generic composition would yield a bound which is worse than the bound
for composition proved in [AFR23]. Indeed, Attema, Fehr, and Resch [AFR23]
require a different, non-generic analysis to prove their bounds.

10 Lattice-based Bulletproofs
The goal of this section is to prove that the (lattice-based) Bulletproofs protocol,
when instantiated over certain choices of rings and with the challenge set instan-
tiated with a set of all bounded-norm elements, has negligible knowledge error.
The overall argument also serves as an example of how to utilise the notion of
adaptive special soundness to prove that a protocol is knowledge sound.

The outline of the section goes as follows. First, we recall some preliminaries
of algebraic number theory which will be used in Sections 10 and 11. Then, we
construct a (nested) adaptive witness extractor W for the Bulletproofs protocol.
Next, we prove that the Bulletproofs protocol is W-adaptive special sound, and
that the knowledge error κ(UW) of the UCS UW induced by W is negligible.
Finally, calling the results from the previous sections, we arrive at the conclusion
that the Bulletproofs protocol is κ(UW)-knowledge sound.

10.1 Algebraic Number Theory Background
Let K be a Galois number field and R its ring of integers. The literature in
lattice-based cryptography primarily focuses on the field of rational numbers Q
or cyclotomic fields K = Q(ζ), where ζ ∈ C denote any fixed f-th primitive root of
unity. In this case, we call R a cyclotomic ring. For our purpose, we also consider
imaginary quadratic fields K = Q(

√
∆), where ∆ < 0 is a square-free integer. In

this case, we call R an imaginary quadratic ring. Let ϕ denote the degree of K/Q.
When an element a ∈ R, we say that a is integral.
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Canonical Embedding, Algebraic and Geometric Norms. We write σ = (σi)σi∈Gal(K/Q)
for the tuple of all automorphisms fixing Q. For a ∈ K, the vector σ(a) ∈ Cϕ

is called the canonical embedding of a. The (algebraic or field) norm of an
element a ∈ K is defined as N (a) :=

∏
σi∈Gal(K/Q) σi(a). The (geometric)

norm26 of a is taken as the `∞-norm of the canonical embedding of a, i.e.
‖a‖ := ‖σ(a)‖∞. The definition extends naturally to vectors. For a ∈ Km, we
write ‖a‖ := ‖(σ(a1), . . . , σ(am))‖.

Ideals. For elements a1, . . . , an ∈ K, we write 〈a1, . . . , an〉 for the (fractional)
ideal generated by them. For a, b ∈ R, we define the greatest common divisor
(GCD) of a and b to be the GCD of the ideals generated by them, denoted by
gcd(a, b) := gcd(〈a〉, 〈b〉) = 〈a, b〉. We say that a and b are co-prime if the ideals
generated by them are co-prime, i.e. 〈a, b〉 = 〈1〉 = R. We say that a vector
z ∈ Rm is co-prime with an element d ∈ R if gcd(z1, . . . , zm, d) = R. By a slight
abuse of notation, we also write gcd(z, d) = R.

The (algebraic or field) norm of a ideal I ⊆ R is defined as N (I) := |R/I|.
The definition extends naturally to fractional ideals due to the multiplicativity
of N (·). It is known that |N (a)| = N (〈a〉).

10.2 Protocol Description

In Fig. 5 we recall the lattice analogue [BLNS20; AL21; ACK21] of the Bulletproofs
protocol [BCG+17; BBB+18] for proving ISIS relations

Ξ ISIS
R,n,m,q,α :=

{
((A,y),x) ∈ (Rn×m

q ×Rn
q )×Rm

∣∣∣∣∣ Ax = y mod q

∧ ‖x‖ ≤ α

}
,

described in a way that will be convenient for the subsequent soundness analysis.
The protocol uses the “folding” subroutines defined in Fig. 4 and is summarised as
follows. On input an ISIS statement (A,y) ∈ Rn×m

q ×Rn
q and a witness x ∈ Rm,

where for simplicity we assume that m = 2µ is a power of 2, the prover and the
verifier recursively “fold” (A,x,y) by iterating between 1) defining multilinear
polynomials (fA,i, gx,i, hy,i) with coefficients given by (folded version of) (A,x,y),
and 2) evaluating them at a random point c, i.e. a challenge, specified by the
verifier.

Theorem 10.1 (Completeness). The lattice Bulletproofs protocol with pa-
rameters (R, n,m = 2µ, q, α, β) described in Fig. 5 is complete for the relation
Ξ ISIS
R,n,m,q,α.

The proof of completeness is trivial and thus omitted.

26 We suggest calling this the “house” of a to avoid saying geometric norm all the time.
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Shorthand notation:

– For 0 ≤ i ≤ µ, Ci = (C1, . . . , Ci) is a sequence of formal variables.
– For a matrix (of polynomials) M, M[i : j] denotes column i to column j of M.

Folding A: For A ∈ Rn×m
q , define fA(Cµ) ∈ Rn

q [Cµ] recursively as follows:

fA,0 := A ∈ Rn×m
q

fA,i(Ci) := fA,i−1[1 : m/2i] · Ci + fA,i−1[m/2i + 1 : m] ∈ Rn×m/2i

q [Ci]

fA(Cµ) := fA,µ(Cµ) ∈ Rn
q [Cµ]

Since the subscript i of fA,i is fully determined by its input as i = |Ci|, we often
drop the subscript and just write fA.

Folding x: For x ∈ Km, define gx(Cµ) ∈ K[Cµ] as follows:

gx,0 := x ∈ Km

gx,i(Ci) := gx,i−1[1 : m/2i] + gx,i−1[m/2i + 1 : m] · Ci ∈ Km/2i [Ci]

gx(Cµ) := gx,µ(Cµ) ∈ K[Cµ]

Since the subscript i of gx,i is fully determined by its input as i = |Ci|, we often
drop the subscript and just write gx.

Fig. 4. Folding subroutines.

Parameters: R, n,m = 2µ, q, α, β are lattice parameters which defines a challenge
set C := {c ∈ R : ‖c‖ ≤ β − 1} ⊆ R.

〈P ((A,y),x), V ((A,y))〉, where (A,y) ∈ Rn×m
q ×Rn

q and x ∈ Rm:

1. P, V : Set A0 := A and y0 := y.
2. For i ∈ [µ]:

(a) P : Send the polynomial hi(C) := fAi−1(C) · gxi−1(C) ∈ Rn
q [C] to V .

(b) V : Assert that hi ∈ Rn
q [C] is a quadratic polynomial.

(c) V : Assert that the coefficient of C in hi is yi−1.
(d) V : Send ci ←R C to P .
(e) P, V : Compute Ai := fAi−1(ci) and yi := hi(ci).
(f) P : Compute xi := gxi−1(ci).

3. P : Send xµ to V .
4. V : Assert that ((Aµ,yµ),xµ) ∈ Ξ ISIS

R,n,1,q,αβµ

Fig. 5. The lattice Bulletproofs protocol.

58



10.3 Soundness Claim

We would like to construct an adaptive witness extractor W and show that the
lattice Bulletproofs protocol is W-adaptive special sound for the relation

Ξ∼ISISR,n,m,q,α,δ ∪ΞSIS
R,n,m,q,α

defined below:

Ξ∼ISISR,n,m,q,α,δ :=

 ((A,y), (x, s))

∣∣∣∣∣∣∣∣∣
Ax = ys mod q

∧ 〈x1, . . . , xm, s〉 = R
∧ ‖x‖ ≤ α
∧ ‖s‖ ≤ δ

 ,

ΞSIS
R,n,m,q,α :=

{
((A,y), (x, s))

∣∣∣∣∣ Ax = 0 mod q

∧ ‖x‖ ≤ α

}

where ((A,y), (x, s)) ∈ (Rn×m
q ×Rn

q )×(Rm×R). Note that y and s are not used
in the second relation, i.e. ΞSIS

R,n,m,q,α. We include them so that the statement
and witness spaces of the two relations are compatible.

Intuitively, being knowledge sound for the relation Ξ means that if a prover
succeeds in convincing the verifier in the Bulletproofs protocol often enough, then
a knowledge extractor can extract one of the following:

– (Knowledge of ISIS.) A short solution x ∈ Rm, and a small slack s ∈ R
coprime with x, such that Ax = ys mod q.

– (Knowledge of SIS.) A short solution x ∈ Rm such that Ax = 0 mod q.

Remark 10.2. The requirement that 〈x1, . . . , xm, s〉 = R in Ξ∼ISISR,n,m,q,α,δ can be
lifted by proving a more general multilinear composite Schwartz-Zippel lemma
Theorem 11.1 which drops a similar requirement.

In the following, we discuss two algebraic (non-cryptographic) sources of
difficulties which force us to relax the soundness claim for certain choices of the
ring R, which in particular include cyclotomic rings.

Issue 1: Infinitude of units. As we will show shortly, we can indeed prove that
the lattice Bulletproofs protocol is adaptive special sound for rings R which
contain only finitely many units, which are precisely the rational integers Z and
the imaginary quadratic rings due to Dirichlet’s unit theorem. To handle rings
which contain infinitely many units, e.g. cyclotomic rings, we unfortunately need
to introduce a “failure relation” which captures cases where witness extraction
fails

Ξ⊥R,δ,ν :=
{
((A,y), (x, s))

∣∣N (s) ≤ ν ∧ δ < ‖s‖ ≤ δ4
}
,

and we require the extractor W to output a witness for the relation

Ξ := Ξ∼ISISR,n,m,q,α,δ ∪ΞSIS
R,n,m,q,α ∪Ξ⊥R,δ,ν .
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In the case where R has finitely many units, i.e. R = Z or R is an imaginary
quadratic ring, there exist choices of (δ, ν) so that Ξ⊥R,δ,ν = ∅, i.e. extraction
cannot fail.

Lemma 10.3. For R = Z and δ ≥ ν, Ξ⊥R,δ,ν = ∅. For R being the ring of
integers of Q(

√
∆), where ∆ < 0 is a square-free integer, and δ2 ≥ ν, Ξ⊥R,δ,ν = ∅.

Proof. The case R = Z is trivial. For the case where R is the ring of integers of
Q(
√
∆), the claim follows by observing that ‖s‖ = |s| =

√
s̄s and N (s) = s̄s =

‖s‖2. ut

In other cases, e.g. R is a cyclotomic ring, the inclusion of Ξ⊥R,δ,ν might
make soundness for the relation Ξ formally trivial, since a witness extractor W
might always output a witness of the failure relation Ξ⊥R,δ,ν . At present, we are
not aware of a way to formally upper bound the failure probability, since the
adversary can maliciously influence the distribution of witnesses extracted by W ,
making the latter difficult to model. Instead, we provide heuristic evidence for
why we believe that the failure probability should be negligible for the case of
cyclotomic rings.

Issue 2: Lack of Euclidean algorithm. Another source of difficulty is the lack of
efficient Euclidean algorithm over the ring R in general. In more detail, during
witness extraction, the extractor W needs to reduce a vector of fractions x/s
where x ∈ Rm and s ∈ R to x′/s′ = x/s, such that gcd(x′, s′) = R, ‖x′‖ is not
much larger than ‖x‖, and ‖s′‖ ≤ ‖s‖. A natural way to achieve this is to find
an element s′ small in both algebraic and geometric norms such that s′ · 〈x〉〈s〉 ⊂ R,
and define x′ := s′ · xs ∈ R

m. Except for very special rings, e.g. Z or imaginary
quadratic rings, it is unclear if this can be done efficiently in general.

To abstract away the above issue, we constructW conditioned on the existence
of an oracle O which performs coprime fraction operations as described above.
A precise description of the requirements of O is given in Section 10.4. For the
special case where R = Z or an imaginary quadratic ring, we show that O can
be efficiently instantiated.

10.4 Adaptive Witness Extractor for Lattice Bulletproofs

For any fixed statement (A,y), we construct a depth-µ adaptive witness extractor
WO

A,y = (WO
A,y,i)0≤i<µ for the lattice Bulletproofs protocol. For the sake of

readability, we suppress the subscript (A,y) and write WO
i instead of WO

A,y,i.
In the following, we first establish some notation recurring in this section and

then proceed to define the adaptive witness extractor WO. The analysis of the
WO-adaptive special soundness extractor and the knowledge error of WO will be
given in Section 10.5.
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Terminologies and Notation. Fix a statement (A,y) ∈ Rn×m
q × Rn

q , where
m = 2µ. Throughout this section, we make use of the following terminologies
and notation. A tree of transcripts T is a tree of (edge-)depth µ, where each
root-to-leaf path can be parsed as a transcript with the i-th prover message
given by the i-th node label (counting from 0 from the root) and the i-th verifier
message given by the i-th edge label (counting from 1 from the root).

(cv,w1) (cv,w2)

(cw1,`1) (cw1,`2) (cw2,`3) (cw2,`4)

hv

hw1 hw2

x`1 x`2 x`3 x`4

Fig. 6. Depiction of a (sub)tree of transcripts Tv.

Given a tree of transcripts T, we define the following:

– (Node labels.) For any non-leaf node v ∈ T, let hv be the label of node v, i.e.
the prover’s message at node v. Similarly, for a leaf node ` ∈ T, let x` denote
the node label at `.

– (Edge labels.) For any non-leaf node v ∈ T and any child w ∈ children(v), let
cv,w denote the label of the edge (v, w), i.e. the verifier’s challenge at edge
(v, w). We write cv for the vector formed by concatenating all edge labels
along the path from the root to the node v.

– (Path.) For any node v ∈ T, let τv be the concatenation of labels along path
from the root to the node v.

– (Subtrees.) For any node v ∈ T, write Tv for the subtree of T rooted at v.
The tuple (τv,Tv) is a compact representation of a sequence of transcripts
obtained from all root-to-leaf paths for all leaves under v.

– (Folded statements.) Each node v ∈ T is associated with a “folded” statement
stmtv := (Av,yv) defined recursively as follows. The root node is associated
with (A,y). For any non-leaf node v ∈ T and any child w ∈ children(v),

Aw := fAv
(cv,w) and yw := hv(cv,w).

Note that stmtv can be efficiently computed given stmt and (τv,Tv).
– (Uncharted set.) For any v ∈ T, the “uncharted set” of Tv is the set containing

every challenge sequence where the first challenge differs from cv,w for any
child w of v given in Tv. Formally, assuming that depth(Tv) = j,

Uncharted(Tv) := (C \ {cv,w : w ∈ children(v)})× Cµ−j−1.
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Parameters. Let γ ≥ 1 to be a looseness parameter of an oracle O to be specified
shortly. Define the following quantities:

δ := 23β3, αµ := αβµ, mµ := m.

For 0 ≤ i < µ, define

mi := m/2i

= 2µ−i,

αi := αi+1γδ
3 = αβµγµ−iδ3(µ−i)

= m9
i · α · β10µ−9i · γµ−i,

α′i := αi+1δ
5 = αβµγµ−i−1δ3(µ−i−1)+5

= 26 ·m9
i · α · β10µ−9i+6 · γµ−i−1.

Coprime Fraction Oracle. We assume the existence of a γ-coprime fraction oracle
O which computes coprime fractions, where γ ≥ 1 is some looseness parameter.
More concretely, given a tuple (x, s) ∈ Rk ×R for some k = poly(λ), the tuple
(x̂, ŝ)← O(x, s) satisfies the following:

x̂ · s = x · ŝ, 〈x̂1, . . . , x̂k, ŝ〉 = R, ‖x̂‖ ≤ γ · ‖x‖, and ‖ŝ‖ ≤ ‖s‖.

In words, x̂/ŝ = x/s assuming that s 6= 0, the output (x̂, ŝ) is guaranteed to be
coprime, x̂ is at most γ times longer than x, and ŝ is no longer than s.

Lemma 10.4. If R = Z or R is the ring of integers of Q(
√
∆) for some square-

free integer ∆ < 1 with class number 1, then there exists efficient 1-coprime
fraction oracle O.

Proof. If R = Z (i.e. K = Q), then there exists a trivial 1-coprime fraction oracle
O which computes d = gcd(x, s) and outputs x̂ := x/d and ŝ := s/d. Clearly, we
have ‖x̂‖ ≤ ‖x‖ and ‖ŝ‖ ≤ ‖s‖.

In general, for a number field K with class number 1, GCDs can be com-
puted in polynomial time due to [Wik05]. Consider the case where K is an
imaginary quadratic field with class number 1, and R being its ring of in-
tegers. It is easy to check that, for any integral element d ∈ R, it holds
that δ := minσi∈Gal(K/Q)(|σi(d)|) ≥ 1. Therefore, ‖x̂‖ ≤ ‖x‖/δ ≤ ‖x‖ and
‖ŝ‖ ≤ ‖s‖/δ ≤ ‖s‖. ut

Extraction Algorithms. In Fig. 7 we define a sequence of algorithms (WO
i )

µ−1
i=0

which we will later show to be a (nested) adaptive witness extractor. The extractor
WO

i expects as input a sequence of transcripts represented by (τv,Tv) for some
node v in T of depth i, and produces a candidate witness (xv, sv) for stmtv.
Formally, we write

(xv, sv)←WO
i (τv,Tv).

The extractors make use of a sequence of subroutines (Lifti)µ−1i=0 . In a nutshell,
invoking Lifti on the 3 witnesses (x1, s1), (x2, s2), (x3, s3) extracted from the
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first 3 children of the depth-i node v lifts the depth-i witnesses to a (extended)
candidate depth-(i− 1) witness (X∗, s∗) which “explains” the prover message hv
at node v in the sense of Lemma 10.5 below, where X∗ is a 3-column matrix.
This candidate depth-(i− 1) witness is “extended” in the sense that its middle
column is an (ordinary) candidate depth-(i− 1) witness while the first and last
columns contain extra information.

Formally, we write

(X∗, s∗)← Lifti((cj ,xj , sj)
3
j=1).

The subroutine Lifti satisfies the following property. The proof follows from a
direct calculation and is omitted.

Lemma 10.5. Let Ai ∈ Rn×mi
q and hv ∈ Rn

q [C] be a quadratic polynomial. If
(cj ,xj , sj)

3
j=1 ∈ (R×Rmi+1 ×R)3 satisfies

fAi
(cj) · xj = hv(cj) · sj mod q

then for all C ∈ R the output (X∗, s∗)← Lifti((cj ,xj , sj)
3
j=1) satisfies

AiX
∗

 1
C
C2

 = hv(C) · s∗ mod q.

10.5 Knowledge Soundness Analysis

We prove two main results regarding the adaptive witness extractorW constructed
in Section 10.4. The first is that the lattice-based Bulletproofs protocol is W-
adaptive special sound. The second is that the knowledge error of UW is at
most 3µ/|C|+ εSZ for appropriate choices of parameters, where εSZ is an upper-
bound of some Schwartz-Zippel-like probability. Then, by invoking the results
in Sections 5 and 9, we conclude that the lattice-based Bulletproofs protocol is
knowledge-sound with the same knowledge error.

Theorem 10.6 (Adaptive Special Soundness). Let R, n,m, q, α0, α
′
0, γ, δ, ν

be parameters as defined in Section 10.4. Assuming the existence of a γ-coprime
fraction oracle O, for the adaptive witness extractor WO constructed in Sec-
tion 10.4, the lattice Bulletproofs protocol is WO-adaptive special sound for the
relation

Ξ := Ξ∼ISISR,n,m,q,α0,δ ∪Ξ
SIS
R,n,m,q,α′

0
∪Ξ⊥R,n,m,q,α0,δ,ν .

Furthermore, the oracle O is efficiently instantiable and the lattice Bulletproofs
protocol is WO-adaptive special sound for the relation

Ξ := Ξ∼ISISR,n,m,q,α0,δ ∪Ξ
SIS
R,n,m,q,α′

0

in any of the following settings:
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WO
i (τv,Tv), 0 ≤ i < µ:

1. If (τv,Tv) contains a rejecting transcript, return (∅,⊥).
2. If (τv,Tv) is an empty tree, return (Cµ−i,⊥).
3. Assert that depth(Tv) = µ− i.
4. Compute stmtv = (Av,yv) from stmt and (τv,Tv).
5. For w ∈ children(v):

(a) If i = µ− 1, let xw be the label of node w and sw := 1.
(b) If i < µ− 1, let (xw, sw) :=WO

i+1(τw,Tw) ∈ Rmi+1 ×R.
(c) If ((Aw,yw), (xw, sw)) ∈ Ξ⊥

R,δ,ν then return (∅, (⊥, sw)).
(d) If ((Aw,yw), (xw, sw)) ∈ ΞSIS

R,n,mi+1,q,αi+1
then return (∅, (xv, 1)) where

xv :=

(
xwc(v,w)

xw

)
.

6. Let k := |children(v)| and write (w1, . . . , wk) := children(v).
7. If k < 3, then return (Uncharted(Tv),⊥).

8. Let (X∗
v, s

∗
v) := LiftOi ((cv,wj ,xwj , swj )

3
j=1) and x∗

v := X∗
v

0
1
0

.

9. Compute the coprime fraction (x†
v, s

†
v) := O(x∗

v, s
∗
v).

10. If k = 3:
– Define the following predicates:

b0 := (s∗v · hv(C)
?
= fAv (C) · gx∗

v
(C)),

b1 := (N (s†v)
?

≤ ν).

– If b0 = 0, return (Uncharted(Tv),⊥).
– If b1 = 0, return (Uncharted(Tv) ∩ CSZ,µ−i(x

†
v, s

†
v),⊥) where

CSZ,µ−i(x
†
v, s

†
v) :=

{
c ∈ Cµ−i : g

x
†
v/s

†
v
(c) /∈ R

}
.

– If b0 = 1 and b1 = 1, return (∅, (x†
v, s

†
v)).

11. If k = 4 and there exists w ∈ children(v) such that

x(w)
v := X∗

v

 1
c(v,w)

c2(v,w)

 sw −
(
xwc(v,w)

xw

)
s2w 6= 0

then return (∅, (x(w)
v , 1)).

12. Return (∅,⊥).

LiftOi ((ci,xi, si)
3
i=1 ∈ (R×Rmi+1 ×R)3), 0 ≤ i < µ:

1. Let V :=

 1 1 1
c1 c2 c3
c21 c22 c23

 ∈ R3×3 and s∗ := det(V) ·
∏3

j=1 sj ∈ R.

2. For i ∈ [3], let x∗
i := xi ·

∏
j∈[3]\{i} sj ∈ R

mi+1 .

3. Let X∗ :=

(
x∗
1c1 x∗

2c2 x∗
3c3

x∗
1 x∗

2 x∗
3

)
V−1 det(V) ∈ Rmi×3.

4. Return (X∗, s∗).

Fig. 7. Adaptive witness extractor for lattice Bulletproofs.
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– R = Z and δ ≥ ν, or
– R = Q(

√
∆), where ∆ < 0 is a square-free integer, and δ2 ≥ ν.

Proof. Given the first part of the theorem, the second part follows immediately
from Lemmas 10.3 and 10.4. It remains to prove the first part.

Fix stmt = (A,y). It suffices to show that, on input a complete depth-µ se-
quence of accepting T of accepting transcripts with T ∈ Chains(UW,stmt),WO

stmt(T)
outputs a witness wit ∈ Ξ(stmt).

Invariant. To show the above claim, it suffices to show that the following invariant
holds for each node v ∈ T: For each leaf node v ∈ T, the prover’s final message
xv satisfies

((Av,yv), (xv, 1)) ∈ Ξ∼ISISR,n,mµ,q,αµ,δµ .

For each non-lead node v ∈ T, let 0 ≤ i < µ denote the depth of v. The extracted
witness (xv, sv) :=WO

i (τv,Tv) satisfies

((Av,yv), (xv, sv)) ∈ Ξ∼ISISR,n,mi,q,αi,δ ∪Ξ
SIS
R,n,mi,q,α′

i
∪Ξ⊥R,n,mi,q,αi,δ,ν .

The main claim is captured by the special case where v is the root node.
We start with the observation that the invariant trivially holds for all leaf nodes

by the construction of the lattice Bulletproofs protocol and by the assumption
that T is accepting. Below, we argue for the invariant by induction from the
bottom to the top of the tree T.

Fix any non-leaf node v ∈ T of depth-i, with 0 ≤ i < µ, and assume that the
invariant holds for all w ∈ children(v). One of the following must be the case:

1. There exists w ∈ children(v) such that

((Aw,yw), (xw, sw)) ∈ ΞSIS
R,n,mi+1,q,α′

i+1
∪Ξ⊥R,δ,ν .

2. For all w ∈ children(v), ((Aw,yw), (xw, sw)) ∈ Ξ∼ISISR,n,mi+1,q,αi+1,δ
.

Since T is complete, by the definition of WO
i , we must have |children(v)| ≤ 4.

We analyse the behaviour of WO
i (τv,Tv) in the above cases. For clarity, we

will use the symbol ♦ to signify the end of ease case.

Case 1. In this case, there exists w ∈ children(v) such that

((Aw,yw), (xw, sw)) ∈ ΞSIS
R,n,mi+1,q,α′

i+1
∪Ξ⊥R,δ,ν .

If ((Aw,yw), (xw, sw)) ∈ ∪Ξ⊥R,δ,ν then WO
i (τv,Tv) would output (⊥, sw).

Clearly we have ((Av,yv), (⊥, sw)) ∈ ∪Ξ⊥R,δ,ν .
If ((Aw,yw), (xw, sw)) ∈ ΞSIS

R,n,mi+1,q,α′
i+1

, then WO
i (τv,Tv) would output

(xv, 1) where xv =

(
xwc(v,w)

xw

)
. Note that

Avxv = Av

(
xwc(v,w)

xw

)
= Awxw = 0 mod q, and
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‖xv‖ ≤ βα′i+1 ≤ α′i.

In other words,
((Av,yv), (xv, 1)) ∈ ΞSIS

R,n,mi,q,α′
i

and thus the invariant holds at node v. ♦

Case 2. In this case, for all w ∈ children(v), we have

((Aw,yw), (xw, sw)) ∈ Ξ∼ISISR,n,mi+1,q,αi+1,δ.

In fact, we have a stronger guarantee that, for all u ∈ Tv of depth-j with u 6= v,
it holds that

((Au,yu), (xu, su)) ∈ Ξ∼ISISR,n,mj ,q,αj ,δ.

Indeed, observe that if any node u 6= v in the subtree Tv satisfies

((Au,yu), (xu, su)) ∈ ΞSIS
R,n,mj ,q,α′

j
∪Ξ⊥R,δ,ν

then Case 1 would have been triggered at v.
Define the following predicates:

b0 := (s∗v · hv(C)
?
= fAv (C) · gx∗

v
(C)),

b1 := (N (s†v)
?
≤ ν),

b2 :=

∃w ∈ children(v) : X∗v

 1
c(v,w)

c2(v,w)

 sw −
(
xwc(v,w)

xw

)
s2w

?

6= 0

 .

We further consider 4 sub-cases, one of which must occur by the construction of
Wi and by the completeness of T:

a) |children(v)| = 3, b0 = 1, and b1 = 1. (If b0 = 0 or b1 = 0, then the
construction of Wi forces |children(v)| ≥ 4.)

b) |children(v)| = 4 and b2 = 1.
c) |children(v)| ≥ 4, b0 = 0, and b2 = 0.
d) |children(v)| ≥ 4, b1 = 0, and b2 = 0.

Below, we show that Cases 2a and 2b both lead to the conclusion that the
invariant holds at node v. We also show that Cases 2c and 2d never happen. This
completes the proof. ♦

Case 2a. In this case, |children(v)| = 3, and it holds that

N (s†v) ≤ ν and s∗v · hv(C) = fAv
(C) · gx∗

v
(C).

The witness extractor WO
i (τv,Tv) would return (xv, sv) := (x†v, s

†
v).
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Recall that

x∗v =

(
x∗w1

cv,w1
x∗w2

cv,w2
x∗w3

cv,w3

x∗w1
x∗w2

x∗w3

)
V−1 det(V)

0
1
0

 and

s∗v = det(V)

3∏
j=1

swj

where x∗wi
= xwi

∏
j∈[3]\{i} swj

and V is the Vandermonde matrix defined by
(cv,w1 , cv,w2 , cv,w3). Since the invariant holds at w1, w2, w3, we have ‖xwj‖ ≤ αi+1

and ‖swj
‖ ≤ δ for all j ∈ [3]. We therefore have

Avx
∗
v = yvs

∗
v mod q,

‖x∗v‖ ≤ 6αi+1β
3δ2 < αi+1δ

3.

By the guarantee of O, we have

x∗v · s†v = x†v · s∗v,
‖x†v‖ ≤ γ · ‖x∗v‖ ≤ αi+1γδ

3 = αi,

‖s†v‖ ≤ ‖s∗v‖ ≤ δ4.

If it happens that ‖s†v‖ ≤ δ, then we have

((Av,yv), (x
†
v, s
†
v)) ∈ Ξ∼ISISR,n,mi,q,αi,δ.

Otherwise, ‖s†v‖ > δ, and since N (s†v) ≤ ν, we have

((Av,yv), (⊥, s†v)) ∈ Ξ⊥R,δ,ν . ♦

Case 2b. In this case, |children(v)| = 4 and

∃w ∈ children(v) : X∗v

 1
c(v,w)

c2(v,w)

 sw −
(
xwc(v,w)

xw

)
s2w 6= 0.

We argue that WO
i (τv,Tv) produces (xv, sv) satisfying

((Av,yv), (xv, sv)) ∈ ΞSIS
R,n,mi,q,α′

i
.

Since the invariant holds for all w ∈ children(v), we have

Av

(
xwcv,w
xw

)
= fAv

(cv,w) · xw = hv(cv,w) · sw mod q.

Therefore, by Lemma 10.5, (X∗v, s∗v)← LiftOi ((cv,wj
,xwj

, swj
)3j=1) satisfies

AvX
∗
v

 1
C
C2

 = hv(C)s
∗
v mod q
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for all C ∈ R, and thus for all cv,wj for all w ∈ children(v). Combining the two
equations yields

Av

X∗v

 1
cv,wj

c2v,wj

 swj −
(
xwj

cv,wj

xwj

)
s∗v

 = 0 mod q.

Since there exists w ∈ children(v) such that

x(w)
v := X∗v

 1
cv,w
c2v,w

 sw −
(
xwcv,w
xw

)
s∗v 6= 0

WO
i (τv,Tv) would output (x

(w)
v , 1). Note that Avx

(w)
v = 0 mod q. We next

analyse the norm of x(w)
v .

Recall that X∗v is computed as

X∗v =

(
x∗1c1 x∗2c2 x∗3c3
x∗1 x∗2 x∗3

)
V−1 det(V)

where we abbreviated ci = cv,wi
for i ∈ [3], and

V−1 det(V) =

c2c3(c2 − c3) −(c22 − c23) c2 − c3
c3c1(c3 − c1) −(c23 − c21) c3 − c1
c1c2(c1 − c2) −(c21 − c22) c1 − c2

 .

It follows that each entry of

V−1 det(V)

 1
cv,w
c2v,w


is of norm at most 6β4. Also recall that s∗v = det(V)sw1

sw2
sw3

where det(V) =
(c1 − c2)(c2 − c3)(c3 − c1) and thus

‖x(w)
v ‖ ≤ 3 · αi+1 · β · 6β4 · δ + αi+1 · β · (2β)3 · δ3 ≤ αi+1δ

5 = α′i.

In other words,
((Av,yv), (x

(w)
v , 1)) ∈ ΞSIS

R,n,mi,q,α′
i

and thus the invariant holds at node v. ♦

Case 2c. In this case, |children(v)| = 4,

s∗v · hv(C) 6= fAv
(C) · gx∗

v
(C),

and, for all w ∈ children(v), it holds that

X∗v

 1
c(v,w)

c2(v,w)

 sw =

(
xwc(v,w)

xw

)
s2w. (16)
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We argue that the above constraints are impossible.
Note that Eq. (16) gives two expressions of xw · s∗v. Writing

X∗v =

(
x∗v,00 x∗v,01 x∗v,02
x∗v,10 x∗v,11 x∗v,12

)
and equating the two expressions of xw · s∗v yields

xw · s∗v =
(
x∗v,00 x∗v,01 x∗v,02

) 1
cv,w
c2v,w

 sw =
(
x∗v,10 x∗v,11 x∗v,12

)cv,wc2v,w
c3v,w

 sw,

x∗v,00 + (x∗v,01 − x∗v,10)cv,w + (x∗v,02 − x∗v,11)c
2
v,w − x∗v,12c

3
v,w = 0, (17)

where the second equality holds by cancelling sw on both sides, which is permitted
since there are no zero-divisors in R. Note that Eq. (17) is cubic polynomial over
R with 4 distinct roots (cv,wj )

4
j=1. Since there are no zero-divisors in R, the only

possibility is that the cubic polynomial is the zero polynomial. Therefore we have

x∗v,00 = x∗v,12 = 0,

x∗v,01 = x∗v,10 = x∗v,0,

x∗v,02 = x∗v,11 = x∗v,1

for some x∗v,0,x
∗
v,1 ∈ Rmi+1 . Substituting these back into X∗v, we have

X∗v =

(
0 x∗v,0 x∗v,1

x∗v,0 x∗v,1 0

)
.

Denote the middle column by

x∗v :=

(
x∗v,0
x∗v,1

)
.

It follows that

fAv
(C) · gx∗

v
(C) = Av

 0
x∗v,0
x∗v,1

 +Av

(
x∗v,0
x∗v,1

)
C +Av

(
x∗v,1
0

)
C2 mod q

= AvX
∗
v

 1
C
C2

 mod q

= hv(C)s
∗
v mod q

which contradicts with the assumption that

s∗v · hv(C) 6= fAv (C) · gx∗
v
(C). ♦
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Case 2d. In this case, |children(v)| = 4,

N (s†v) > ν,

and Eq. (16) holds for all w ∈ children(v). We argue that the above constraints
are impossible.

Let `4 denote the leftmost leaf of the fourth child w4 of v. Since T ∈
Chains(UWstmt) and N (s†v) > ν, the sequence of challenges cv,`4 must have been
chosen from

CSZ,µ−i(x
†
v, s
†
v).

It thus holds that
gx†

v/s
†
v
(cv,`4) /∈ R.

Applying the argument in Case 2c, we can deduce from Eq. (16) that X∗v can

be expressed as X∗v =

(
0 x∗v,0 x∗v,1

x∗v,0 x∗v,1 0

)
. Denoting the middle column of X∗v by

x∗v :=

(
x∗v,0
x∗v,1

)
,

we can substitute X∗v back into Eq. (16) and obtain, for each w ∈ children(v),

gx∗
v
(cv,w)sw = x∗v,0 + x∗v,1cv,w = xws

∗
v,

gx†
v/s

†
v
(cv,w) = gx∗

v/s
∗
v
(cv,w) = xw/sw

where for the first equality we again relied on the lack of zero-divisor in R to
divide out cv,w.

Since ((Au,yu), (xu, su)) ∈ Ξ∼ISISR,n,mj ,q,αj ,δ
for any node u ∈ Tv \ {v}, Eq. (16)

must hold when substituting v with u, i.e. for all t ∈ children(u), it holds that

X∗u

 1
c(u,t)
c2(u,t)

 st =

(
xtc(u,t)
xw

)
s2t .

We can thus apply the above argument recursively for all nodes along the path
from v to `4. This yields

gx†
v/s

†
v
(cv,`4) = x`4 .

In words, this means that if we honestly continue the execution of the protocol
at node v using x†v/s

†
v as the intermediate witness, then on challenges cv,`4 we

would have derived the prover’s message at node `4.
Recall that at every leaf node, in particular `4,

((A`4 ,y`4), (x`4 , 1)) ∈ Ξ∼ISISR,n,1,q,αµ,δµ .

which in particular implies gx†
v/s

†
v
(cv,`4) = x`4 ∈ R, a contradiction. ♦ ut

70



Remark 10.7. In the above analysis, for R other than Z or imaginary quadratic
rings, such as cyclotomic rings, the extractor W may output a witness of the
failure relation Ξ⊥R,δ,ν . This happens if and only if W encounters an element s†v
with N (s†v) ≤ ν but ‖s†v‖ > δ. Note that it is always guaranteed that ‖s†v‖ ≤ δ.
Consider the set

|
{
s†v ∈ R : N (s) ≤ ν ∧ δ < ‖s‖ ≤ δ4

}
|

|{c ∈ R : ‖c‖ ≤ β − 1}|

which compares the number of “bad” denominators s†v, i.e. those having too
low field norm but too high geometric norm, and the challenge set size. Since
the prover has only limited control over the value of s†v even if they know the
value of the first two challenges cw1

and cw2
, where w1, w2 are the first two

children of v, the above ratio approximates the probability of obtaining a bad
denominator with probability over the random choice of the first challenge cw3

. It
is an approximation because the space where cw3

is sampled from is not the entire
set C but an overwhelming fraction of it, and because there might be collisions,
i.e. two challenges giving the same denominator. Nevertheless, by Lemma 11.11,
we have that the ratio is at most negl(λ) for cyclotomic rings. We therefore
heuristically conjecture that the probability of Wi finding a witness of Ξ⊥R,δ,ν is
negligible.

We next analyse the knowledge error of UW .

Lemma 10.8. The induced UCS for U = UW has knowledge error

κ(U) = 1− (1− 3
|C| + εSZ)

µ ≤ µ · ( 3
|C| + εSZ)

where εSZ is given in Corollary 11.9 or Corollary 11.10 depending on the choice
of R, and expected run-time bounded by 1

1−κ(U) · 4
µ = 1

1−κ(U) ·m
2.

Proof. To bound κ(Ui | Cµ−i), i.e. the knowledge error of Ui over Cµ−i, we need
to maximise κ(Ui(τv,Tv) | Cµ−i), where Tv is a tree rooted at v f depth 0 ≤ i < µ,
with subtrees Tw1

, . . . ,Twk
, where (w1, . . . , wk) = children(v). That is, we need

to upper-bound
Pr[c /∈ Ui(τv,Tv)],

with probability taken over c←R Cµ−i sampled uniformly at random, over all
choices of accepting (τv,Tv) which is incomplete but consistent with Ui in the
following sense:

– (Incompleteness.) Ui(τv,Tv) 6= ∅.
– (Consistency.) For each i ∈ [k], let `i be the left-most leaf in the subtree Twi ,

and let τ`i be the transcript parsed from the root-to-`i path in T. It holds
that (τ`1 , . . . , τ`k) ∈ Chains(Ui).

By the construction of Ui, it is immediate that we only need to consider (τv,Tv)
where v has 0 ≤ k ≤ 3 children, since Ui(τv,Tv) = ∅ for k ≥ 4.
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By the construction of Ui, it is clear that if v has k ∈ {0, 1, 2} children, then

Pr[c /∈ Ui(τv,Tv)] ≤ 2/|C|

as at most k · |Cµ−(i+1)| challenges lie in Cµ−i \ Uncharted(Tv) and k ≤ 2.
We next consider k = 3. Clearly, the set Ui(τv,Tv) in Case 4.1 is a subset of

that in Case 4.2, and in Case 4.3 we have Ui(τv,Tv) = ∅. It thus suffices to focus
on Case 4.2, where

Ui(τv,Tv) = Uncharted(Tv) ∩ CSZ,µ−i(x
†
v, s
†
v), where

CSZ,µ−i(x
†
v, s
†
v) =

{
c ∈ Cµ−i : gx†

v/s
†
v
(c) /∈ R

}
.

By the soundness of multilinear composite Schwartz-Zippel lemma (Theorem 11.1),
we have

Pr[gx†
v/s

†
v
(c) ∈ R] ≤ εSZ.

Then, by a union bound, we have

Pr[c /∈ Ui(τv,Tv)] ≤ Pr[c /∈ Uncharted(Tv)] + Pr[gx†
v/s

†
v
(c) /∈ R]

≤ 3
|C| + εSZ.

This shows that κ(Ui | Cµ−i) ≤ 3/|C|+ εSZ, as claimed.
By Theorem 7.6, we obtain that the overall knowledge error of the composition,

i.e. the knowledge error for extracting a (U1, . . . ,Uµ)-tree is

κ(U) = 1− (1− 3
|C| + εSZ)

µ ≤ µ · ( 3
|C| + εSZ)

and the expected run-time of the extractor is at most 1
1−κ(U) · 4

µ. This proves
the claim. ut

11 Multilinear Composite Schwartz-Zippel over Rings

We prove a natural generalisation of the so-called multilinear composite Schwartz-
Zippel lemmas [BF23, Theorem 1 and 2].

11.1 Main Theorem

Theorem 11.1 (Generalisation of [BF23, Theorem 1]). Let R be the ring
of integers of a number field K of degree ϕ. Let µ, ` ∈ N, f ∈ R[X] be a µ-variate
multilinear polynomial, d ∈ R with ideal factorisation 〈d〉 =

∏`
j=1 p

rj
j satisfying

cont(f)+〈d〉 = 〈1〉, where cont(f) denotes the content of f , i.e. the ideal generated
by the coefficients of f , and Cβ := {x ∈ R : ‖x‖ ≤ β}. For j ∈ [`], k ∈ [µ], let
Zj,k ∼ Geo(1 − 1/N (pj)) be a random variable distributed geometrically with
parameter 1 − 1/N (pj). Let r ≥ ρ(〈d〉), the covering radius of the ideal lattice
〈d〉. Let γβ,r denote the ratio γβ,r :=

(
|Cβ+2r|
|Cβ |

)
. It holds that

εSZ := Pr[f(x) = 0 mod d |x←R Cµ ]
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≤ γµβ,r · Pr

[
µ∑

k=1

Zk ≥ r

]

where Zk := (Z1,k, . . . , Z`,k) and r := (r1, . . . , r`).

Remark 11.2. The term Pr[
∑µ

k=1 Zk ≥ r] appearing in the above bound can be
written as

Pr

[
µ∑

k=1

Zk ≥ r

]
=
∏̀
j=1

I1/N (pj)(rj , µ)

where I1/p(r, µ) = (1− 1/p)µ
∑∞

j=r

(
µ+j−1

j

)
(1/p)j is the regularised (incomplete)

beta function. Convenient facts about I1/p(r, µ) were given in [BF23, Section 3].

Below, we prove Theorem 11.1.

Proof. For given µ-linear f and xi = (x1, . . . , xi) ∈ Ri with 1 ≤ i ≤ µ, write

fi[xi](Xi+1, . . . , Xµ) := f(x1, . . . , xi, Xi+1, . . . , Xµ)

for the (µ− i)-linear polynomial in (Xi+1, . . . , Xµ).
For k ∈ [µ], let Yk := (Y1,k, . . . , Y`,k) be a sequence of random variables

representing the multiplicities of pj in cont(fk[xk]) where xk ←R Ck for j ∈ [`].
In other words, if cont(fk[xk]) =

∏`
j=1 pj

yj , then Yj,k = yj . We naturally extend
the definition to k = 0 by setting Y0 = 0. This is justified because f0[] = f
and cont(f) + 〈d〉 = 〈1〉. We see that, for any k ∈ [µ], the following events are
equivalent:

fk[xk] = 0 mod d and Yk ≥ r.

Define the shorthand γβ,r :=
|Cβ+2r|
|Cβ | . Consider the following induction hypoth-

esis for i ∈ [µ]:

∀ y ∈ Z`, Pr[Yi ≥ y] ≤ γiβ,r · Pr

[
i∑

k=1

Zk ≥ y

]
. (18)

It is clear that if the induction hypothesis holds for i = µ and y = r, then the
theorem statement holds.

To proceed with the induction, we will repeatedly use a core lemma, Lemma 11.3,
which states that, for any i ∈ [µ],

∀ y,y′ ∈ Z`, Pr[Yi ≥ y +Yi−1 |Yi−1 = y′ ] ≤ γβ,r · Pr[Zi ≥ y].

Setting i = 1 in Lemma 11.3 and realising that Y0 ≡ 0 yield the base case i = 1
of the induction hypothesis (Eq. (18)).

Next, suppose that the induction hypothesis holds for some i ∈ [µ− 1], i.e.

∀ y ∈ Z`, Pr[Yi ≥ y] ≤ γiβ,r · Pr

[
i∑

k=1

Zk ≥ y

]
.
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We will prove the hypothesis for i+ 1, i.e.

∀ y ∈ Z`, Pr[Yi+1 ≥ y] ≤ γi+1
β,r · Pr

[
i+1∑
k=1

Zk ≥ y

]
.

Fix any yi+1 ∈ Z`. We observe that

Pr[Yi+1 ≥ yi+1]

=
∑
yi∈Z`

Pr[Yi+1 ≥ yi+1 − yi +Yi |Yi = yi ] · Pr[Yi = yi]

≤
∑
yi∈Z`

γβ,r · Pr[Zi+1 ≥ yi+1 − yi] · Pr[Yi = yi]

(19)

where the inequality is obtained by applying the proof of Lemma 11.3 with
y = yi+1 − yi and y′ = yi. Then, by some routine calculation (shown below),
we observe that the upper bound in Eq. (19) satisfies∑

yi∈Z`

γβ,r · Pr[Zi+1 ≥ yi+1 − yi] · Pr[Yi = yi]

= γβ,r ·
∑
y′∈Z`

Pr[Zi+1 ≥ y′] Pr[Yi = yi+1 − y′] // y
′ := yi+1 − yi

= γβ,r ·
∑
y′∈Z`

∑
d≥0

Pr[Zi+1 = y′ + d] Pr[Yi = yi+1 − y′]

= γβ,r ·
∑

y′′∈Z`

∑
d≥0

Pr[Zi+1 = y′′] Pr[Yi = yi+1 − y′′ + d] // y
′′

= y
′
+ d

= γβ,r ·
∑

y′′∈Z`

Pr[Zi+1 = y′′] Pr[Yi ≥ yi+1 − y′′].

Finally, we see that the above quantity satisfies

γβ,r ·
∑

y′′∈Z`

Pr[Zi+1 = y′′] Pr[Yi ≥ yi+1 − y′′]

≤ γβ,r ·
∑

y′′∈Z`

Pr[Zi+1 = y′′]

(
γiβ,r · Pr

[
i∑

k=1

Zk ≥ yi+1 − y′′

])

= γi+1
β,r · Pr

[
i+1∑
k=1

Zk ≥ yi+1

]
where the inequality is due to the induction hypothesis. ut

11.2 Proof of Inductive Step

Below, we prove Lemma 11.3 which was used in the inductive step in the proof
of Theorem 11.1.
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Lemma 11.3. Let the notation be as in Theorem 11.1, to be recalled below: Let
R be the ring of integers of number field K of degree ϕ. Let µ, ` ∈ N, f ∈ R[X] be
a µ-variate multilinear polynomial, d ∈ R with ideal factorisation 〈d〉 =

∏`
j=1 p

rj
j

satisfying cont(f)+〈d〉 = 〈1〉, where cont(f) denotes the content of f , i.e. the ideal
generated by the coefficients of f , and C := Cβ := {x ∈ R : ‖x‖ ≤ β}. For j ∈ [`],
k ∈ [µ], let Zj,k ∼ Geo(1−1/N (pj)) be a random variable distributed geometrically
with parameter 1 − 1/N (pj), and Yj,k be a random variable representing the
multiplicity of pj in cont(fk[xk]) where xk ←R Ck. Let r ≥ ρ(〈d〉), the covering
radius of the ideal lattice 〈d〉. For any k ∈ [µ], y,y′ ∈ Z`, y′ ≥ 0, it holds that

Pr[Yk ≥ y +Yk−1 |Yk−1 = y′ ] ≤ |Cβ+2r|
|Cβ |

· Pr[Zk ≥ y′].

where Zk := (Z1,k, . . . , Z`,k) and r := (r1, . . . , r`).

Proof. (Lemma 11.3) It suffices to consider y > 0, i.e. yj > 0 for some j ∈ [`],
else Pr[Zk ≥ y] = 1 and the statement is trivial. Let J ⊆ [`] denote the set

J := {j ∈ [`] : yj > 0}.

Fix k ∈ [µ]. Write

fk−1[xk−1](Xk, Xk+1, . . . , Xµ) = hk(Xk+1, . . . , Xµ) +Xk · gk(Xk+1, . . . , Xµ)

where hk and gk are (µ−k)-linear polynomials over R. We make two observations.
First, conditioned on the event Yk−1 = y′, we have that

∀j ∈ [`],

{
hk = gk = 0 mod pj

y′
j

hk 6= 0 mod pj
y′
j+1 ∨ gk 6= 0 mod pj

y′
j+1

for otherwise we would have Yj,k−1 ≥ y′j + 1 for some j. Consequently, for all
j ∈ [`],

hk(Xk+1, . . . , Xµ) +Xk · gk(Xk+1, . . . , Xµ)

{
≡ 0 mod pj

y′
j

6≡ 0 mod pj
y′
j+1.

This means that, for j ∈ J , since yj > 0, there exists a coefficient hk,j ∈ R
(resp. gk,j ∈ R) of a monomial (of (Xk+1, . . . , Xµ)) in hk (resp. gk) such that the
univariate affine polynomial

hk,j +Xk · gk,j

{
= 0 mod pj

y′
j

6= 0 mod pj
y′
j+1.

Second, conditioned on the event Yk−1 = y′, the following events are equiva-
lent:

Yk ≥ y +Yk−1 and ∀j ∈ [`], hk + xk · gk = 0 mod pj
y′
j+yj .
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Putting the above two observations together, we have

Pr[Yk ≥ y +Yk−1 |Yk−1 = y′ ]

= Pr
[
∀j ∈ [`], hk + xk · gk = 0 mod pj

y′
j+yj

∣∣∣Yk−1 = y′
]

≤ Pr
[
∀j ∈ J, hk,j + xk · gk,j = 0 mod pj

y′
j+yj

∣∣∣Yk−1 = y′
]
.

Conditioned on the event Yk−1 = y′, for each j ∈ J , since

hk,j +Xk · gk,j

{
= 0 mod pj

y′
j

6= 0 mod pj
y′
j+1,

there is at most one solution x∗k ∈ R/pjyj satisfying

hk,j +Xk · gk,j = 0 mod pj
y′
j+yj .

By the Chinese remainder theorem, the system of equations

∀j ∈ J, hk,j +Xk · gk,j = 0 mod pj
y′
j+yj

admits at most one solution x∗k ∈ R/
∏

j∈J pj
yj .

For each coset of R/
∏

j∈J pj
yj , we will show that the number of elements in

C belonging to this coset is at most

|Cβ+2r|∏
j∈J N (pj)yj

.

Consider the ideal I :=
∏

j∈J pj
yj . Denote N := N (I) =

∏
j∈J N (pj)

yj and
let a1, . . . , aN be the shortest representatives of the cosets of I. Recall that r
is greater than the covering radius of 〈d〉, hence, of I, so that ‖ai‖ ≤ r for all
i ∈ [N ].

For each i ∈ [N ], define Cβ,i := {α ∈ ai + I : ‖α‖ ≤ β} and similarly define
Cβ+2r,i. We have the following injection for all i, j ∈ [N ]:

Cβ,i ↪→ Cβ+2r,j

α 7→ α− ai + aj .

This yields

N · |Cβ,i| ≤
N∑
i=1

|Cβ+2r,i| = |Cβ+2r|

where the equality is due to {Cβ+2r,i}Ni=1 being a partition of Cβ+r, and the
inequality is due to the injection constructed above.

The probability of xk sampled uniformly from C falling into the cosetR/
∏`

j=1 pj
yj+

x∗k is therefore

Pr

∀j ∈ [`], xk = x∗k mod
∏
j∈J

pj
yj

 ≤ |Cβ+2r|
|Cβ |

· 1
N
.
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where the inequality is due to the above derivation. To complete the proof, it
remains to see that, for each j ∈ [`],

Pr[Zj,k ≥ yj ] =
(

1

N (pj)

)yj

since Zj,k ∼ Geo(1− 1/N (pj)). Therefore Pr[Zk ≥ y] = 1
N . ut

Remark 11.4. The covering radius is bounded above by ϕ

4
|∆KN (I)|1/ϕ [BF06,

Proposition 4.2]. So in the case of the imaginary quadratic field K = Q(
√
∆),

where ∆ < 0 is square-free integer, |∆K| = 4∆ or ∆, depending on whether
∆ ≡ 2, 3 (mod 4) or not. And hence, the covering radius will be bounded above
by
√
|∆N (I)| or 1

2

√
|∆N (I)|, respectively, which we can use for the r above.

In case of a cyclotomic field, the first and last minima of I as a lattice coincide,
i.e. λ1(I) = λϕ(I). It then holds (see e.g. [LPR13, Section 2.5.3]) that the first
and last minima satisfy

λϕ(I) = λ1(I) ≤
√
ϕN (I)1/ϕ

√
∆

1/ϕ
K ≤ ϕN (I)1/ϕ.

Let rI denote the covering radius of I. It holds that

2rI ≤
√
ϕλϕ(I) ≤ ϕ3/2N (I)1/ϕ,

so we can pick r ≥ ϕ3/2

2 N (I)1/ϕ in the lemma above.

11.3 Bounding Ratio of Number of Bounded Norm Elements

In Theorem 11.1, we derived an upper bound in terms of the ratio

γβ,r :=
|Cβ+2r|
|Cβ |

.

Below, we upper bound this quantity for the rings of integers of cyclotomic fields
and imaginary quadratic fields. For this, we recall some known lower and upper
bounds of the number of lattice points in a convex body.

Lemma 11.5 ([FHM20, Theorems 1 and 7]). Let D ⊂ Rn be a convex
body containing the origin, and let Λ ⊆ Rn be a lattice. If D is symmetric around
the origin then:

2−n · vol(D)
det(Λ)

≤ |D ∩ Λ|.

If D contains m linear independent vectors of Λ, then

|D ∩ Λ| ≤ (m+ 1)! · vol(D)
det(Λ)

.
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Alternatively, for Λ = Zn, applying the theorem of Davenport [Dav51], we get

||D ∩ Zn| − vol(D)| ≤
n−1∑
j=0

volj(D),

where volj(D) is the sum of the volumes of j-dimensional projections of D, and
vol0(D) = 1.

We use the above to lower and upper bound |Cβ |.

Lemma 11.6. Let R be the ring of integers of a number field K of degree
ϕ = ϕ1 + 2ϕ2, where ϕ1 and ϕ2 are the number of real embeddings and pairs of
complex embeddings of K. For sufficiently large β > 0, let Cβ := {x ∈ R : ‖x‖ ≤ β}.
It holds that

2−ϕ2 · π
ϕ2βϕ1+ϕ2

∆
1/2
K

≤ |Cβ | ≤ (ϕ1 + ϕ2 + 1)! · 2
ϕ1πϕ2βϕ1+ϕ2

∆
1/2
K

where ∆K is the discriminant of K. Furthermore, if K = Q(
√
∆) for a square-free

integer ∆ < 0 and β ≥ e, then

πβ

4
√
|∆|
≤ |Cβ | ≤ 2β lnβ.

If K is cyclotomic, then(
π · β
ϕ

)ϕ/2

≤ |Cβ | ≤ (ϕ/2 + 1)! ·
(
π · β
ϕ1/2

·
)ϕ/2

Proof. The volume vol(Cβ), corresponding to the volume of {x ∈ Rϕ1+ϕ2 : ‖x‖ ≤ β},
is given by

vol(Cβ) = 2ϕ1πϕ2βϕ1+ϕ2 .

Considering R in the Minkowski space, we have C ⊂ Rϕ1+ϕ2 . The general version
of the bounds follows immediately by applying Lemma 11.5, here the sufficiently
large value for β is at least the ϕ1 + ϕ2th successive minima. In the case of
imaginary quadratic fields, for the lower bound, we use the general bound. Note
that ‖x‖ =

√
|N (x)|, and for upper bound, we count integers of bounded norm

(or ideals of bounded norm) up to β. We use the result from [BS66, p. 231]
that the number of ideals of norm a is bounded by the number of divisors of
a. The upper bound for the divisor summation function up to β is less than
β(2 ln(β)+2γEM − 1)+0.961β [BBR12, Theorem 1.1], where γEM ≈ 0.57721 . . .
is the Euler-Mascheroni constant.

If K is cyclotomic with conductor f, its discriminant ∆K satisfies (see e.g.
[LPR13, Section 2.5.3])

ϕϕ/2 ≤ ∆K =

(
f∏

prime p|f p
1/(p−1)

)ϕ

≤ ϕϕ.
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where for power-of-2 f the upper bound is tight. The concrete version of the
bounds thus follows. ut

As an immediate corollary, we obtain the following upper bounds for γβ,r.

Corollary 11.7. If K = Q(
√
∆) for a square-free integer ∆ < 0 and β ≥ e, then

γβ,r =
|Cβ+2r|
|Cβ |

≤ 8|∆|
π

(1 + 2r/β) ln(β + 2r).

If K is cyclotomic of degree ϕ, then

γβ,r =
|Cβ+2r|
|Cβ |

≤ (ϕ/2 + 1)! · ϕϕ/4 · (1 + 2r/β)ϕ/2.

11.4 Inverse Bound

Our next goal is to upper bound

Pr

[
i∑

k=1

Zk ≥ r

]
.

in terms of 1
|N (d)| .

Theorem 11.8. Let d, Zk, and r be defined as in Theorem 11.1. Write ν =
|N (d)|. It holds that

Pr

[
i∑

k=1

Zk ≥ r

]
≤ ν−

(
1
2−

2µϕ ln ln ln ν
ln ln ν

)
.

Proof. Recall that ε = Pr[
∑µ

k=1 Zk ≥ r] can be written as

Pr

[
µ∑

k=1

Zk ≥ r

]
=
∏̀
j=1

I1/N (pj)(rj , µ).

Consider the prime ideal factorisation 〈d〉 =
∏`

j=1 p
rj
j . Given that we can

have multiple primes laying above p, we cannot take the result [BF23, Theo-
rem 2] verbatim. This however does not affect the case when µ = 1, as then
I1/N (pi)(ri, 1) =

1
N (pi)ri

. Thus, here N (d) ≥ 2λ suffices to yield ε = Pr[Z1 ≥ r] ≤
2−λ.

We next consider the case µ ≥ 2. Unlike in the proof of [BF23, Theorem 2],
we take an elementary approach. We use the following identity

I1/N (pj)(rj , µ+ 1) = I1/N (pj)(rj , µ) +
1

N (pj)rj
(1− 1/N (pj))

µ

µB(rj , µ)
,
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and
B(rj , µ) =

rj + µ

rjµ
/

(
rj + µ

µ

)
,

to get

I1/N (pj)(rj , µ) =
1

N (pj)rj

µ−1∑
j=0

(1− 1/N (pj))
i

(
rj + i− 1

i

)
.

We want to upper-bound the following:

I1/N (pj)(rj , µ) ≤
1

N (pj)rj

√√√√µ−1∑
i=0

(1− 1/N (pj))i

√√√√µ−1∑
i=0

(
rj + i− 1

i

)

≤ 1

N (pj)rj

√
1− (1− 1/N (pj))

µ

1− 1/N (pj)

√(
rj + µ− 1

µ− 1

)
where the first inequality is due to Cauchy-Schwartz, and the second is elementary.
Taking products over all primes and then taking logarithm gives:

ln ε = ln

∏̀
j=1

I1/N (pj)(rj , µ)


≤ − ln |N (d)|+ 1

2
ln

∏̀
j=1

1− (1− 1/N (pj))
µ

1− 1/N (pj)


︸ ︷︷ ︸

=:A

+
1

2
ln

∏̀
j=1

(
rj + µ− 1

µ− 1

)
︸ ︷︷ ︸

=:B

= − ln ν +
1

2
(A+B), (20)

where in the last equality we used the shorthand ν := |N (d)|.
Next, we upper bound the terms A and B. For that, we need to introduce

the prime omega functions ω,Ω : N −→ N. The first one, ω, counts the number
of distinct primes, while the other, Ω, counts them with multiplicity. We have
ω(n) ≤ Ω(n) for all n ∈ N, and the obvious bound for Ω(n) ≤ ln(n)/ ln(2), with
equality when n is a power of 2. For A, we observe

A = ln

∏̀
j=1

N (pj)
−µ+1(N (pj)− 1)−1(N (pj)

µ − (N (pj)− 1)µ)


< ln

(
µ`
) ∏̀
j=1

(N (pj)− 1)−1 //
µ−1∑
i=0

(−1)i+1
(µ
i

)
/N (d)

i
< µ.
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≤ ` lnµ // with equality if and only if N (pj) = 2 for all j.

For B, we have

B ≤ ln

∏̀
j=1

(
(rj + µ− 1)e

µ− 1

)µ−1
 // using

(n
k

)
<

(
ne

k

)k

.

≤ (µ− 1) ln

∏̀
j=1

rje

 // assuming µ > 2.

≤ (µ− 1)

`+ ` ln

1

`

∑̀
j=1

rj

 // applying AM-GM inequality.

≤ (µ− 1)` (1 + ln(Ω(ν)/`)) // rewriting in terms of the prime Ω function.

Putting the above together, and using the inequality ω(ν) ≤ ` ≤ ϕω(ν), i.e.
bounding ` with number of distinct prime divisors of ν, we see that

A+B < 2µϕω(ν)(1 + ln(Ω(ν)/ω(ν))).

This ultimately brings us to finding an upper bound for

ω(ν)(1 + ln(Ω(ν)/ω(ν))), (21)

which we will show is at most ln ν ln ln ln ν

ln ln ν
. We first note that ω(ν) < 3

2

ln ν

ln ln ν
[Rob83, Théorème 11]. For the special case of square-free ν, we have that Ω(ν) =

ω(ν), i.e. the upper bound for the equation (21) is just 3
2

ln ν

ln ln ν
. In what follows,

we handle the case where ν is not square-free.
The strategy is, starting with any initial value of ω(ν), to adjust ν (viewing

it as a variable in what follows) so that equation (21) is maximised. Let X > 0,
which will be later defined, and let ν = (

∏
p<X p)(2(ln(ν)−X)/ ln(X)) vary with

X, where the product is over all the primes up to X (here we use Chebyshev’s
theorem that

∏
p<X p = e(1+o(1))X). Our goal is to search for the maximum of

equation (21) in some range around ν. From the prime number theorem, we have
that ω(ν) ≈ X/ ln(X) and Ω(ν) ≈ X/ ln(X) + (ln(ν)−X)/ ln(2). Substituting
these values into the equation (21), specifically, for ln

(
Ω(ν)
ω(ν)

)
:

ln

(
1 +

ln(ν) ln(X)

X ln(2)
− ln(X)

ln(2)

)
≤ ln

(
ln(ν) ln(X)

X ln(2)

)
≤ ln ln(ν) + ln ln(X)− ln(X)− ln ln(2).

Putting everything together in (21) gives us:

X

ln(X)
(ln ln(ν) + ln ln(X)− ln(X)− ln ln(2)) ≤ X

(
ln ln(ν)

ln(X)
+

ln ln(X)

ln(X)
− 1

)
.
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Analysing now, the cases when X is sufficiently larger or smaller than ln ν

ln ln ν
.

For the larger case, let Y = ln ln(ν), we get:

ln(ν)

ln ln(ν)

(
Y

Y − ln(Y )
+

ln(Y )

Y − ln(Y )
− 1

)
=

ln(ν)

ln ln(ν)

(
2 ln(Y )

Y − ln(Y )

)
,

and the required bound follows. The other case is much simpler.
Going back now to the sum in the equation (20), we see that − ln(ν)+ 1

2 (A+B)
is at most

−
(
1

2
− 2µϕ ln ln ln ν

ln ln ν

)
· ln ν.

ut

Combining Theorems 11.1 and 11.8 and Corollary 11.7 we obtain the following
Corollaries 11.9 and 11.10.

Corollary 11.9. Let R, β, ϕ, µ, ν, f, d, C, r satisfy the following properties:

– R is the ring of integers of a cyclotomic field K of degree ϕ.
– β > 0.
– f ∈ R[X] is a µ-variate multilinear polynomial.
– d ∈ R with cont(f) + 〈d〉 = 〈1〉, where cont(f) denotes the content of f , i.e.

the ideal generated by the coefficients of f .
– C := Cβ := {x ∈ R : ‖x‖ ≤ β}, γβ,r :=

|Cβ+2r|
|Cβ | .

– r is a number larger than the covering radius of 〈d〉.
– ν = |N (d)|.

It holds that

εSZ ≤
((ϕ/2 + 1)!)µ ·

(
ϕ1/2 · (1 + 2r/β)

)µϕ/2

ν

(
1
2−

2µϕ ln ln ln ν
ln ln ν

) .

We note that the term ϕ appearing in the exponent of ν
(

1
2−

2µϕ ln ln ln ν
ln ln ν

)
makes

the bound very weak, since ν would need to be doubly exponential to make εSZ
negligible. We expect this to be a limitation of proof techniques, and it should
suffice to have ν being (singly) exponential for εSZ to be negligible.

Next, we turn to the case of imaginary quadratic fields.

Corollary 11.10. Let R, β, µ, ν, f, d, C, r satisfy the following properties:

– R is the ring of integers of an imaginary quadratic field K = Q(
√
∆).

– β ≥ e.
– f ∈ R[X] is a µ-variate multilinear polynomial.
– d ∈ R with cont(f) + 〈d〉 = 〈1〉, where cont(f) denotes the content of f , i.e.

the ideal generated by the coefficients of f .
– r is a number larger than the covering radius of 〈d〉.
– ν = |N (d)|.
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It holds that

εSZ ≤

(
12|∆|

π

)µ
(1 + 2r/β)2µ lnµ(β + 2r)

ν

(
1
2−

4µ ln ln ln ν
ln ln ν

) .

Note that it suffices for ν ≈ 2O(λµ) for εSZ to be negligible.

11.5 On the Ratio of Disproportionately Long Elements

In the above, we obtain an upper bound of the probability of a multivariate
polynomial vanishing modulo d when evaluated at a uniformly random point of
geometric norm at most β, where the upper bound shrinks as the field norm N (d)
grows. The upper bound is not immediately useful in situations, e.g. for lattice
Bulletproofs (Section 10), where we can only upper bound the geometric norm
‖d‖ instead of the field norm N (d) of the modulus, e.g. when R is a cyclotomic
ring. In what follows, we assume that R is a cyclotomic ring of degree ϕ.

For any e ∈ R, we call any d ∈ R satisfying d = e · u for some unit u ∈ R×
an associate of e. Note that due to the multiplicativity of N (·), all associates
of e has the same field norm, i.e. N (d) = N (e). Let e ∈ R be such that its
geometric norm is the smallest among its associates.27 Intuitively, an associate d
of e has disproportionately large geometric norm if d = e · u for some unit u with
disproportionately large geometric norm (note that the field norm is N (u) = 1).

In the following, we show that the ratio of elements with disproportionately
large geometric norms is small. More specifically, we study the number of elements
in the set

{x ∈ R : N (x) ≤ ν ∧ γ < ‖x‖ ≤ δ}

in relation to the number of elements in the set

{x ∈ R : ‖x‖ ≤ β}

where β ≤ γ ≤ δ and ν is suitably small compared to βϕ, and show that the
ratio shrinks rapidly as β grows.

Lemma 11.11. Let R be a cyclotomic ring of degree ϕ ≥ 4. Let 0 ≤ β ≤ γ ≤ δ
and ν ∈ N. Define the sets:

Nν := {x ∈ R : N (x) ≤ ν},
Mδ := {x ∈ R : ‖x‖ ≤ δ},

Mγ,δ :=Mδ \Mγ = {x ∈ R : γ < ‖x‖ ≤ δ}.

It holds that as δ, γ →∞

|Nν ∩Mγ,δ|
|Mβ |

≤ O
(
ν ln(δ/γ)ϕ/2−1

βϕ

)
.

27 For concreteness, in [CDPR16] it is shown that ‖e‖ ≤ exp(Õ(
√
f)) · |N (e)|1/ϕ.
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Proof. To prove the above asymptotic, we rely on the following two results: First,
up to multiplication by units, there are only finitely many algebraic integers of
bounded norm (and more generally, ideals). We bound the number of ideals of
norm at most ν, denote this value by N∗ν . Then, by Theorem 1.1 (and a better
and more elaborate bound in Theorem 1.2 (and as explicit, depending only on
the ϕ and the discriminant)) in [Lee23] it follows

|N∗ν | ≤ C ′Kν + C ′′Kν
1−2/ϕ,

where C ′K =
(2π)ϕ/2hKRK
ω|∆K|1/2

and

C ′′K = exp(28.2ϕ+ 5)(ϕ+ 1)5(ϕ+1)/2|∆K|1/(ϕ+1) ln(|∆K|)ϕ

≤ exp(28.2ϕ+ 5)(ϕ+ 1)5(ϕ+1)/2ϕ(ϕ2+2ϕ)/(ϕ+1) ln(ϕ)ϕ,

above we used the inequality |∆K| ≤ ϕϕ. In the first constant, the absolute
constant ω is the number of roots of unity, RK and hK is the regulator and the
class number respectively. The second result we need is an estimate of the number
of units of the bounded norm. We have that for cyclotomic number fields of
degree ≥ 4, as γ →∞

|N1 ∩Mγ | = C ′′′K ln(γ)φ/2−1 +O(ln(γ)ϕ/2−2),

again, here, C ′′′K depends only on the number field (see Theorem in [EL93]).
Specifically,

C ′′′K =
ω(ϕ/2)ϕ/2−1

RK(ϕ/2− 1)!
.

The big O term can be improved, and the improvement will depend only on ϕ.
Now it follows that:

|Nν ∩Mδ,γ | ≤ |N∗ν ||N1 ∩Mγ | − |N∗ν ||N1 ∩Mδ|
≤ (C ′Kν + C ′′K)C

′′′
K (ln(γ)

ϕ/2−1 − ln(δ)ϕ/2−1 +O(ln(γ)ϕ/2−2))

≤ CKν ln(δ/γ)ϕ/2−1 +O(ν1−2/ϕ ln(γ)ϕ/2−2),

where we collect all the field’s constants, using that ∆K ≥ ϕϕ/2 and Theorem
6.5 in [Len92] for the class number bound to get:

CK =
2ϕ/2+1ϕ3/4ϕ−1(ϕ− 1 + ϕ/2 ln(2ϕ/π))ϕ−1

(ϕ/2− 1)!(ϕ− 1)!
= ϕΘ(ϕ).

Finally, from Lemma 11.6, we know that Mβ ≥
(
π

2ϕ

)ϕ/2

βϕ, therefore, the

bound above follows. ut

Remark 11.12. It is important to note that the above can be made far more
explicit with the use of Davenport’s [Dav51] result and would not amount to more
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than an exercise in multivariable calculus. This also avoids the determination of
number field constants such as regulators, etc. That being said, for the exposition
of the result and to avoid computing “unpleasant” volumes of i−th dimensional
projections, which would not add much to readers’ understanding, and are case-
(number field) sensitive, we employed the slicker approach of hiding all the errors
with the big O notations.
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