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Abstract—Encrypted messaging systems obstruct content
moderation, although they provide end-to-end security. As a
result, misinformation proliferates in these systems, thereby
exacerbating online hate and harassment. The paradigm of
“Reporting-then-Tracing” shows great potential in mitigating
the spread of misinformation. For instance, message traceback
(CCS’19) traces all the dissemination paths of a message, while
source tracing (CCS’21) traces its originator. However, message
traceback lacks privacy preservation for non-influential users
(e.g., users who only receive the message once), while source
tracing maintains privacy but only provides limited traceability.

In this paper, we initiate the study of impact tracing. In-
tuitively, impact tracing traces influential spreaders central to
disseminating misinformation while providing privacy protection
for non-influential users. We introduce noises to hide non-
influential users and demonstrate that these noises do not hinder
the identification of influential spreaders. Then, we formally prove
our scheme’s security and show it achieves differential privacy
protection for non-influential users. Additionally, we define three
metrics to evaluate its traceability, correctness, and privacy using
real-world datasets. The experimental results show that our
scheme identifies the most influential spreaders with accuracy
from 82% to 99% as the amount of noise varies. Meanwhile, our
scheme requires only a 6-byte platform storage overhead for each
message while maintaining a low messaging latency (< 0.25ms).

I. INTRODUCTION

End-to-end encrypted messaging systems (EEMSs), such
as WhatsApp and iMessage, have been widely deployed in
the real world and serve billions of people nowadays. These
EEMSs provide a strong guarantee for users’ message privacy
since they ensure that only the communication parties (end
users) can access the content of the messages. Unfortunately,
the encrypted messages prevent the platform from moderating
content to manage any abuse of the system [22], such as
misinformation, thus exacerbating the proliferation of online
hate and harassment [48]. As a result, EEMSs raise the tension
between protecting users’ message privacy and preventing
platform abuse [47].

“Reporting-then-Tracing” is a classical paradigm in com-
bating misinformation. It allows a user to report a problematic
message, and then the platform can trace the users who dissem-
inate it. Message franking [34], [20] is a real-world deployed
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Fig. 1: Industrial and academic efforts in combat misinforma-
tion campaigns for EEMSs.

scheme allowing recipients to report problematic messages and
corresponding senders to the platform. Although supporting
reporting, message franking reveals only the sender whom the
message is directly from. In real social networks, the dissemi-
nation of misinformation typically occurs through forwarding
(or retweeting) rather than its creation [25], [31], [43]. For
instance, misinformation on Twitter can be retweeted by 1000
∼ 100,000 people [52]. Therefore, tracing the dissemination
path of a message is essential for combating misinformation.
Both Brazil [42] and Indian [33] governments are considering
legislation to make EEMSs support traceability. To provide
traceability, Tyagi et al. [50] and Peale et al. [39] proposed
message traceback and source tracing, respectively. The two
concepts differ in tracing policies (shown in Figure 1), i.e.,
which part of the dissemination path is tracked during tracing.

Existing tracing policies lie between two extremes. Mes-
sage traceback reveals all users who disseminate the message,
which allows the platform to reconstruct the entire dissem-
ination path. This will infringe upon the privacy of users
who merely receive or share a message out of concern, as
they do not intentionally propagate misinformation. Source
tracing only reveals the message’s originator to the platform,
which ignores the other users in disseminating the message.
Although source tracing provides a better privacy guarantee, it
incurs a significant loss in traceability and limits its ability to
combat misinformation campaigns. At a high level, traceability
is fundamentally incompatible with (message) privacy since
the platform must know some information (weakening message
privacy) to support traceability. Naturally, an interesting open
problem arises.

“Is there a tracing policy that balances traceability and
privacy, but also provides practical values to EEMSs?”
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This paper initiates a new tracing policy, called impact
tracing, which reveals only the influential spreaders of a re-
ported message while preserving the privacy of non-influential
users. Impact tracing is motivated by the laws of message
dissemination that a small group of users (called influential
spreaders) contribute significantly to disseminating the mes-
sages where most users have a marginal impact [18], [17].
In social networks, influential spreaders act as amplifiers of
information dissemination and are distributed on the branches
of the dissemination paths. Identifying influential spreaders can
reveal the backbone of misinformation dissemination, enabling
the platform to conduct targeted interventions [53], [46].

A. Problem Statement

We model the EEMSs by a messaging graph G =
(V,E,M), in which (1) V denotes the set of vertices rep-
resenting users; (2) M denotes the domain of messages; (3)
E ⊆ V ×V ×M denotes the set of edges representing message
sending and forwarding. Then, we introduce several useful
terms as follows (shown in Figure 2).

• Forwarding graph: Gm = (Vm, Em,m) represents the dis-
semination paths of a particular message m, which includes
all the users who sent or received the message.

• Social graph: G = (V,E,M) represents the entire messag-
ing system, which contains all the users and their commu-
nications, where G = ∪m∈MGm.

• Sociogram: Gs = (V s, Es,−) represents the connections
among users, which is obtained from G by merging the
parallel (directed) edges into a single (undirected) edge.

Based on the above definitions, we can formalize traceability
for EEMSs as a subgraph publication algorithm: Given a social
graph G, starting vertex vs, and message m, publishing a set
of vertices V om, such that V om ⊆ Vm. Here, vs represents the
reporting user who triggers the tracing process. Specifically,
in message traceback, V om is equal to the whole vertices set
of Gm, i.e., V om = Vm; in source tracing, V om only contains
the originator who creates the message m. In contrast to
these examples, impact tracing presents a subgraph publication
challenge but exhibits two distinct disparities:

Identifying the influential spreaders. Impact tracing requires
that V om contains the influential spreaders in disseminating the
message m. Although it is natural to assume that influential
users are hubs in social networks, i.e., users who forward a
reported message multiple times, this does not always hold
in reality. For instance, a hub located at the periphery of a
network may contribute little to message dissemination [5],
[51]. The problem of identifying influential spreaders in social
networks is known as the influence maximization problem [26].
In this work, we have adopted k-Shell decomposition [28]
to evaluate vertices’ impact in Gm since it performs better
than other methods when the graph is weakly connected and
originates from a single vertex. Specifically, the k-shell of a
graph is defined as the set of vertices that belong to the k-core
but not to the (k-1)-core, where the k-core is a subgraph such
that every vertex has a degree at least k.

Protecting the non-influential users’ privacy. Ideally, to
protect privacy, impact tracing should prevent the platform
from learning any information about Gm apart from the set
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Fig. 2: Illustration of graphs. The different colors in G repre-
sent different messages.

V om. Nevertheless, this appears infeasible since the platform
must learn more than V om from the known sociogram Gs. Let
u, v ∈ V om be two influential spreaders that are only connected
by a vertex w ∈ {V s − V om}. The platform can deduce that
w is a non-influential user spreading the message since the
message forwarding must be connected.

Alternatively, we consider differential privacy (DP), a de
facto standard for privacy protection. Specifically, we introduce
noises to Gm to prevent the platform from learning the
presence of an individual in the tracing results. We will provide
a formal DP definition for protecting the non-influential users’
privacy in Section IV-B.

B. Technical Overview

Message franking. Aiming at impact tracing, we begin with a
message franking scheme [34], allowing a recipient to report
a message and its sender. Specifically, it involves two phases:

1) Messaging phase: The sender first generates a message tag
tag ← Fk(m), where k is a randomly chosen tag key
and F is a pseudorandom function. Then, the sender sends
a packet p = (E2EE(m, k), tag) to the platform, where
(m, k) is sent using end-to-end encryption. The platform
stores the tag and transmits the packet to the recipient.

2) Reporting phase: A recipient submits a report as a tuple
(m, k, tag). The platform verifies the report by checking
for the existence of tag in storage, i.e., a membership test
between the message tag and platform storage.

This simple solution achieves two nice security features. First,
tag hides the message m due to the pseudo-randomness of F ;
Second, it provides accountability because tag commits the
message, and the platform binds this tag with the sender in its
storage. Technically, message franking provides an approach
to trace the sender when the platform has the tuple (m, k, tag).
However, it does not provide traceability since the senders
generate the tag keys independently.

Message traceback. To enable traceability, we must allow
the platform to trace all senders and recipients of a reported
message along with the forwarding paths. Therefore, instead of
choosing tag keys randomly, we introduce a novel encryption
chain to link the tag keys on the same forwarding path via
tracing keys. Specifically,

1) Messaging phase: The sender generates the tag key via
ki ← Etki(ki−1), where tki represents the sender’s tracing
key known to the sender and the platform, and ki−1 is the
tag key received from its precursor — namely, the user who
forwards the message to the sender. If the message is a fresh
one, ki−1 (i.e., k0) is randomly chosen by the sender. The
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sender then generates the message tag via tag ← Fki(m)
and sends the corresponding packet to the platform. The
platform stores the communication parties’ identity (i.e.,
edges in the sociogram Gs) when transmitting the packets.

2) Reporting-then-Tracing phase: Upon receiving (m, ki, tag)
from a reporting recipient, the platform can trace the sender
as the message franking scheme. Moreover, the platform
can recover the previous ki−1 and next tag key ki+1 through
decryption by tki and encryption by tki+1, respectively.
Therefore, starting from the reported user’s ki, the platform
can traverse the sociogram Gs along the encryption chain.
With the tag key ki−1 (or ki+1), the platform calculates
a unique message tag that binds a particular sender in its
storage. Then, the platform checks whether tag exists. If
so, it outputs the corresponding sender who submitted the
tag during the messaging phase. Iteratively, the platform
can find all users who disseminate messages.

Here, the encryption’s security guarantees that the tag keys
look like random strings before reporting, which hides the
message from the tag. Moreover, accountability is also held
because the tracing key binds the two users’ identities corre-
sponding to each edge in the sociogram Gs. Unfortunately,
this scheme does not provide privacy for non-influential users
since it reveals the exact forwarding graph Gm to the platform.

Impact tracing. To protect non-influential users’ privacy, our
main idea is to let the platform learn only a noisy graph
G∗
m during tracing. At a high level, we design the impact

tracing in two steps: (1) designing a fuzzy message traceback
scheme, from which the platform only obtains the noisy graph
G∗
m; and (2) identifying the influential spreaders via a novel

decoding algorithm from G∗
m. In the design, the following

three challenges arise.

C1. How to add noises to Gm without sacrificing security?

Achieving impact tracing is infeasible in a single-server
setting. Traceability, in essence, enables the platform and
reporting recipients to uncover the entire forwarding graph
Gm. In contrast, impact tracing aims to identify only the
influential spreaders within Gm. Relying on the platform or
recipient to hide non-influential users is impractical, as we
cannot prevent collusion between them. On the other hand,
letting the sender obscure Gm compromises accountability,
since it allows malicious senders to manipulate the tracing
result. Consequently, no participant in a single-server setting
can be trusted to obscure non-influential users.

Hence, we introduce a tag server in addition to the platform
for managing the message tags and adding noises in the tracing
phase. Instead of checking the existence of tag in its local
storage (as in message traceback), the platform now queries
the tag server to check whether the tag exists during tracing.
The tag server answers the queries in a randomized response
(RR) manner. Specifically, if tag exists, tag server outputs 1;
otherwise, it returns 1 only with a preset probability ψ, also
called a false positive rate (FPR). This approach results in
the misidentification of a non-existent tag as existing (from

the view of the platform) with FPR ψ. More importantly, it
reveals a noisy graph G∗

m such that Gm ⊆ G∗
m and the false

positives hide the presence of non-influential users in G∗
m. For

example, if ψ = 1 (or 0), it reveals the entire sociogram Gs (or
the exact forwarding graph Gm) to the platform. Moreover, we
will formally show that the above strategy achieves DP privacy
protection for non-influential users in Section IV-B.

C2. How to uncover influential spreaders from G∗
m?

Although false positives safeguard non-influential users’
privacy, they impede the tracking of influential spreaders. In
detail, the tracing result G∗

m contains (1) the users who indeed
disseminated the message (true positives, i.e., {v : v ∈ Vm})
and (2) the users who were misidentified (false positives, i.e.,
{v : v /∈ Vm ∪ v ∈ V s}). One may consider using the k-
shell decomposition to evaluate the users’ impact on the noisy
graph G∗

m. But, if a user v has a high degree in Gs, false
positives overwhelm the influence evaluation, leading to the
misidentification of the user v as influential, even if they never
sent or received the reported message. Therefore, this approach
does not perform well in uncovering the influential spreaders.

Instead, we uncover true positives from G∗
m through a

decoding algorithm that computes a membership value for
each v ∈ G∗

m. This value indicates the posterior probability
that the vertex is indeed a true positive. Our main idea is to
calculate the membership values based on Bayes’ theorem for
each v ∈ G∗

m and then output the vertices with membership
values greater than a certain threshold. Besides, we further
correct the membership values through two observations: (1)
a vertex should have only one (true) precursor, and (2) a vertex
must be true positive if one of its descendants is truly positive.
We refer readers to Section III-C for details.

C3. How to measure the performance of impact tracing?

Like other DP mechanisms, there is a trade-off between
utility and privacy in impact tracing. In detail, the utility of
impact tracing involves traceability and correctness, meaning
that V om should contain as many influential users and as
few false positives as possible. Furthermore, privacy means
that G∗

m should contain sufficient false positives to hide the
true positives. We define three metrics, i.e., the detection
rate, output FPR, and interval FPR, to reflect the traceability,
correctness, and privacy, respectively. Refer to Section V for
a detailed description of the metrics.

We measure the metrics of our design by simulations
on real-world social network datasets. The results demon-
strate that our scheme provides privacy for non-influential
users while achieving traceability on influential spreaders.
In particular, users with less influence will be hidden by
more noise, resulting in better privacy protection. Conversely,
users with greater influence will be more easily identified by
the platform. As the amount of noise varies, the influential
spreaders identified by our scheme are 82% - 99% consistent
with those obtained through the k-shell decomposition of the
actual forwarding graph Gm.

Our contributions. To summarize, in this paper, we:

• introduce a new tracing policy, i.e., impact tracing, for
EEMSs, which balances traceability and the privacy;

3



• propose a fuzzy message traceback scheme that introduces
noises to hide non-influential users and demonstrate that
these noises do not affect identifying influential spreaders;

• formalize its security goals and show it provides ac-
countability while preserving E2EE security. Meanwhile, it
achieves DP protection for non-influential users;

• implement a prototype, benchmark its performance, and
evaluate its traceability, correctness, and privacy with three
well-designed metrics on real-world datasets.

Roadmap. We formulate the models and goals for impact trac-
ing in Section II, followed by its design in Section III. Then,
we present our design’s security and privacy analysis in Section
IV; Section V evaluates our design’s utility and performance
on real-world datasets. Finally, Section VI presents the related
work, and Section VII concludes this paper.

II. MODELS AND GOALS

In this section, we define the models and (non-)goals that
guide the design of our approach.

A. System Model

As shown in Figure 3, the system involves three types
of entities. To enable impact tracing on EEMSs, the system
mainly consists of (1) the messaging phase and (2) the
reporting-then-tracing phase.

• Users. Users play the role of both senders and recipients.
During the messaging phase, the senders submit encrypted
messages and tracing metadata to the platform and the tag
server respectively; the recipients verify the received packets
and reject packets containing malformed tracing metadata.
Furthermore, the recipients can report problematic messages
to the platform. Additionally, the users in a forwarding
graph can be divided into influential and non-influential
users according to their k-shell value.

• Platform. In the messaging phase, the platform transmits
packets from senders to corresponding recipients and the
tag server. In the reporting-then-tracing phase, it receives
reports from the recipients and then traces the influential
spreaders with the help of the tag server.

• Tag server. The tag server logs tracing metadata from users
in the messaging phase and assists the platform in tracking
the influential users in the reporting-then-tracing phase.

B. Threat Model

We assume all user communications pass through the
platform and are properly authenticated by the platform.

• Users. Users are either honest-but-curious or malicious. All
users are curious about the forwarding path of received mes-
sages. A malicious sender may generate malformed tracing
metadata to evade tracing, whereas a malicious recipient
can ignore the verification of tracing metadata. Moreover,
users may collude with each other to manipulate tracing
results so that a non-influential user may be misidentified
as influential.

• Platform. We assume the platform is honest-but-curious and
does not collude with the other participants. In the messag-
ing phase, the platform transmits the packets between users

honestly but attempts to learn the content or forwarding
path of messages from these packets. In the reporting-then-
tracing phase, the platform attempts to identify the non-
influential users. As with the existing designs [54], [50],
the platform can obtain the users’ sociogram.
• Tag server. The tag server is honest-but-curious, which

executes the pre-defined operations but tries to learn infor-
mation about messages from received packets. Moreover, we
assume that the tag server will not collude with the platform,
but it may collude with the users. In practice, this server
can be run by a third-party moderator, such as independent
organizations [10] and national authorities [11]. The setting
of non-colluding two servers is widely used in research [21],
[27] and is moving into practical deployment [1], [14], [19].

C. Design Goals

To enhance practicality, impact tracing should minimize
the impact on the security and performance of the existing
EEMSs. The detailed goals are listed as follows.

Impact tracing. We aim to balance traceability and privacy
with a novel tracing policy that satisfies:

• Traceability. The platform can identify influential spreaders
who disseminate the reported message.
• Privacy. The platform cannot uncover non-influential users

from the tracing result.

Security. The security goals involve two aspects. First, impact
tracing should not weaken the end-to-end security of the
underlying EEMS. Second, impact tracing should provide
accountability against malicious users.

• Platform confidentiality. The platform cannot learn any in-
formation about the content or forwarding path of a message
unless the message is reported.
• Tag server confidentiality. The tag server cannot learn in-

formation about a message’s content, forwarding path, or
connection between users.
• User confidentiality. Users cannot learn any information

about the forwarding path of received messages regardless
of whether the messages are reported or not.
• Accountability. Users cannot generate a message that cannot

be traced, and a group of colluding users cannot manipulate
the tracing results to smear an honest user.

Efficiency. EEMSs are required to process massive messages;
even one extra byte of overhead on each message would sig-
nificantly degrade the performance. Therefore, impact tracing
should be efficient enough. Specifically,

• Messaging latency. Processing tracing metadata should not
significantly increase the latency of messaging.
• Storage. Storing tracing metadata should not incur signifi-

cant storage overhead for all participants.
• Bandwidth. Delivering tracing metadata should not incur

significant bandwidth overhead.

D. Non-goals

Similar to prior works (e.g., [50], [39]), this work has some
fundamentally unavoidable limitations.
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Avoiding copy-paste. Copy-paste attack is an inherent limi-
tation of any existing tracing scheme for EEMSs. A user can
copy a received message and paste it into the message box
to re-send it as a fresh message instead of using the forward
feature. As a result, the user will be identified as the message’s
originator rather than a forwarder in tracing. Our scheme is
built on the forward feature of EEMSs; thus, it also suffers
from this limitation. To mitigate copy-paste’s negative impact,
an EEMS can simultaneously deploy impact and source trac-
ing. Consequently, both the originator (including any malicious
user who copy-pastes messages) and influential spreaders of
the reported message will be revealed after tracing.

Supporting metadata-private messaging. To avoid meta-
data leakage (e.g., users’ identities), many metadata-private
messaging systems [2], [6] have been proposed to prevent
metadata collection from government agencies or platforms.
Nevertheless, most existing real-world EEMSs (e.g., What-
sApp, iMessage) do not provide metadata privacy since hiding
users’ metadata always incurs high costs [12]. However, the
Signal system introduced and deployed a sealed sender feature
[23] that hides senders’ identity in messaging. Therefore, de-
signing impact tracing schemes for metadata-private messaging
systems remains a future work.

Preventing false reporting. False reporting indicates that a
recipient submits a report that contains an innocent message,
such as harmless memes. Ideally, the platform would verify
whether the reported message is problematic and reject the
invalid reports. Nevertheless, the platform may start tracing
without verification to steal users’ privacy. This problem can
be resolved by integrating impact tracing with a threshold
reporting scheme (e.g., [9], [30]). As a result, the platform
learns tracing metadata if and only if a message is reported
multiple times.

III. IMPACT TRACING

In this section, we detail the design of impact tracing.

A. Preliminaries

Cryptographic primitives. We formalize cryptographic prim-
itives that are relevant to our scheme as follows:

• Fk : {0, 1}x × {0, 1}x → {0, 1}y is a collision-resistant
pseudorandom function, where x and y are the input and
output length, respectively.
• H : {0, 1}∗ → {0, 1}x is a collision-resistant hash function.
• E2EE is the underlying encryption scheme of an EEMS.
• Σ = (Ek,Dk) is a block cipher for the encryption chain.
• Λ = (Enck,Deck) is a symmetric encryption scheme for

encrypting tags. We require Λ satisfies random key robust-
ness (RKR) [16], i.e., for any plaintext m and k ̸= k′,
Pr[Λ.Deck′(Λ.Enck(m)) ̸= ⊥] = negl(1λ), where 1λ is the
security parameter.

Data storages. Our scheme involves three databases. First, the
platform holds two key-value databases DBik and DBnbr, which
store users’ identity keys (Ui, iki) and connections (Ui, Uj)
(i.e., users’ neighbors in the sociogram), respectively. The Ui
and iki are a user’s public identity and secret identity key,
respectively. Furthermore, these key-value databases support

Fig. 3: Workflow of impact tracing. The blue and red lines
represent the messaging and reporting-then-tracing phases.

Add and Query operations that allow the platform to add a key-
value pair and query the value of a key respectively. Second,
the tag server stores a set of message tags in DBtag, which
allows the tag server to check the existence of a tag using the
Exist operation.

B. Fuzzy Message Traceback

The algorithms of our scheme are given in Figure 5, and
the workflow in different phases is presented as follows.

Setup Phase All users register to the platform before messag-
ing, where the platform generates an identity-key pair (Ui, iki)
for each user and stores it in DBik. Moreover, the platform
initializes a secret key psk for deriving keys for the tag server.
The tag server initializes the false positive rate (FPR) ψ that
is used in random response and shares it with the platform.

Messaging Phase This phase includes four steps.

Sending a message. To send a message m to a recipient Uj ,
the sender Ui generates a message packet as follows:

1) Calculate the tracing key tkij ← H(iki||Uj).
2) Generate a tag key kt ← Σ.Etkij (kt−1). If m is a fresh

message, kt−1 ←$ {0, 1}x; otherwise, kt−1 is the tag key
along with a forwarded message.

3) Compute a message tag as tag ← TagGen(m, kt).
4) Encrypt the message tag as ct ← Λ.Encek(tag), where ek

is a randomly chosen ephemeral key.
5) Generate an E2EE ciphertext e← E2EE(m, kt, ek).
6) Send the packet pc = (pid, e, ct) to the platform, where

pid is an unique packet identity.
7) Send the packet ps = (pid, ek) to the tag server.

Processing a message. Once receiving a packet pc, the plat-
form processes it as follows:

1) Record the communication parties (Ui, Uj) in DBnbr, where
the users’ identities Ui and Uj are contained in messaging
metadata.

2) Generate the tracing key tkij ← H(iki||Uj), where iki ←
DBik.query(Ui).

3) Derive dtkij ← DtkDer(tkij , psk) from the tracing key.
4) Transmit the packet p′c = (pid, e, ct) to the recipient Uj .
5) Send the packet p′s = (pid, dtkij , ct) to the tag server.
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Fig. 4: Relations among the tracing metadata.

Receiving a message. Once receiving a packet p′c from the
platform, the recipient Uj verifies it as follows:

1) Decrypt e to (m, kt, ek) via the E2EE.
2) Check whether the same key kt has been received before

(i.e., replicated tag key) and reject the packet if it has.
3) Decrypt the encrypted tag as tag ← Λ.Decek(ct), and reject

the packet if the decryption fails.
4) Compute the message tag as tag∗ ← TagGen(m, kt) and

reject the packet if tag∗ ̸= tag.
5) Store the key kt in client storage for future forwarding.

Storing a tag. The tag server processes packets ps and p′s with
the same pid as follows:

1) Parse ps = (pid, ek) and p′s = (pid, dtkij , ct).
2) Decrypt the encrypted tag as tag ← Λ.Decek(ct) and report

the packets to the platform when decrypting fails.
3) Store the processed message tag tag′ in DBtag, where

tag′ ← TagProc(dtkij , tag).

At a high level (as shown in Figure 4), each processed
tag tag′ is calculated from a hash and PRF, whose key dtk
is derived from the tracing key tk and the message tag tag
binds the tag key and the message. Note that the tag key kt is
transmitted through the underlying E2EE scheme; the PRF’s
pseudorandomness ensures that the message tags leak nothing
about the underlying messages.

Reporting-then-Tracing Phase A recipient Uj can report a
problematic message by submitting the tuple (m, kt, Ui) to
the platform, where Ui is their precursor. Then, the platform
traces the influential spreaders as follows.

1) Execute the Trace algorithm and obtain the noisy graph
G∗
m ← Trace(m, kt, Ui).

2) Identify a set V om of influential spreaders from G∗
m via the

decoding algorithm presented in Section III-C.

Workflow of tracing. We now detail how the Trace algorithm
in Figure 5 produces a noisy graph G∗

m between the platform
and tag server. When the recipient reports a tuple (m, kt, Ui),
Trace starts from the reporter Ui and traverses the sociogram
Gs in a breadth-first search manner. Specifically,

1) Initialize a senders’ set S that only contains the sender Ui
for the first time, and a recipients’ set R that is empty.

2) Find all neighbors of the users in S and R from the
sociogram Gs, where Gs is stored in DBnbr and collected
by the platform in the messaging phase.

3) Compute message tags for all the connections between
users and their neighbors. The platform first computes the
tracing keys of these connections with the users’ identity
keys. And then, the platform recovers:

TagGen(m, k)

h← H(m)

tag ← Fk(h)

return tag

TagProc(dtk, tag)

tag′ ← H(dtk||tag)
return tag′

DtkDer(tk, psk)

dtk ← Σ.Epsk(tk)

return dtk

TagExist(m, k, tk, psk)

// platform generates tag′

tag ← TagGen(m, k)

dtk ← DtkDer(tk, psk)

tag′ ← TagProc(dtk, tag)

// tag server checks its existence

b← DBtag.exist(tag
′)

b′ ← RandResp(b)
return b′

RandResp(b)

if b = 1 then b′ = 1

else : // introduce noises

b′ = 1 with prob. ψ
b′ = 0 with prob. 1− ψ

return b′

Trace(m, kt, Ui)

Init S ← {(kt, Ui)},R← ∅
Init G∗

m ← Ui // G∗
m is initialized to a null graph with vertex Ui

while S ≠ ∅ | R ̸= ∅ :
for (kt, Ui) ∈ S : // backward tracing the senders

{(kt−1, Ui−1)} ← BwdSearch(m, kt, Ui)

G∗
m ← G∗

m ∪ {(Ui−1, Ui,m)} // insert the edge to G∗
m

Init R∗ ← ∅
for (k, U) ∈ S ∪R : // forward tracing the recipients

R′ ← FwdSearch(m, k, U)

R∗ ←R∗ ∪R′

for (k′, U ′) ∈ R′

G∗
m ← G∗

m ∪ {(U,U ′,m)}
R ← R∗;S ← {(kt−1, Ui−1)}

return G∗
m

BwdSearch(m, kt, Uj)

T ← DBnbr.query(Uj)

for Ui ∈ T :

iki ← DBik.query(Ui)

tkij ← H(iki||Uj)

b← TagExist(m, kt, tkij)

if b = 1 then

kt−1 ← Σ.Dtkij (kt)

return {(kt−1, Ui)}
return ∅

FwdSearch(m, kt, Ui)

Init R′ ← ∅
iki ← DBik.query(Ui)

T ← DBnbr.query(Ui)

for Uj ∈ T :

tkij ← H(iki||Uj)

kt+1 ← Σ.Etkij (kt)

b← TagExist(m, kt+1, tkij)

if b = 1 then

R′ ←R′ ∪ {(kt+1, Uj)}
return R′

Fig. 5: Algorithms of the fuzzy traceback scheme.

a) the previous tag keys kt−1 through decryption to trace
the precursors in BwdSearch;

b) the next tag keys kt+1 through encryption to trace the
descendants in FwdSearch.

Finally, with the tracing keys, tag keys, and the reported
message, the platform calculates unique message tags for
these connections (as shown in Figure 4).

4) Check whether these tags exist in the tag server’s storage
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using the TagExist algorithm. Note that TagExist is an
interactive algorithm between platform and tag server.

5) For the tags that exist in the tag server’s storage, add the
corresponding precursors and descendants to the sets S ′
and R′ respectively, which are initialized to empty sets.

6) If S ′ or R′ is not empty after all these neighbors have
been checked, the next round of loops begins from them;
otherwise, the traceback ends.

The Randomized Response (RR). To prevent the platform
from learning the exact forwarding graph Gm, we let the tag
server answer the tags’ existence in random response (see the
RandResp algorithm). Specifically, for each tag not in DBtag ,
tag server responds ‘yes’ to the platform with probability ψ,
which introduces false positives to the output. Consequently,
the Trace algorithm produces a noisy version G∗

m of Gm.
We formally demonstrate that the RR mechanism achieves DP
privacy protection for tracked users in Section IV-B.
Remark 1 (Tag key reuse). A sender may forward a message
to a recipient more than once. In this case, the sender will
generate the same tag key that already appeared, i.e., tag key
reuse. The recipient will reject the second message because the
same tag key has been received. To resolve this problem, we
only need to introduce a counter w to the tag key generation. w
is initialized to 0 and increments by one when the message is
forwarded to the same recipient. From the second forwarding,
the sender send (k′t, w) instead of kt to the recipient, where
k′t ← H(kt||w). The recipient can verify k′t since it already
obtains kt. When the recipient forwards the received message,
it uses kt first received from that sender to derive subsequent
tag keys. This guarantees that a traceback from the recipient
can be traced to the sender successfully.
Remark 2 (Multiple reports). A problematic message may
be reported multiple times by distinct users, resulting in multi-
ple traces within the same forwarding graph. This situation un-
dermines the privacy protection provided by random responses.
To mitigate this issue, the tag server mandates that the platform
submits a different tag for each tag query. Consequently, the
platform must initiate traceback from previous tracing results
when handling subsequent reports of the same message. Even
if a platform queries a duplicated tag, the tag server can readily
identify this misbehavior by comparing it with prior queries.
Remark 3 (Multi-modal messages). Misinformation is often
disseminated through multi-modal messages, including images
and videos. Our scheme inherently supports such multi-modal
messages by transforming input messages into message tags
before further operations. Specifically, in the TagGen algo-
rithm, users hash the input message before computing the
corresponding tag, and all subsequent operations are performed
on the message hash. Since hash functions are compatible
with any message format, our scheme can seamlessly handle
messages of any format. Consequently, the size of the tracing
metadata is independent of the message size.

C. The Decoding Algorithm

Without considering the non-influential users’ privacy, we
can let the platform obtain the exact forwarding graph Gm =
(Vm, Em,m) during tracing. Naturally, the platform can use
the k-shell decomposition to evaluate the users’ impact on Gm.
However, to protect these users’ privacy, impact tracing lets

the platform only obtain a noisy tracing result. Specifically,
the Trace algorithm traverses the entire sociogram Gs =
(V s, Es,−) (defined in Section I-A), and outputs a noisy
graph G∗

m = (V ∗
m, E

∗
m,m) contains: 1) The users who indeed

disseminated the message (true positives, i.e., {v|v ∈ Vm}),
and 2) The users who were misidentified (false positives, i.e.,
{v|v /∈ Vm ∪ v ∈ V s}). Henceforth, we aim to identify the
influential spreaders in G∗

m.

Certainly, one may consider using the k-shell decompo-
sition directly to identify influential spreaders on the noisy
graph G∗

m. Unfortunately, due to the noises, we found that
the k-shell decomposition performs poorly on G∗

m. Let n(v),
nm(v) be the number of v’s neighbors in Gs and in Gm,
respectively. According to the RR mechanism, the number of
v’s neighbors in G∗

m can be denoted as n∗m(v) = nm(v) + x,
where x ∼ B (n(v)− nm(v), ψ) and B(·, ·) denotes the
binomial distribution. In practice, there is a group of vertices
with large n(v) since the degree distribution of social networks
is similar to the power-law distribution [35]. When n(v) is
large enough, x dominates the value n∗m(v), where x is the
number of false positives in v’s neighbors. Ultimately, this
naive approach would take all false positives into the impact
assessment and misidentify the false positives as influential
ones. Therefore, we need an alternative approach to minimize
the false positives’ effect on the tracing results.

Decode strategy. For each vertex v ∈ V ∗
m, the platform

cannot recover the exact nm(v) from the n∗m(v). Therefore,
our intuitive idea is to calculate a posterior probability µv (also
called membership value in the fuzzy systems [55]) for each
v ∈ G∗

m and then select vertices with posterior probabilities
greater than a certain threshold as the output, i.e., V om.

In detail, our decoding algorithm (shown in Algorithm 1)
includes four steps, where the used notations are defined in
TABLE I. First, since the false positives satisfy the binomial
distribution, we can calculate the posterior probability αv for
each vertex in G∗

m based on Bayes’ theorem [8] (lines 1 - 3).
Second, we know that a vertex should have only one (true)
precursor. Therefore, we can calculate a correction value β1

v
with the backward information (i.e., the red paths in Figure
6a) from G1∗

m (lines 4 - 6). Third, we observe that a vertex
must be true positive if one of its descendants is truly positive.
Therefore, vertices with more descendants are more likely to be
true positives. We can also calculate another correction value

TABLE I: Notations used in the decoding algorithm

Notation Definition

n(v) The number of neighbor of a vertex in Gs

s(v) The number of siblings of a vertex
out(v) The out-degree of a vertex
in(v) The in-degree of a vertex
p(v) The parent vertex of a vertex
c(v) The child vertex of a vertex
ψ The FPR of random response
αv The FPR of the edges that starting at a vertex
βv The true positive rate of a vertex
µv The membership value of a vertex
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Algorithm 1: Decoding Algorithm

Input : (Gs, ψ,G1∗
m , G

2∗
m )

Output: {(v, µv)|v ∈ Vm}
1 for b ∈ {1, 2} do
2 for v ∈ V b∗m do
3 αbv =∑out(v)

i=0 ( i
out(v) ·

(n(v)
i )ψi(1−ψ)n(v)−i∑out(v)

j=0 (n(v)
j )ψj(1−ψ)n(v)−j

);

4 for v ∈ V 1∗
m do

5 if out(v) = 0 then β1
v =

1−α1
p(v)

s(v) ;
6 else β1

v = 1− α1
p(v)(1−max{β1

vi |vi ∈ c(v)});
7 for v ∈ V 2∗

m do
8 if in(v) = 0 ∧ out(v) ̸= 0 then

β2
v = 1−

∏out(v)
i=0 (1− β2

c(v));
9 else if in(v) ̸= 0 ∧ out(v) = 0 then

β2
v = 1− α2

p(v);
10 else if in(v) ̸= 0 ∧ out(v) ≥ 1 then

β2
v = 1− α2

p(v)

∏out(v)
i=0 (1− β2

c(v));
11 for v ∈ V ∗

m do
12 if β1

v ̸= 0 ∧ β2
v ̸= 0 then

µv = 1− (1− β1
v)(1− β2

v);
13 else µv = max{β1

v , β
2
v};

β2
v with the forward information (i.e., the blue paths in Figure

6a) from G2∗
m (lines 7 - 10). Finally, we integrate the above

results to obtain the membership values µv (lines 11 - 13).

A Case Study. Figure 6 provides an example of calculating
µv using our decoding algorithm. First, we compute αv for
the vertices’ that are parents of other vertices (i.e., v2, v4,
and v5 in G∗

m) based on the number n(v) and n∗(v) of
vertices’ neighbors in Gs and G∗

m. Here, αv represents the
posterior probability that an edge is a false positive. Although
v4 has three neighbors in G∗

m, its αv is high since it has
many neighbors in Gs. Therefore, the noise dominates the
value n∗4, and the three out-degrees can all be false positives.
Second, we compute β1

v and β2
v on G1∗

m and G2∗
m from leaves to

root (i.e., dashed line in Figure 6a) respectively, which denote
the FPR of a vertex. Because (v1, v3, v6, v7, v8) are leaves,
their membership value is only determined by the incident
edges, which equals 1−ap(v). Next, β2 and β4 are determined
by their children and incident edges. Specifically, β2

5 = β2
2

since v5 has only one children and no parent in G1∗
m , i.e., the

reporting vertex. Finally, we integrate the values of v2 in step
4, because it exists in G1∗

m and G2∗
m . Meanwhile, the other

vertices’ membership value equals to β1
v or β2

v . The results
show that v2 has the highest membership value in the graph.

IV. PROTOCOL ANALYSIS

In this section, we analyze our proposed scheme and prove
it satisfies impact tracing’s goals for security and privacy.

A. Security Analysis

The security of our scheme includes three aspects: confi-
dentiality, accountability, and deniability.

Confidentiality. We consider three types of confidentiality.

1 2

3

4

5

6

7

8

G2∗
m

G1∗
m

BwdSearch

FwdSearch

Direction of
Calculation

(a) llustration of G1∗
m and G2∗

m

Graph Vertex n(v) n∗(v) αv(%)

G1∗
m v2 50 1 85

G2∗
m

v2 50 2 83
v4 100 3 90
v5 10 1 42

(b) Step 1: Caculate αv

15

79

92

64

17

40

64

10

10

10

Step 2 Step 3 Step 4

83

83 90

90

90

85

42

(c) Step 2-4: Caculate β1
v , β2

v , and µv

Fig. 6: Example of decoding on G∗
m, where ψ = 10%. (c) The

blue and red labels of vertices denote β1
v and β2

v in percentage.
The green labels denote αv of vertices.

Platform confidentiality implies that the platform cannot
know the content and forwarding graph of a message before it
is reported. During the messaging phase, the platform only
observes the ciphertexts of the E2EE and the encryption
Λ. Therefore, the platform confidentiality is reduced to the
semantic security of E2EE and Λ.

Tag server confidentiality ensures that the tag server re-
mains unaware of the messages’ content, regardless of whether
the message is reported. In our design, the tag server receives
the message tags from the sender and the derived tracing key
dtk from the platform. The PRF’s pseudorandomness ensures
these tags reveal nothing to the tag server, and dtk equals to a
random bit string since the psk is only known to the platform
and the block cipher Σ is a PRP.

User confidentiality prevents the recipients from learning
the forwarding path of the received messages. A recipient
receives the ephemeral key, tag key, and message tag in
messaging, where the ephemeral key is a random bit string.
Without the knowledge of other users’ tracing keys (that is
the block cipher’s encryption keys), the recipient cannot link
the tag keys that reflect the users on the forwarding path.
Therefore, user confidentiality is maintained, as none of the
forwarding paths is disclosed to the recipient. We defer the
formal definition and proof to Appendix B.

Accountability. Accountability prevents malicious users from
manipulating the tracing result to smear an honest user or evade
tracing. Four circumstances are required to be dealt with in our
security analysis. Specifically,

• Identity replacement. Malicious user A1 sends message m
to malicious user A2. Then A2 or A1 successfully reports
the path U1

m→ A2 or A1
m→ U1, where U1 is an honest user

that does not send or receive the message m.
• Message replacement. Honest user U1 first sends message
m to a malicious user A1 and forms a path U1

m→ A1. Then
A1 successfully reports the path U1

m1→ A1, where m1 is
different to the actual message m.
• Edge replacement. Honest user U1 receives a message m

from two malicious users A1 and A2. Then, U1 forwards
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the message received from A1 to another malicious user A3.
This forms two forwarding paths, i.e., A1

m→ U1
m→ A3 and

A2
m→ U1. Finally, A2 or A3 successfully reports the path

A2
m→ U1

m→ A3, where U1 actually forwards m received
from A1.

• Path partition. Honest user U1 receives a message m from a
malicious user A1 and then forwards it to another malicious
user A2, i.e., A1

m→ U1
m→ A2. The adversary wins when

the traced path is A1
m→ U1 or U1

m→ A2, i.e., the path is
partitioned at the honest user U1.

As shown in Figure 4, the processed message tag tag′

serves as a ‘commitment’ that binds the message, the tag
key, and the tracing key. By carefully analyzing the above
circumstances, we can reduce them to the collision resistance
of the PRF and hash function, the block cipher’s security,
and the encryption’s RKR. First, identity replacement results
in a hash collision since dtk is derived from the tracing
key, which represents the communication parties’ identity and
is controlled by the platform. Second, message replacement
requires finding a PRF collision that outputs the same with
two different input messages. Third, all possible cases in edge
replacement can be reduced to message or identity replace-
ment, unless a collision occurs in the block cipher’s output.
Nevertheless, this collision is impossible because the block
cipher is a permutation. Finally, our scheme is secure against
the path partition attack because the message tag is calculated
or verified by an honest user, which binds the neighboring
users. We provide a detailed definition and proof in Appendix
C to capture the accountability.

Continuing accountability. In the messaging phase, malicious
senders may send packets that contain malformed tracing
metadata to recipients. Since the tag server stores message
tags before the recipients’ verification, rejecting the malformed
packets creates inconsistent views between the tag server and
the recipients. This inconsistency also breaks accountability,
allowing malicious users to smear an honest user or evade
tracing. We note that this problem has been neglected in
existing schemes [50], [27]. In Appendix A-A, we demonstrate
the problem using Tyagi et al.’s scheme [50], which is of
independent interest.

Letting the platform revoke all the rejected packets is a
possible solution to the above problem. But, this allows a
malicious recipient who rejects all the received packets to
evade tracing in the future. More importantly, the platform
cannot distinguish whether the recipient is malicious in mes-
saging since it cannot verify the tracing metadata without
additional information. Therefore, in the messaging phase, we
must introduce an additional mechanism for verifying rejected
packets, detailed in Appendix A-B. Here, our insight is letting
both the sender and recipient of a rejected packet submit
information to the platform. Because one of the users must
be honest, at least one of two keys from the sender and
recipient can successfully decrypt the packet; otherwise, a
pair of malicious users can evade tracing trivially. With the
decrypted tracing metadata, the platform can redo the tag
verification as the recipient, which allows it to check the
rejected packets’ correctness.

Remark 4. (Deniability) Deniability guarantees only the
platform can confirm the tracing result, i.e., who sent/received

a particular (reported) message. For example, in the real world,
a whistleblower may use EEMSs to communicate with others,
and deniability allows them to deny their activities. Similar to
prior work [49], [50], we achieve deniability by allowing an
entity to forge tracing metadata and messages indistinguishable
from real ones. Specifically, in our scheme, the platform can
forge any user’s message sending/forwarding and receiving
since it holds all the users’ identities and identity keys.

B. Differential Privacy Analysis

We now demonstrate that our scheme provides differential
privacy guarantees for the tracked users, especially the non-
influential users. Specifically, to match the design goals of
impact tracing, we propose a new customized differential
privacy, i.e., individualized asymmetric subtree differential
privacy (IAS-DP).

To accommodate the design goals of impact tracing, IAS-
DP differs from conventional DP [13] in two aspects. First,
individualized DP [24] allows different users to have differ-
ent privacy budgets since impact tracing requires diversified
privacy protection for other users according to their influence.
Conversely, conventional DP requires all the users to share
the same privacy budget, leading to over-protecting influen-
tial spreaders. In our scheme, while the servers choose the
FPR, a user’s privacy budget varies depending on its position
in the forwarding graph, which reflects its impact. Second,
asymmetric DP [45] mitigates the imbalance between false
positives and negatives. In contrast, conventional DP inevitably
introduces two-sided noises (i.e., false positives and negatives).
Specifically, consider a forwarding graph as a directed tree
with the root representing the message originator. Introducing
false negatives in such a tree would prematurely halt traceback,
potentially allowing influential spreaders to escape. Conse-
quently, two-sided noise does not apply to the scenario of
message traceback.

We formalize fuzzy message traceback that lets the plat-
form learn a noisy graph as follows. Given a private social
graph G and a subgraph Gm ∈ G, the algorithm outputs a
noisy graph G∗

m such that Gm ∈ G∗
m. Both the graphs G∗

m
and Gm can be viewed as trees that are rooted in the report
vertex. The differential privacy requires that a vertex in the
input Gm does not affect the final output G∗

m when it has
limited influence in Gm. To capture this requirement in IAS-
DP, we define neighboring graphs as two graphs that differ in
a subtree tree(v). Here, tree(v) is a subtree rooted in a vertex
v that includes all its parents and descendants. For instance,
each user in a forwarding graph is the root of their descendants,
and the messages propagate through paths from the root to
its descendants. Therefore, a user’s influence in spreading a
message can be measured by the size of tree(v). Formally,
we define the subtree-based neighboring graph as follows, and
an example is presented in Figure 7.

Definition 1 (Subtree-based neighboring graph). Given a
graph G = (V,E), we say a graph G′ = (V ′, E′) is a
neighboring graph of G if G ⊕ G′ = tree(v), where G ⊕ G′

denotes the difference between the two graphs.

Now, we define the IAS-DP on two subtree-based neigh-
boring graphs Gm and G′

m that differ only in tree(v).
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Graph Gm Neighboring Graphs G′
m

Reporting User The Vertex v

Fig. 7: Example of subtree-based neighboring graphs, where
the tree(v) consists of blue vertices and edges.

Definition 2 (εv-individualized asymmetric subtree differ-
ential privacy). A randomized algorithm M is εv-IAS-DP
if given a graph G the following equation holds for any
S ∈ Range(M) and neighboring subgraph pair (Gm, G

′
m),

where G′
m is obtained by removing a subtree tree(v) in Gm.

Pr[M(Gm) = S] ≤ eεv · Pr[M(G′
m) = S], (1)

where εv is the privacy budget for vertex v.

The following theorem formally proves that our scheme
provides DP guarantees for the tracked users.

Theorem 1. The subgraph publication algorithm (i.e., fuzzy
message traceback) satisfies εv-individualized asymmetric sub-
tree differential privacy, where εv = ln( 1

ψn ), n is the number
of edges in tree(v), and ψ is the FPR of random response.

Proof: Let Gm = (Vm, Em) and G′
m = (V ′

m, E
′
m).

Since G′
m ⊆ Gm and the RR mechanism only introduce false

positives, for any S ∈ Range(M), we have two cases.

• G′
m ⊆ S ⊂ Gm: In this case, the Equation (1) holds because

Pr[M(Gm) = S] = 0.

• G′
m ⊆ Gm ⊆ S: Let S = (V,E), Ẽ′

m = E − E′
m, and

Ẽm = E − Em, then we have

Pr[M(G′
m) = S] =

∏
e∈Ẽ′

m

Pr[e is false positive];

Pr[M(Gm) = S] =
∏
e∈Ẽm

Pr[e is false positive].

Note that Gm and G′
m only differ in tree(v), thus Em −E′

m
denote the edge set in tree(v). We say tree(v) is false positive
if and only if all edges in the tree(v) are false positives, i.e.,
caused by the RR mechanism.

Pr[M(G′
m) = S]

= Pr[M(Gm) = S] ·
∏
e∈Ẽ′

m

Pr[e is false positive]

= Pr[M(Gm) = S] · Pr[tree(v) is false positive].

Let n be the number of edges in tree(v). Each edge e ∈
tree(v) becomes the false positive only if the coin flipped by
the tag server is 1, which has a probability ψ. Then,

Pr[tree(v) is false positive] = ψn.

The above equation holds since the FPR of each edge is
independent. Hence, we have

Pr[M(Gm) = S]

Pr[M(G′
m) = S]

=
Pr[M(Gm) = S]

Pr[M(Gm) = S] · ψn
=

1

ψn
≤ eεv .

Therefore, given the false positive rate ψ, our scheme achieves
differential privacy protection for vertex v with a privacy
budget εv = ln( 1

ψn ).

Finally, executing a conventional DP algorithm multiple
times on the same input may lead to the composition of the
privacy budget, ultimately diminishing the privacy level. Our
scheme avoids the composition for two reasons. First, the pri-
vacy loss caused by a trace is confined to a specific forwarding
graph, as the forwarding graphs for different messages are
independent. Second, within the same forwarding graph of a
given message, all the edges are traced/queried only once (see
multiple reports in Section III-B). Therefore, we only consider
the privacy budget for one single trace.

V. IMPLEMENTATION AND EVALUATION

We implement our scheme in Rust1 and all experiments are
conducted on a PC with Intel Core i5-8500 CPU @ 3.00GHz
and 32GiB of memory. We evaluate the performance of two
real-world datasets of social networks.

• College IM [36] records 193 days of instant messages on an
online community whose users are college students, which
contains 1,899 vertices and 59,835 edges.
• EU Email [37] records 803 days emails of a research

institution, which contains 986 vertices and 332,334 edges.

A. Implementation Details

We use KECCAK MAC derived from SHAKE256, SHA-3,
AES-128, and AES-GCM-256 to implement PRF, hash func-
tion, block cipher, and symmetric encryption, respectively. Our
implementation of these primitives utilizes the APIs offered
by the Rust Crypto library [38], ensuring compatibility with
existing EEMSs. Moreover, we implement DBik, DBnbr, and
DBtag with Redis that is an in-memory database.

Storage and runtime optimizing. We implement DBtag with a
Bloom filter (BF), which supports efficient membership testing
and storage. To prevent false positives, we set the FPR of BF
to 1.0 × 10−9 (i.e., one-in-a-trillion), making false positives
extremely unlikely. Furthermore, we implement the Trace
algorithm as a breadth-first search (BFS) algorithm, where DB
queries are batched, and the computations are paralleled.

Simulation. To simulate real-world scenarios, we generate the
graphs and execute our scheme as follows. Figure 8 shows a
visual simulation of the EU Email [29] dataset.

1) Simulate the dissemination of a message on the social
network G using the susceptible-infected-recovered (SIR)
model [4] with an infection rate of 0.05 and recovery rate
of 0.6 [40], [41]. This step generates a forwarding graph
Gm of the message.

2) Evaluate the vertices’ influence in the forwarding graph
Gm using the k-shell decomposition, and the results serve
as the reference standard to assess our scheme.

1https://github.com/Ming-bc/impact-tracing
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Social Graph G Forwarding Graph Gm Noisy Graph G∗
m

➋ k-shell ➍ decoding

➊ SIR ➌ Trace

Influence Membership Value Influential Spreaders

➎ threshold

Fig. 8: Illustration of simulation steps and results on the EU
Email dataset. (Top) Blue and red vertex are true and false
positive, respectively. (Bottom) The left and middle graphs
show the influence and membership value of vertices in Gm
and G∗

m, respectively. The red vertices in the right graph are
the output V om of impact tracing.

3) Trace the forwarding graph Gm in the social network G
using our impact tracing scheme, and obtain a noisy graph
G∗
m from the Trace algorithm’s output.

4) Compute the membership value µv of each vertex v in the
graph G∗

m using the decoding algorithm in Section III-C.
5) Identify a set V om of the vertices in the graph G∗

m with mem-
bership value beyond a threshold as influential spreaders.

Parameters. Two parameters dominate the performance:

• Privacy budget εv: determines the overall FPR ψ of the
random response, thereby determining the number of noises
(i.e., the number of false positives in G∗

m) introduced by the
tag server. The relation between the privacy budget εv and
the overall FPR ψ is presented in Theorem 1.

• Output threshold: determines the number of vertices in
the output V om. For example, when the threshold is zero,
V om contains all the vertices in G∗

m.

B. Metrics

We present three useful metrics: detection rate, output FPR,
and interval FPR, which measure impact tracing’s traceability,
correctness, and privacy, respectively.

Traceability. Let ks(v) be the k-shell value of a vertex v in
Gm. We define the detection rate as

detection rate =
|{v : v ∈ V om ∧ ks(v) = k}|
|{v : v ∈ Vm ∧ ks(v) = k}|

.

This measures the percentage of vertices with shell value k
in Gm that is output in V om. Traceability requires that as the
shell value k increases, the detection rate should be as large
as possible, and vice versa. This reflects the goal of revealing

only the influential spreaders while preserving the privacy of
non-influential users.

Correctness. We define output false positive rate (FPR) as

output FPR =
|{v : v ∈ V om ∧ v /∈ Vm}|

|{v : v ∈ V om}|
.

The output FPR measures the percentage of false positives in
the output V om. This metric should be small enough to reflect
the correctness that requires the output V om to contain only true
positives (i.e., actual message forwarders).

Privacy. The decoding algorithm calculates the membership
value µv for each vertices v ∈ V ∗

m. We split the range of µv
into distinct intervals. Let I be one of the intervals. We define
the interval false positive rate (FPR) as

interval FPR =
|{v : v ∈ V ∗

m ∧ v /∈ Vm ∧ uv ∈ I}|
|{v : v ∈ V ∗

m ∧ uv ∈ I}|
.

The interval FPR quantifies the percentage of false positives
to the vertices in G∗

m whose membership values lie within
a specific interval I . The design of the decoding algorithm
implies that vertices with high membership values, such as
(0.99, 1.00], are likely to be influential spreaders. Conversely,
vertices with low membership values (e.g., (0.1, 0.2]) are
typically non-influential users. Hence, (individualized) privacy
for impact tracing requires the interval FPR to be higher for
intervals with lower membership values.

C. Utility and Privacy Analysis

Figure 9, 10, and 11 present our experimental results
on the real-world datasets under the above metrics. Specifi-
cally, in the experiments, we follow [56] and set the privacy
budget of the users who receive the message only once to
εv = {5.30, 4.60, 3.91, 3.21}, corresponding to the overall
FPR ψ = {0.5%, 1%, 2%, 4%} in random response. Due to
page limits, we present results for the College IM dataset
in this section and defer results for the EU Email dataset to
Appendix D.

Comparison with k-shell. We begin by comparing our de-
coding algorithm with the naive approach that decodes G∗

m
with the k-shell decomposition. Figure 9a demonstrates the
superiority of our decoding algorithm in minimizing the effect
of false positives. For example, when the privacy budget is 5.3,
the k-shell output contains 8.77% false positives, while ours is
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Fig. 9: Utility comparison with k-shell decomposition. The k-
shell approach outputs vertices with the highest k-shell value
in G∗

m. The threshold of ours is 100− 5× 10−8.
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less than 0.1%. Moreover, as shown in Figure 9b, our decoding
algorithm also has better traceability, especially when there is
more noise in G∗

m.

Graph and output size. Figure 10a reports the influence
distribution in Gm with an average of 773 vertices. These ver-
tices are divided into four shells by the k-shell decomposition,
and we say that a vertex located in the k-shell of Gm has k
influence. Figure 10b presents the number of vertices in the for-
warding graph Gm, noisy graph G∗

m, and output V om. It shows
that our scheme outputs approximately 30% of the vertices
in Gm and hides the others with false positives. Furthermore,
Figure 10b and 10c demonstrate that the threshold dominates
the output size instead of the privacy budget since our decoding
algorithm minimizes noise interference when calculating the
membership values.

Traceability. Figure 10e presents how traceability (detection
rate) varies with threshold and privacy budget. First, our
scheme outputs most of the influential spreaders (> 80%) with
the highest k-shell value (i.e., 4-shell vertices). For example,
when the threshold is 100−5×10−4, our scheme identifies the
most influential spreaders from 82% to 99% as the amount of
noise varies. Second, in most cases, our scheme outputs only
a few of the least influential users (< 1%). Here, the least
influential users are the 1-shell vertices of Gm, which contain
all users who either receive or forward the message only once
(i.e., non-influential users with no doubt).

Correctness. Ideally, the output V om should contain no false
positives, i.e., output FPR equals zero. But, V om may contain
false positives because of the additional noises. As shown
in Figure 10f, correctness improves as the threshold and the
privacy budget increase. The optimal correctness appears in

the bottom right corner of the figure, corresponding to the
maximum threshold and privacy budget.

Privacy. Figure 11 shows that the users in Gm with higher
influence always have higher membership values in G∗

m,
indicating that the platform can identify them more easily.
This is consistent with our individualized DP, i.e., different
users have different privacy budgets. Conversely, when all the
users share the same privacy budget, the platform will have the
same probability of identifying users with different influences.
However, this would defeat the goal of traceability. Further-
more, Figure 10g and 11 demonstrate that false positives are
more uniformly distributed on the membership value intervals
when the privacy budget is lower. When considering privacy
only, the platform should not be able to differentiate between
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TABLE II: Bandwidth and storage per message (byte)

Tracing
Policy Schemes†

Bandwidth Storage

S - P P - R C P

Source
Tracing

PEB21 [39] 256 320 160 -
LRTY22 [30] 243 243 243 -
IAV22 [21] 380 484 380 -

Message
Traceback

TMR19 [50] 96 80 34 104
KTW22 [27] 203 203 16 136

Tracing
Impact Ours 96‡ 72 16 6

S, R, P , C: Sender, recipient, platform, and client.
†: We choose the unlinkable, path and tree traceback scheme in PEB21,
KTW22, and TMR19, respectively;
‡: Packets to the platform and tag server: 72 bytes and 24 bytes.

true and false positives based on their membership value.
This requires the false positives to be uniformly distributed
across all membership value intervals. Specifically, Figure 10d
presents the variance between the interval FPR and the ideal
FPR of G∗

m, where ideal FPR equals the ratio of false positives
to all vertices in G∗

m. The horizontal line 0 indicates the two
FPRs are perfectly matched; thus, the closer the curves to line
0, the better the privacy.

The trade-off. In summary, utility (that includes correctness
and traceability) and privacy form a dilemma. With suitable
parameters, our scheme can efficiently navigate these prop-
erties’ trade-offs. According to Figure 10, when the privacy
budget = 5.3 and threshold = 100 − 5 × 10−8, our scheme
identifies 84% of the most influential spreaders and no the least
influential users with 99.9% correctness (i.e., less than 0.25
false positives on average). Meanwhile, other users are hidden
by at least 20% false positives. Furthermore, the detection rate
of the most influential spreaders boosts to 95.6% when the
threshold = 100− 5× 10−5.

D. Cost Analysis

Bandwidth and Storage Overhead. We first compare the
overheads between our scheme and other existing schemes in
TABLE II. In our design, the users hold tracing keys while
the server holds the encrypted tracing metadata. Conversely,
a source tracing scheme such as PEB21 lets the users hold
the tracing metadata in end-to-end encrypted ciphertexts while
the platform holds the key. As a result, PEB21 incurs 3.4×
higher bandwidth and 10× client storage than ours, although
eliminating extra platform storage.

Compared to the message traceback scheme TMR19, our
scheme reduces 94% platform, 53% client storage, and 5%
bandwidth overhead. The storage improvement stems from us-
ing the encryption chain and bloom filter. The encryption chain
implicitly links the edges in the same forwarding path, thus
amortizing the costs of identity keys to all the messages. In
contrast, TMR19 employs an unidirectional encrypted pointer
Ck = Ekt(kt−1) to link two consecutive tag keys explicitly.
This introduces an additional storage overhead that is linear
in the number of messages. For instance, to handle the daily
volume of messages on WhatsApp (i.e., 100 billion [44]), our
scheme requires only 0.54 TiB platform storage, while TMR19
needs 9.4 TiB.
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Fig. 12: Runtime of tracing on graphs. (Left) The recovery rate
is 0.7; (Right) The infection rate is 0.05. The vertices’ average
connection n(v) of vertices is 28.5.

Runtime. Next, we analyze the additional latency of delivering
a single message. Given all the cryptographic primitives in
our scheme are symmetric and lightweight, delivering a 1 kB
message spends less than 0.3 ms (send: 13.4 µs; platform
process: 232.4 µs; receive: 13.6 µs) when combined with
the double ratchet algorithm [3]. The only time-consuming
operation in messaging is that the platform needs to query the
DBik for a user’s identity key during processing. Except for
that, all the other operations take less than 10 µs. In addition,
the messaging latency is independent of the message size since
the platform only calculates the hash values of messages during
the messaging phase.

We finally benchmark the runtime of tracing the graphs
generated from the College IM dataset with the FPR ψ = 1%.
Figure 12 shows that our scheme traces a graph with 4,000
edges under 13s. Fortunately, tracing is not latency-sensitive
work, and it would not be executed frequently. Therefore, our
performance is sufficient for real-world deployment.

VI. RELATED WORKS

Existing works are classified into three categories to solve
the traceability problem in EEMSs.

Tracing policy. Some references aim to balance traceability
and privacy, which is also our focus. Apart from impact tracing,
all existing works fall into message traceback [50], [27] or
source tracing [39], [21], [30], [7], [9]. Message traceback
is impractical in the real world since it over-compromised
users’ privacy. Source tracing adheres more closely to real-
world regulations [42], [33], but it may not work as intended in
real-world scenarios. For instance, consider a user forwarding
a message from another platform, source tracing alone cannot
reliably identify the actual originator. Moreover, restricting the
originator’s actions to prevent misinformation raises doubts
about its effectiveness, as malicious users can easily create
new accounts to disseminate problematic content.

Malicious reporting. In practice, users may intentionally
submit reports with harmless messages, allowing a malicious
platform to trace innocent users. This misuse of reporting
undermines the motivation of traceability. To mitigate this
problem, Liu et al. [30] and Bell [9] et al. proposed fuzzy
and accurate threshold reporting schemes, respectively. These
schemes allow the platform to trace only messages reported
to exceed a (fuzzy) threshold but cannot resist the colluding
between the platform and recipients. Therefore, Bartusek et
al.[7] designed a protocol that restricts the platform to trace a
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message only within a blocklist, which preserves users’ privacy
even in the presence of a colluding platform and recipients.

Metadata private. Another line of work aims to enable
traceability on metadata-private messaging systems. Kenny et
al.[27] extended the path traceback scheme [50] to achieve
anonymous path traceback and source tracing. Issa et al.[21]
introduced Hecate, which offers source tracing and message
franking under an anonymous setting. Both schemes rely on a
two-server setting, where Kenny et al. employ an extra server
to store users’ identities; Issa et al. involve an additional mod-
erator to issue anonymous tokens to users before messaging.

VII. CONCLUSION AND DISCUSSION

In this paper, we introduced impact tracing to bridge the
gap between traceability proposals and real-world scenarios.
Our impact tracing scheme not only protects the non-influential
users’ privacy but also identifies the influential users using our
novel decoding algorithm. We presented a security analysis of
our design and quantified its privacy level using differential
privacy. Experimental results show that our scheme identifies
the most influential spreaders (> 82%) while avoiding non-
influential spreaders (< 1%) and false positives (< 1%).
Compared to the current state-of-the-art message traceback
scheme [50], our scheme requires 17.3× and 2.1× smaller
platform and client storage respectively.

Future work. Here, we outline two prospective directions:

Misidentification. While noise protects privacy, it can lead
to misidentification, which seems inevitable for impact trac-
ing since the noises are introduced to protect non-influential
users’ privacy. In our scheme, these misidentified users are
still influential, albeit not the most influential ones. We post
an interesting open problem on designing an impact tracing
solution without misidentification.

Group messaging. Due to the ease of sharing messages in
group chat, problematic messages proliferate in it [32]. Our
scheme can be extended for group messaging by treating
group messages as multiple two-party messages at the expense
of linear overheads to the group size. It also remains open
to designing an impact tracing solution that supports group
messaging with sub-linear overheads.

Practical deployment and ethical consideration. From the
technical perspective, existing EEMSs can readily adopt our
scheme. First, our scheme treats the underlying EEMS as a
black box, allowing it to be adopted by any non-anonymous
EEMS. Second, the cryptographic tools utilized in our scheme
are already implemented in EEMSs, such as Signal, eliminat-
ing the need for additional tool development.

However, deploying impact tracing in EEMSs extends
beyond mere technical considerations. Currently, there are two
extremes to deploying content moderation within EEMSs. One
extreme is forbidding all content moderation approaches to
unconditionally protect user privacy, inadvertently allowing
the dissemination of problematic messages. The other ex-
treme permits platforms to trace or detect problematic mes-
sages without any limitations; this capability enables plat-
forms to monitor specific messages, resulting in the risk of
mass surveillance. Our work explores the technical feasibility
of a balanced approach between these extremes. But, it is

imperative to consider additional non-technical factors. For
example, new content moderation legislation may conflict with
existing privacy laws such as the General Data Protection
Regulation (GDPR) [15]. Designing a protocol that complies
with contradictory legal regulations is technically infeasible.
Therefore, we emphasize that any content moderation scheme
must be meticulously evaluated for its ethical implications on
all stakeholders before practical deployment.
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APPENDIX A
CONSISTENT VERIFICATION ON TAGS

In this section, we first analyze the accountability problem
exemplified by the tree traceback scheme proposed by Tyagi
et al. [50] at CCS’19, then present our approach to mitigate
this problem.

A. Analysis of Tyagi et. al.’s Scheme

At a high level, Tyagi et al. follow the framework of
message franking we introduced in Section I-B. The main
difference is that the tag is now a tracing metadata data tmd
that contains the tag and a ciphertext that links the keys on
the same forwarding chain (i.e., encrypt the previous key with
the current key).

Background. We recall the framework of Tyagi et al. with the
necessary details as follows:

1) To send a message m, a sender Ui generates a tag key k
and corresponding tracing metadata tmd. Then, the sender
sends (m, k) and tmd in end-to-end encrypted ciphertext
and plaintext, respectively.

2) Upon receiving a message, the platform processes the tmd
and stores the processed metadata tmd′. It then forwards
encrypted (m, k) and tmd′ to the recipient.

3) Once receiving (m, k, tmd′), the recipient verifies the trac-
ing metadata and rejects the malformed packets.

In the protocol described above, the platform stores all the
processed tracing metadata. This strategy introduces different
views between the platform and recipient when dealing with
packets containing malformed tracing metadata. In particular,
while the recipients promptly reject such malformed packets,
the platform persists in storing and utilizing these malformed
packets for tracing.

Accountability problem. Next, we show how the malformed
packets affect the accountability of Tyagi et al.. Specifically,

we consider three colluding malicious users (A1, A2, A3) and
one honest user U4, where the malicious users attempt to smear
the honest user for receiving a rejected problematic message.

• First, in the messaging phase, the users interact as follows:
1) A1 originates a problematic message m1 and send it to

(A2, A3) along with well-formed tracing metadata tmd1.
2) Upon receiving (m1, tmd1), A2 generates tracing meta-

data tmd2 that corresponds to forwarding m1 to U4.
Then, A2 sends (m2, tmd2) to U4, where m2 is an
innocent message.

3) Once receiving (m2, tmd2), U4 can easily detect that
tmd2 is malformed since it is generated for m1. There-
fore, U4 rejects the packet. Meanwhile, the platform
stores tmd2 in storage since it cannot verify the tracing
metadata and there is no feedback from the recipient U4.

• Second, in the reporting-then-tracing phase, the adversary
A3 reports A1 to the platform for sending problematic
message m1. Then, the platform traces the dissemination
of m1 as follows:
1) Verify A1 indeed sent m1 to A3.
2) Trace to A2 from A1 via forward search.
3) Trace to U4 from A2 since the tracing metadata tmd2 is

a well-formed tracing metadata of m1, and identify U4

as malicious for receiving the problematic message m1.

Obliviously, the above tracing result contradicts the account-
ability defined in Tyagi et al. (i.e., “no colluding set of
adversarial users can frame an honest user as having performed
some action that they did not”) since the malicious users
(A1, A2, A3) successfully smear U4 for receiving the rejected
problematic message m1. In Tyagi et al., this problem stems
from their security model (the SendMal algorithm, Figure
17), where they mark all rejected packets as not received by
users. However, in their system, the packets are already stored
by the platform before the users reject them. Therefore, the
inconsistency between their system and security model causes
this problem.

B. Our Solution

We finally describe our approach that allows the platform
to verify the rejected packets’ correctness and revoke the mal-
formed packets. In detail, to verify and revoke a (malformed)
packet, the entities in impact tracing interact as follows:

1) Once receiving a malformed packet, a recipient Uj submits
a revoke request (pid,mkr) to the platform, where mkr is
the E2EE key. If the packet contains a replicated tag key,
the recipient additionally sends the previous message mr

that has the same tag key to the platform.
2) For a revoking request, the platform processes it as follows:

a) Request the sender Ui to provide corresponding E2EE
key mks of the packet with identity pid.

b) Decrypt the packet (pid,E2EE(m, kt, ek), ct) using
mkr and mks, and revoke the packet if both keys fail
to decrypt.

c) Compute a tag as tag∗ ← TagGen(m, kt) and revoke
the packet if tag∗ ̸= tag, where tag is decrypted from
ct. Note that the RKR guarantees that ct has only one
valid key.
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d) Check whether the processed tag tag′ ←
TagProc(dtkij , tag) exists in DBtag, and revoke
the packet if it exists.

e) Send the pid of revoke packets to the tag server.
3) Finally, the tag server deletes the processed tags corre-

sponding to the revoked packet identities from the platform.

Note that the steps (b-d) allow the platform to verify
the correctness of the rejected packet, which is the same as
the tag verification made by the recipient when receiving a
message. This avoids letting the platform distinguish which
one of the communication parties is honest; thus, it guarantees
the correctness of packets in storage.

APPENDIX B
USER CONFIDENTIALITY

User confidentiality ensures that recipients cannot learn
additional information about a message’s forwarding path
from received packets. To capture the implication of user
confidentiality, we define a security game UConfA,bFT in Figure
13. In the game, we consider an adversary A with capabilities
equivalent to both the tag server and recipients, as we allow
the two participants to collude. The adversary’s goal is to
distinguish the tag key from random bit strings. Besides, in
the game, we define three oracles:

• Oik allows A to learn the colluding users’ identity key.
• Odtk allows A to obtain the derived tracing key dtk between

any pair of users, even the non-colluding ones.
• Osend allows A to create communication between two users.

Based on the random value b, this oracle either outputs
random bit strings or real tracing metadata. To prevent trivial
wins, we require the sender Ui to be a non-colluding user;
otherwise,A can compute the message tag and tag key itself.

Definition 3 (User Confidentiality). Let FT be a fuzzy mes-
sage traceback scheme. We say FT achieves user confidentiality
if, for any PPT adversary A, A has a negligible advantage in
UConfA,bFT . Specifically, A’s advantage is defined as:

AdvUConfFT (A) =
∣∣∣Pr[UConfA,1FT = 1

]
− Pr

[
UConfA,0FT = 1

]∣∣∣
Intuitively, a block cipher (i.e., pseudorandom permutation)

Σ’s with a secret tracing key tkij ensures that a tag key k0t is
indistinguishable from a random bit string k1t from A’s view.
The tracing key tkij is derived from the identity key iki of non-
colluding users Unc. Importantly, iki remains unobservable to
the adversary A, as it is generated by the platform and known
only to the sender Ui and the platform itself. Moreover, the
platform’s secret key psk and the PRF’s pseudorandomness
guarantee that A gain no information about tkij from the
derived key dtkij . As a result, the tag key reveals nothing
about the forwarding path of any message to A.

Theorem 2. Let FT be the fuzzy message traceback scheme
(defined in Section III) building on a block cipher Σ and
pseudorandom function F . For any PPT adversary A, there
exist PPT adversaries B and C such that:

AdvUConfFT (A) ≤ AdvprfF (B) + AdvprpΣ (C),

UConfA,bFT (1
λ)

(psk,Lk)←$ KGen(1λ)

(Uc,Unc)← A
b′ ←$ AOik,dtk,send(1λ)

return b′

Osend(kt−1, Ui, Uj)

if Ui ∈ Unc : return ⊥
if (Ui, kt−1) ∈ Lk : return ⊥
Lk ← Lk ∪ {(Ui, kt−1)}
tkij ← H(Lik[Ui]||Uj)

k0t ← Σ.Etkij (kt−1)

k1t ←$ {0, 1}λ

return kbt

Oik(Ui)

if Ui ∈ Uc : return ⊥
iki ← Lik[Ui]

return iki

Odtk(Ui, Uj)

iki ← Lik[Ui]

tkij ← H(iki, Uj)

dtkij ← DtkDer(tkij , psk)

return dtkij

Fig. 13: Security game for user confidentiality. Uc and Unc
denote the users who collude and do not collude with the tag
server, respectively. Lik and Lk store users’ identity keys and
received tag keys, respectively. The secret key psk and users’
identity key in Lik were randomly generated by the challenger.

where AdvprfF (B) and AdvprpΣ (C) is the advantage that B and
C breaks the pseudorandomness of F and the security of the
block cipher Σ, respectively.

Proof: We prove this theorem by the hybrid argument of
games, where the games are defined as follows:

• G0: This game is identical to the game UConfA,bFT .
• G1: We modify the oracle Odtk’s output to random bit

strings. Because the PRF’s key psk in DtkDer is gen-
erated by the challenger and hidden from the adversary,
the PRF’s pseudorandomness ensures that its output is
indistinguishable from a random bit string. Therefore, the
adversary’s advantage in distinguishing G1 between G0 is
upper bound by an adversary’s advantage in breaking the
PRF’s pseudorandomness, i.e., AdvprfF (B).
• G2: We replace the tag key k0t in the oracle Osend with a

random bit string, indicating that the output kt will be a
random bit string regardless of the choice of b. Due to the
security of PRP, this hybrid remains indistinguishable from
the adversary. Since the users’ identity key is independent
and the adversary cannot obtain any honest users’ identity
key, the key of PRP (specifically, the tracing key tkij derived
from an honest sender’s identity key iki) remains hidden
from the adversary.

In the final game G2, it is obvious that the adversary has
only a negligible advantage in breaking confidentiality since
all the outputs from the oracles are random bit strings, which
concludes the proof.

17



ACTA
FT,n(1

λ)

Ltag ← ∅, Tq ← ∅
(Uhon,Umal)← A
(m∗, k∗, U∗, U1, U2,m, k1, U0, k0)

← AO(Uhon,Umal,Lm
ik)

Ttr ← Trace(m∗, k∗, U∗)

if (U1, U2,m, k1, U0, k0) ∈ Ttr do

// Identity, message or edge replacement

if (U1, U2,m, k1, U0, k0) /∈ Tq
return 1

// Path partition in backward search

if ((U0, k0) = (-, -))&(U1 ∈ Uhon)
if !IsSrc(U1, U2,m, k1, Tq)

return 1

// Path partition in forward search

if IsLeaf(U2,m, k1, Ttr)&(U2 ∈ Uhon)
if HasFwd(U1, U2,m, k1, Tq)

return 1

return 0

OHonSend(m,U1, U2, k0, U0)

if U1 /∈ Uhon then return ⊥
ik1 ← Lh

ik[U1]; tk12 ← H(ik1||U2)

if (k0, U0) = (-, -)
k0 ←$ {0, 1}n; k ← Etk12(k0)

else k ← Etk12(k0)

tag ← TagGen(m, k, tk12)

dtkij ← DtkDer(tk12, psk)

Ltag ← Ltag ∪ {TagProc(dtkij , tag)}
Lk ← Lk ∪ {(U2, k)}
Tq ← Tq ∪ {(U1, U2,m, k, U0, k0)}
if U2 ∈ Umal

return (k, tag)

return (-, -)

HasFwd(U1, U2,m, k1, T )

for (U ′
1, ∗,m′, ∗, U ′

0, k
′
0) ∈ T do

if (U ′
0, U

′
1,m

′, k′0) = (U1, U2,m, k1)

return true

return false

IsFwd(k1,m, tk12, U1, U2, T )

for (U0, U1,m, k0, ∗, ∗) ∈ T do

k′1 ← Etk12(k0)

if k′1 = k1

return (k0, U0)

return (-, -)

OMalSend(k,m, tagts, tagr, U1, U2)

if U1 /∈ Umal then return ⊥
ik1 ← Lm

ik[U1]; tk12 ← H(ik1||U2)

dtkij ← DtkDer(tk12, psk)

Ltag ← Ltag ∪ {TagProc(dtkij , tagts)}
ˆtag ← TagGen(m, k, tk12)

if (U2 ∈ Uhon)&(((U2, k) ∈ Lk)|(tagr ̸= ˆtag))

return ⊥
Lk ← Lk ∪ {(U2, k)}
Tq ← Tq ∪ {(U1, U2,m, k, -, -)}
(k0, U0)← IsFwd(k,m, tk12, U1, U2, Tq)
if (k0, U0) ̸= (-, -)
Tq ← Tq ∪ {(U1, U2,m, k, U0, k0)}

return (k, tag)

IsLeaf(U1,m, k1, T )

for (∗, ∗,m′, ∗, U ′
0, k

′
0) ∈ T do

if (U ′
0,m

′, k′0) = (U1,m, k1)

return false

return true

IsSrc(U1, U2,m, k1, T )

for (U ′
1, U

′
2,m

′, k′1, U
′
0, k

′
0) ∈ T do

if (U ′
1, U

′
2,m

′, k′1) = (U1, U2,m, k1)

if (U ′
0, k

′
0) ̸= (-, -)

return false

return true

Fig. 14: Security game for accountability. When sending a fresh message, the adversary access the OHonSend oracle as
OHonSend(·, ·, ·, -, -), where (-,-) denotes empty elements. And ∗ is a wildcard symbol when it appears in the elements of Tq .
Ltag and Tq are maintained by the oracles that the adversary cannot observe. The identity keys in Lhik and Lmik were randomly
generated. psk is a secret key generated and maintained by the challenger.

APPENDIX C
ACCOUNTABILITY

To capture the goal of accountability, we formalize it within
the game ACTA

FT in Figure 14. In detail, at the beginning of
the game, A outputs two sets Umal and Uhon, which represent
the malicious users and the honest users, respectively. Note
that this game is static, and we do not allow A to update Umal
and Uhon during the game. As in the real-world scenario, A
obtains the identity keys of malicious users in ACTA

FT , i.e.,
Lmik. Then, we allow A to create communication between two
arbitrary users through two oracles. Specifically,

• OHonSend allows A to create communication as an honest
sender. Note that Lik, Ltag , and Lk record identity keys,
message tags, and received tag keys of users, respectively.
Moreover, Lik and Ltag correspond to DBik and DBtag in
our design, respectively.

• OMalSend allows A to create communication as a malicious
sender, which can input arbitrary tag keys and message tags.
However, when the recipient is honest, OMalSend prevents
this attack by checking whether the input tag and re-
produced tag match. In contrast, a malicious recipient can

omit the tag verification.



G∗
m ̸⊆ Gm

∧e∈E∗
m
(e ∈ Em) = false→

{
Identity replacement

Message replacement
∧e∈E∗

m
(e ∈ Em) = true→ Edge replacement

G∗
m ⊆ Gm

Gm ̸⊆ G∗
m

{
Partition in hon. user→ Path partition

Partition in mal. user→ Trivial win

Gm ⊆ G∗
m → Both graphs are identical.

Fig. 15: Adversaries’ winning cases of accountability

In the oracles, the lists Lhik, Ltag , and Lk of honest users
are unobservable to the adversary A. Furthermore, the list
Tq records the actual forwarding graph in the oracle queries,
where each element in Tq is a tuple (U1, U2,m, k, U0, k0).
Here, U1 is the sender, U2 is the recipient, m is the forwarded
message, k is the current tag key, U0 is the precursor from
whom m is received, and k0 is the previous tag key from U0.
If the message is fresh, the tuple is defined by setting U0 = -,
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O0
MalSend(k,m, tagts, tagr , U1, U2)

if U1 /∈ Umal then return ⊥
ik1 ← Lm

ik[U1]; tk12 ← H(ik1||U2)

dtkij ← DtkDer(tk12, psk)

Ltag ← Ltag ∪ {TagProc(dtkij , tagts )}
ˆtag ← TagGen(m, k, tk12)

if (U2 ∈ Uhon)&(tagr ̸= ˆtag)

return ⊥
Lk ← Lk ∪ {(U2, k)}
Tq ← Tq ∪ {(U1, U2,m, k, U0, k0)}
if U2 ∈ Umal; return (k, tag)

return (-, -)

O1
MalSend(k,m, tag , U1, U2)

if U1 /∈ Umal then return ⊥
ik1 ← Lm

ik[U1]; tk12 ← H(ik1||U2)

dtkij ← DtkDer(tk12, psk)

Ltag ← Ltag ∪ {TagProc(dtkij , tag )}
ˆtag ← TagGen(m, k, tk12)

if (U2 ∈ Uhon)&(tag ̸= ˆtag)

return ⊥
Lk ← Lk ∪ {(U2, k)}
Tq ← Tq ∪ {(U1, U2,m, k, U0, k0)}
if U2 ∈ Umal; return (k, tag)

return (-, -)

O2
MalSend(k,m, tag, U1, U2)

if U1 /∈ Umal then return ⊥
ik1 ← Lm

ik[U1]; tk12 ← H(ik1||U2)

dtkij ← DtkDer(tk12, psk)

ˆtag ← TagGen(m, k, tk12)

if (U2 ∈ Uhon)&(tag ̸= ˆtag)

return ⊥
Ltag ← Ltag ∪ {TagProc(dtkij , tag)}
Lk ← Lk ∪ {(U2, k)}
Tq ← Tq ∪ {(U1, U2,m, k, U0, k0)}
if U2 ∈ Umal; return (k, tag)

return (-, -)

Fig. 16: The hybrid steps of OMalSend in ACTA
FT , where the difference between G0, G1, and G2 are colored or boxed, respectively.

and k0 is sampled from a uniform distribution. Based on the
Ltag and Tq , we can reconstruct the DBtag, and DBnbr as in our
design. Therefore, we can use the Trace algorithm to find all
the forwarding paths of the message m∗, which is submitted
by A for challenging.

We next consider the possible winning cases of the ad-
versary and present the analysis in Figure 15. The task of
the adversary is to intentionally manipulate traceback so that
the Trace algorithm’s output G∗

m differs from the (actual)
forwarding graph Gm. We can exhaust all possible winning
cases of the adversary by listing all possible scenarios where
the two graphs differ.

To prevent trivial wins, we do not consider the winning
cases where both sender and recipient are malicious users,
i.e., path partition in two malicious users. A malicious sender
could easily evade tracing when the recipient omits the tag
verification. Nevertheless, we allow two malicious users to
communicate in the game; therefore, a malicious sender can
add arbitrary message tag tag to Ltag . Note that even colluding
users cannot manipulate dtk in tag′ since it is embedded by
the challenger (i.e., platform and tag server in impact tracing).
This prevents the colluding users from smearing an honest
user. Formally, we define the accountability for FT as follows.

Definition 4 (Accountability). The advantage of the adver-
sary in breaking the game of accountability is defined as:

AdvactFT (A) = Pr
[
ACTA

FT = 1
]
.

Theorem 3. Let FT be the fuzzy message traceback scheme
defined in Section III. For any PPT adversary A, there exist
PPT adversaries such that:

|AdvactFT (A)− ψ| ≤ negl(λ),

where ψ is the FPR of random response in FT.

Proof: The proof of Theorem 3 applies the hybrid argu-
ment of games. We begin by defining three games G0, G1, and
G2, with their differences presented in Figure 16.

• G0: This game is identical to the original game ACTA
FT .

• G1: We replace (tagts, tagr) with (tag) in the oracle
OMalSend. A malicious sender may send different ephemeral

keys to the tag server and recipient. Then, for the same ci-
phertext, the tag server and recipient decrypt to get different
message tags for storage and verification, respectively. We
use a symmetric encryption with RKR to encrypt the tag,
in which one valid ciphertext only corresponds to one valid
plaintext. Therefore, this game is indistinguishable from G0.

• G2: We again modify the oracle OMalSend so that only well-
formed tags will be stored in Ltag . In our scheme, the tag
server stores received processed tags and verification of tags
in parallel with the recipients. As a result, a malformed tag
may be stored before tag verification. With tag revocation,
all the malformed tags will be detected and revoked in the
tag server’s storage. Therefore, this game is identical to G1.

• G3: We remove the RandResp part from the Trace algo-
rithm in ACTA

FT,n(1
λ). This means that the tag server will

return the accurate response in tracing, then the platform
learns the exact forwarding graph.
As we utilize false positives to protect users’ privacy,
the adversary A has an inherent advantage equal to our
design’s overall FPR ψ in G2. However, A has no advantage
other than that since the RandResp algorithm is honestly
executed by the tag server. Specifically, A can designate any
edge of the sociogram Gs as a guess since it may obtain Gs
and actual forwarding graph Gm after queries to the oracles.
For an edge in Gs that is adjacent to the edges of Gm, due
to the RandResp algorithm, it can be misidentified as a
false positive with probability at most ψ. Nevertheless, A
cannot control or predict the appearance of false positives
in tracing since the process of random response is random
and hidden from A. Therefore, the difference between A’s
advantage in G2 and G3 is bounded by the overall FPR ψ
in the random response of the tag server.

Claim 1. If the pseudorandom and hash functions are colli-
sion resistant, any PPT adversaries A’s advantage in G3 is
negligible.

To prove this claim, we conduct a careful analysis that
proves the adversary’s advantage in all the possible winning
cases is negligible.

Identity and message replacement. Both successful identity
and message replacement result in a collision in tag′ =
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(a) Traceability (b) Correctness (c) Privacy

Fig. 17: Utility and privacy evaluation on the EU Email dataset. (b) The threshold of output is 100 − 5 × 10−8. (e) Left: the
overall FPR is 1%; right: the threshold is 100− 5× 10−4.

H(dtk∗||tag∗) = H(dtk||tag). Hence, we discuss the inputs
of the hash function in different cases as follows:

• Identity replacement (dtk∗ ̸= dtk).
A derived tracing key dtk generated by the platform is
input to the hash function by the tag server when com-
puting a processed tag tag′ in tracing. The tk∗ and tk
between different users must be different since each user
has a unique identity-key pair and the hash function H is
collision-resistant. As a result, the derived key dtk∗ and
dtk must be different. Suppose the adversary A wins in the
case of identity replacement; it implies A find a collision
of H(dtk∗||tag∗) = H(dtk||tag), where dtk∗ ̸= dtk,
which breaks the collision resistance of the hash function.
Therefore, the probability of this case is negligible.

• Message replacement (dtk∗ = dtk)∧(tag∗ = tag)∧(m∗ ̸=
m).
Based on the above discussion, the adversary must input
the same tag (i.e., tag∗ = tag) to avoid the hash collision.
Besides, in this case, the message tags must pass the tag
verification since one of the communication parties must
be honest. Thus, this case equals to find a PRF collision
such that Fk∗(m∗) = Fk(m), where m∗ ̸= m. Due to the
collision resistance of the pseudorandom function F , the
probability is negligible.

Edge replacement. Without loss of generality, we take the
example in the description in Section IV-A to demonstrate our
analysis. In detail, we consider three users: A1 and A2 are
two colluding adversaries, and U1 is an honest user who is the
target of the attack. The actual forwarding path is A1

k0→ U1
k2→

A3 and A2
k1→ U1, while the traced (forged) forwarding path is

A2 → U1 → A3. The traceback starts from A2 or A3, corre-
sponding to a forward or backward search. Similar to identity
and message replacement, the adversary’s task is to find a
collision that satisfies tag′ = H(dtk∗||tag∗) = H(dtk||tag).
We focus on analyzing the input of tag∗ = Fk∗(m

∗) and
tag = Fk(m) since edge replacement does not change the
identity of communication parties (i.e., dtk∗ = dtk).

• Forward search (A2
k1→ U1

k∗2
99K A3).

The platform computes k∗2 = Etk13(k1) and tests whether

tag∗ ← Fk∗2 (m) exists in Ltag . Meanwhile, the tag key in
actual edge is k2 = Etk13(k0). The two cases are discussed
separately according to whether k∗2 = k2, or not.
◦ k∗2 ̸= k2. Since the messages are identical, the resulting
tag∗ = Fk∗2 (m) and tag = Fk2(m) must be different.
Therefore, tag∗ must collide with another message tag in
Ltag , which can be reduced to the message and identity
replacement.

◦ k∗2 = k2. Since the Trace algorithm is executed by the
platform, the adversaries cannot manipulate the encryp-
tion key tk12. Therefore, the only possible difference is
the tag key k1 being encrypted by tk13.

k0 = k1. Because the keys k0 and k1 are sent to the
same honest recipient U1, U1 can detect and reject
them. Thus, this does not affect honest recipients.
k0 ̸= k1. This case indicates that, for the same key
tk13, two different plaintexts k0 and k1 are mapped to
the same ciphertext k2. This case is impossible since
the block cipher is a permutation.

• Backward search (A3
k2→ U1

k∗1
99K A2).

The backward search traces the forwarding path in the
opposite direction of message forwarding. Therefore, it
uses the decryption algorithm to compute the tag keys in
the Trace algorithm. Specifically, the platform computes
k∗1 = Dtk13(k2) and checks the existence of tag′ ←
H(dtk21||tag∗), where tag∗ ← Fk∗1 (m). Moreover, the
tag key in the actual edge is k1. Similar to the discussion
of forward search, if k∗1 ̸= k1, the case can be reduced
to message or identity replacement. On the other hand, if
k∗1 = k1, it indicates a collision occurs between k∗1 and
k1. This case is impossible because tk13 is hidden from the
adversaries, and the block cipher is a permutation.

Path partition. To conduct this attack, the adversary must
partition the forwarding path among honest users, which
implies that the sender or recipient in the partition is honest.
For instance, the user U1 in the path A1

m→ U1
m→ A2

must be honest when backward search to A1 and forward
search to A2. When the recipient is honest, the malicious
sender cannot generate malformed packets (including tag key,
message, encrypted tag, and ephemeral key) that pass the
tag verification. This is due to the RKR of the symmetric
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encryption, and the collision resistance of the PRF. Conversely,
when the sender is honest, they do not generate malformed
packets, which concludes the proof.

APPENDIX D
SUPPLEMENTARY EXPERIMENTS

Recall that in Section V-C, we demonstrated the perfor-
mance of our scheme using the College IM dataset. This sec-
tion extends the analysis to the EU Email dataset. The results,
presented in Figure 17, indicate that our scheme consistently
performs well across different datasets. Specifically, with a
privacy budget of 5.3 and a threshold of 100 − 5 × 10−7,
our scheme accurately identifies 83.1% of the most influential
spreaders while excluding the least influential users with 99.3%
correctness (i.e., fewer than one false positive on average).
Additionally, users other than the output users are obscured
by at least 20% false positives. The subtle variations in
experimental results between the datasets can be attributed to
the structural differences in the sociograms. For example, our
Trace algorithm generates more noise in sociograms with a
higher average vertex degree, as false positives occur along
the edges of the sociogram.
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