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Abstract. The paper promotes a new design paradigm for Byzantine tolerant distributed algorithms7

using trusted abstractions (oracles) specified in a functional manner. The contribution of the paper is8

conceptual. The objective here is to design distributed fundamental algorithms such as reliable broadcast9

and asynchronous byzantine consensus using trusted execution environments and to help designers to10

compare various solutions on a common ground. In this framework we revisit the Bracha’s seminal work11

on Asynchronous Byzantine Consensus. Our solution uses trusted monotonic counters abstraction and12

tolerates t Byzantine processes in a system with n processes, n ≥ 2t+1. The keystone of our construction13

is a novel and elegant Byzantine Reliable Broadcast algorithm resilient to t < n Byzantine processes14

that uses an unique trusted monotonic counter (at the initiator).15
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1 Introduction17

Byzantine Agreement problem introduced in the seminal paper [29] has been studied for decades in18

various models ranging from synchronous (e.g. [28]), to asynchronous (e.g. [7, 35]).19

The blockchains era revived the interest for the problem. In Algorand [12] for example the20

authors propose solutions for synchronous and partially synchronous systems constructing their21

solution on top of Verifiable Random Function abstraction [33]. In [1] the authors define and address22

the complexity issues. More recently, in [18] the authors use recent advances in cryptography in order23

to reduce the word complexity. In [36] authors analyze the complexity of randomized algorithms for24

Binary consensus under different common coins. However, none of these works focus on breaking the25

3f + 1 bound for the asynchronous settings.26

One of the main problems to be solved in order to break the 3f + 1 bound in Byzantine prone27

environments is the ability of Byzantine nodes to equivocate (i.e. a faulty node may send different28

messages to different nodes). Trusted execution components (e.g. A2M [14], TrInc [31], USIG [38])29

are reputed to be powerful tools for avoiding equivocation.30

Trusted components have been heavily used to increase the resilience of PBFT like protocols [10]31

and therefore they found applications in many recent blockchain algorithms. Among the first to32

attack the execution of PBFT in trusted execution environments are Correia et al. [19, 20]. They33

introduced TTCB wormhole, a distributed component with local parts (local TTCBs) in nodes and34

its own bounded secure communication channel (i.e. a channel that cannot be affected by malicious35

faults where all operations have a bounded delay). By using this wormhole, the authors proved that36

PBFT can support a fraction of half Byzantine nodes. In other words, they circumvent FLP [24]37

impossibility by relying on a synchronous and secure distributed subsystem. Although this method38

allows to increase fault tolerance, its practical implementation is too difficult to set up.39

In the quest of practicality, Chun et al. [14] introduced Attested Append-Only Memory (A2M),40

a trusted system that targets to remove from the faulty nodes the ability to equivocate. An A2M is41

a set of trusted ordered append-only logs that provide an attestation for each entry. Furthermore,42
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they propose PBFT-EA, a modified PBFT [9] that uses A2M for each message exchanged; the43

message is appended to a log and the attestation produced is sent along with the message. The44

use of this abstraction increases the resilience to half. Compared to TTCB that requires a secure45

and synchronous communication channel, A2M requires no stronger assumptions on network than46

PBFT. However, A2M needs large secure storage (for the log).47

An alternative to this is the use of a monotonic counters implemented in a tamperproof module.48

Levin et al. propose TrInc ( [31]), a trusted monotonic counter that deals with equivocation in large49

distributed systems by providing a primitive: once-in-a-lifetime attestations. They also prove that50

TrInc can implement A2M.51

Later, Veronese et al. in [38] propose a specific monotonic trusted counter, USIG (Unique Se-52

quential Identifier Generator), a local service available in each node that signs a message and assigns53

it the value of a counter. The service offers two functions: one that returns a certificate, and one54

that validates certificates. These certificates are based on a secure counter: the counter value is never55

duplicated, and successive counter values are successive integers. This service has to be implemented56

in a tamper-proof module. Furthermore, they propose two algorithms (MinBFT and its speculative57

version MinZyzzyva) that implement following the same pattern as PBFT state machine replication58

which consists of replicating a service in a group of servers with strong consistency guaranties. Each59

server maintains a set of state variables, which are modified by a set of operations. The operations60

are deterministic and atomic. The initial state of the servers is the same. The properties that the two61

proposed algorithms satisfy are: safety– all correct servers execute the same requests in the same62

order; liveness– all correct clients’ requests are eventually executed. MinBFT and its speculative63

version MinZyzzyva implement state machine replication using USIG in systems with a minority of64

Byzantines.65

Another line of research combines speculative methods and trusted environments (e.g. CheapBFT66

[27] and ReBFT [23]). In a normal execution case (when there are no Byzantine nodes), f +1 nodes67

are enough to guarantee the agreement. In case of detected or suspected Byzantine nodes the protocol68

switches to a PBFT inspired protocol with trusted hardware and activates f extra passive replicas.69

Interestingly, in the context of blockchains, the use of trusted environments in order to increase70

the resilience is very recent (e.g. VABA [40], the asynchronous version of HotStuff, Damysus [22], and71

TenderTee [3]). The first use of it was proposed in [40]. The authors enhance HotStuff blockchain in72

order to tolerate a minority of corruptions in a PBFT style protocol. Their algorithm builds on top of73

an underlying expander graphs and use threshold signatures. The small trusted component used has74

A2M flavour. Another recent paper introduces Damysus ( [22]), a PBFT protocol that uses trusted75

environments to improve Hotstuff resilience. In this paper, the authors introduce two trusted services76

Checker and Accumulator that respectively increase resilience and reduce latency. The correctness77

of the proposed protocol has been proven for the partially synchronous environments. In [3] the78

authors propose a methodology to automatically plug A2M in the Tendermint protocol to increase79

its resilience. Furthermore, they prove that the same methodology can be applied to the repeated80

consensus abstraction with the same results in terms of resilience. This work still needs a partially81

synchronous execution environment.82

In this paper we are interested in designing trusted distributed algorithms (e.g. reliable broadcast,83

consensus) having optimal resilience to Byzantine faults in asynchronous settings without the use of84

threshold signatures or assumptions on the underlying topology as in [40]. We focus here in solving85

Byzantine Consensus problem [7] in asynchronous settings. Probabilistic consensus enhanced with86

trusted environments in order to avoid equivocation seems to be a good compromise in this direction.87

One of the key building blocks of our Probabilistic Byzantine Consensus is a deterministic Byzantine88

Reliable broadcast algorithm tolerant to t < n Byzantine processes. Byzantine reliable broadcast is89

a fundamental problem in fault-tolerant distributed systems. It consists of ensuring that a correct90



Asynchronous Byzantine Consensus with Trusted Monotonic Counters 3

initiator process broadcasts its value to all correct processes, even in the presence of malicious91

Byzantine processes. For decades, Byzantine Reliable Broadcast has been at the core of various92

consensus protocols, and more recently, at the core of certain blockchains.93

Algorithms solving the Byzantine Reliable Broadcast problem have been proposed in various94

environments: with static or dynamic Byzantine nodes, or in conjunction with transient faults.95

Byzantine Reliable Broadcast solutions (e.g. [5,6,25,32,37]) achieve resilience of at least n ≥ 3t+ 196

processes, where t is the maximum number of Byzantine processes. In this paper we continue the97

line of work opened by [21] which proposes a reliable broadcast algorithm tolerant with n ≥ 2f + 198

processes where f is the number of Byzantine faults. Contrarily to us, they use failure detectors.99

In [39] authors proposed an algorithm similar to ours but which only tolerates f < n/3 Byzantine100

processes. This bound has been ameliorated to f < n/2 in [2]. Our work improves further the bound101

to f < n.102

Tackling another problem, [30] proposes an algorithm for the atomic broadcast problem which103

uses a trusted execution environment with a monotonic counter similarly to us. However, differently104

from us the focus of the authors is not on the minimal trust assumptions is expected from the105

trusted execution environment. Moreover, their solution builds on the failure detector based reliable106

broadcast of [21].107

Another line of research related to the use of trusted execution environments for improving the108

resilience of distributed algorithms is the line initiated by Clement et al. [17]. Although the trusted109

execution environments make protocols immune to equivocation (where the initiator sends different110

messages to different processes), Clement et al. [17] show that non-equivocation is not enough to111

provide n ≥ 2f +1 resilience, nor to support the equivalent of digital signatures. The authors prove112

that it is possible to use non-equivocation to transform any protocol that works under the crash113

fault model into a protocol that tolerates Byzantine faults by adding the ability to guarantee the114

transferable authentication of network messages (e.g., using digital signatures). In [4] the authors115

revisited and extend the work of Clement et al. [17] providing a transformer with a polynomial116

communication overhead instead of exponential and covering also randomized distributed algorithms.117

Our approach is more conceptual in the sens that we would like to design Byzantine tolerant118

distributed algorithms on top of trusted oracles that allow to abstract low level (trusted hardware)119

assumptions and provide a separation between the conceptual and the technical part. Notice that, the120

trusted oracles we define may have different implementations. Specifying the functional property that121

is needed at the application level we need a generic solution that can be implemented using different122

technologies or physical architectures. Oracles in distributed systems have been used for decades123

starting with the seminal work on failure detectors [11] that paved the way of designing protocols124

with formal proofs of correctness and the investigation of precise lower bounds and impossibility125

results.126

Our contribution. Our work extends the line of research related to using trusted execution en-127

vironments in order to increase the resilience of distributed algorithms in Byzantine prone environ-128

ments. The novelty of our approach is in identifying the minimal assumptions on trusted abstraction129

needed to solve fundamental building blocks in distributed computing (e.g. consensus and reliable130

broadcast). In this paper we revisit the original simple and elegant solutions proposed by Bracha [7]131

in an environment where processes are equipped with a trusted monotonic counter abstraction that132

provides a non-falsifiable, verifiable, unique, monotonic, and sequential counter. The use of this133

abstraction in a clever way allows us to first implement a Reliable Broadcast resilient to t < n134

Byzantine processes in asynchronous communication environments. Moreover, on top of this opti-135

mized Reliable Broadcast primitive we construct a Probabilistic Byzantine Consensus resilient to t136

Byzantine processes in systems of size n ≥ 2t+ 1. Differently from the transformer-based approach137

where the transformations are obtained with an important communication overhead (exponential in138
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the case of [17] and polynomial in the case of [4]), our design uses only a constant overhead with the139

respect of the Bracha’s original solutions while improving both the resilience and the number of com-140

munication rounds. Our work opens a new direction of research similar to oracle-based distributed141

computing [11]. The trusted environment is encapsulated in a trusted abstraction (oracle) provid-142

ing a set of guaranties. The methodology used in this paper for Byzantine Reliable Broadcast and143

Probabilistic Byzantine Consensus can be easily extended to other Byzantine tolerant distributed144

algorithms.145

2 System Model and Problems definition146

We consider a set of n asynchronous sequential processes, of which up to t can be Byzantine, meaning147

they can deviate from the given protocol. The rest are correct processes.148

Processes communicate by exchanging messages through an asynchronous network. We make the149

usual assumptions that there is a public key infrastructure (PKI) where public keys are distributed,150

each process has a (universally known) public key a matching private key, and each message is signed151

by its creator. Messages are not lost or spuriously generated. Each process can send messages directly152

to any other process, and each process can identify the sender of every message it receives.153

We assume that the communication is asynchronous, and that processes have access to a com-154

munication primitive which ensures that any message m sent by a correct process is received by155

every correct process in a finite (but unknown) time.156

Following Bracha, [7], we define Byzantine Reliable Broadcast and Probabilistic Byzantine Con-157

sensus as follows:158

Definition 1 (Byzantine Reliable Broadcast). We say that an algorithm implements Byzantine159

reliable broadcast if:160

– brb-CorrectInit: If the initiator is correct, all correct processes deliver the initiator’s value.161

– brb-ByzantineInit: If the initiator is Byzantine, then either no correct process delivers any value,162

or all correct processes deliver the same value.163

Definition 2 (Probabilistic Byzantine Consensus). A protocol implements probabilistic Byzan-164

tine consensus if:165

– Agreement: all correct processes decide on the same value.166

– Validity: if all processes start with the same value v, then all correct processes decide on v.167

– Termination (probabilistic). The probability that a correct process is undecided after r rounds168

approaches zero as r approaches infinity.169

3 Trusted Monotonic Counter Object170

The Trusted Monotonic Counter Oracle abstraction TMC-Object defined below is the core of our171

novel Byzantine Reliable Broadcast protocol that supports t Byzantine failures among n processes,172

where n > t, a great improvement on the classical n ≥ 3t+ 1 algorithms.173

The TMC-Object supports the operation get_certificate(). A process p invokes get_certificate(m)174

with a message m. The object returns a certificate and a unique identifier. The certificate certifies175

that the returned unique identifier was created by the tamper-proof TMC-Object object for the176

message m. The unique identifier is essentially a reading of the monotonic counter trustedCounter,177

which is incremented whenever get_certificate(m) is called. The TMC-Object object guarantees178

the following properties:179
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– Uniqueness: TMC-Object will never assign the same identifier to two different messages.180

– Sequentiality: TMC-Object will always assign an identifier that is the successor of the previous181

one.182

Note that the sequentiality property implies Strict Monotonicity: TMC-Object will always assign183

an identifier that is strictly greater than the previous one.184

To send a message u certified by TMC-Object, a process p first invokes the TMC-Object, which185

creates a certificate C(p,u) corresponding to the value of the trustedCounter cp, then the process186

sends the tuple (u, C(p,u), cp), which can be verified by any other process receiving the message. Each187

invocation to TMC-Object increments the value of the trustedCounter cp of process p. We call that188

sequence of operations TMC-Object-Send u.189

When receiving a message (u, C(p,u), cp), a process must check if the certificate C(p,u) for message190

u corresponds to the value of the counter cp. If not, the message is considered invalid and is ignored.191

If they correspond, the message is said to be valid according to the TMC-Object.192

4 Asynchronous Byzantine Reliable Broadcast193

We describe Algorithm 1, a Byzantine reliable broadcast algorithm which uses a unique TMC-194

Object(with the counter initialized at 0), where the initiator of the broadcast uses the TMC-Object-195

Send operation to send the value to be broadcast. Our Byzantine Reliable Broadcast is resilient to196

any number, t < n, of Byzantine processes.197

The protocol works in two sequential asynchronous steps. In the initial step (Step 0) of the198

protocol, when a process p wants to broadcast a value v, it TMC-Object-Sends an initial message for199

v (< initial, v >) to all other processes. The process initiating the broadcast is called the initiator.200

The initiator sends the message as well as the associated certificate and counter, which can be201

checked by all other processes.202

In Step 1, when receiving a valid initial message from the proposer, say with value v, a process203

sends back the initiator message (with the certificate and value of the counter). In such a way, it204

ensures that all other processes will eventually receive the initiator’s certified message. First notice205

that only messages with counter value of 1 are considered valid, since a message with a higher counter206

value means that the initiator already sent another value. More generally, the value of the counter207

should be 1 more than the previously known value of the counter.208

Algorithm 1: Byzantine Reliable Broadcast with an unique TMC-Object
1 [1] TMC-Object_Broadcastv Step 0 if p is the initiator then TMC-Object-Send

< initial, v, id_initiator > to all Equivalent to Send (m, C(initiator,m), cinitiator) to all, where
m =< initial, u, id_initiator >

2 Step 1 Upon reception of (< initial, u, id_initiator >, C, 1) message The message of the initiator should
have value 1 as the trusted counter of the initiator and related to the certificate

3 Send (< initial, u, id_initiator >, C, 1) to all The process sends back the initiator’s message with the
associated certificate and trusted counter to all processes

4 Deliver u

Theorem 1. Let n be the number of processes, and t be an upper bound of the Byzantine processes.209

If n > t, Algorithm 1 implements Byzantine Reliable Broadcast with a unique TMC-Object and in210

O(n2) messages.211
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Proof. First, notice that when a correct process p delivers a message u, it means that p received a212

valid initiator message u. Eventually every other correct process q will receive that same initiator213

message thanks to the network guarantees. Therefore, if there is no equivocation, they must deliver214

that same value.215

If the initiator is correct, then all other correct processes eventually receive and deliver the216

initiator’s message.217

It remains to show that when two different correct processes deliver a message, they deliver the218

same message.219

Recall that when a correct process receives a (TMC-Object) message, it checks the value of the220

trusted counter associated to the message. Moreover, it checks whether the message and the value221

of the counter are coherent with the corresponding certificate.222

By way of contradiction, assume there exist two correct processes p and q which deliver distinct223

messages u ̸= v. Without loss of generality, assume that p delivers message u and q delivers message224

v. To do so, p must have received (< initial, u, id_initiator >, Cinitiator, 1) and q must have received225

(< initial, v, id_initiator >, C′
initiator, 1), which is impossible because of the Uniqueness property226

of the TMC-Object. Therefore, p and q must have delivered the same message, which concludes the227

proof.228

In Algorithm 1, the number of messages sent is exactly n+n2, which is a O(n2). In more details,229

the initiator sends n messages (one to each other process), and each process when receiving the230

initiator message sends it back which is n× n.231

5 Asynchronous Byzantine Consensus232

In this section we propose a Byzantine Probabilistic Consensus algorithm ( Algorithm 2) resilient233

to t < n/2 Byzantine processes. The keystone of the solution is the Byzantine Reliable Broadcast234

resilient to any number, t < n, of Byzantine processes (Algorithm 1).235

Remark 1. Notice that when there are two different initiators, there are two instances of the broad-236

cast.237

Algorithm 2: Probabilistic Byzantine Consensus
1 [1] Probabilistic_Consensusvi Step 2k TMC-Object_Broadcast(vi) here, we say that the process proposes

vi wait until n− t messages from Step 2k or ∃k′ ≤ k, v : (#(d, v)receivedfromStep2k′ + 1) > n/2: if
∃v : (#vreceivedfromStep2k > n/2) then vi = (d, v) v is tagged by symbol d, i.e., the process is ready
to decide v during this round

2 if ∃k′ ≤ k, v : (#(d, v)receivedfromStep2k′ + 1) > n/2 then Decide v and Terminate
3 Step 2k + 1 TMC-Object_Broadcast(vi) wait until n− t messages from Step 2k + 1 or

∃k′ ≤ k, v : (#(d, v)receivedfromStep2k′ + 1) > n/2: if
∃k′ ≤ k, v : (#(d, v)receivedfromStep2k′ + 1) > n/2 then Decide v and Terminate

4 if ∃v : (#(d, v)receivedfromStep2k + 1) ≥ 1) then vi = v
5 otherwise vi = flip()The flip function is made thanks to VRF to ensure non-manipulability

k = k + 1 go to Round k More specifically, go to Step 2k

We present a probabilistic Byzantine consensus protocol in Algorithm 2 inspired from the238

Bracha’s probabilistic consensus [7]. The protocol works in asynchronous sequential rounds where239

each round, k ≥ 0 is split in two sequential steps, 2k and 2k + 1.240

In the each even step 2k, of round k ≥ 0, after proposing its local value, each process waits to241

collect n− t messages from this step. If the process delivers the same message, say v, from strictly242
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more than n/2 times from different processes, then the process locally tags v, by setting its local243

value to (d, v). d is the tag marker. It means the process is ready to decide v and is letting the other244

processes know about it.245

In the each odd step 2k+1 of round k ≥ 0, after broadcasting its local value, each process waits246

to collect n− t messages from the current step. If among the delivered messages, the process delivers247

at least one tagged value from the current step, say (d, v), the process sets its local value to the value248

v which will be propose during the next step. Otherwise if the process delivers no tagged value from249

the current step, it randomly selects a value which will be its proposal for the next step.250

In each step, if a process delivers the tagged message (d, v) from strictly more than n/2 different251

processes from the same round, the process decides value v and terminates.252

To prove the correctness of Algorithm 2, we emphasize the main guarantees we rely on. These253

guarantees need not be taken as axiomatic, because they could be implemented as described below.254

Moreover, we also make explicit for which property each guarantee is necessary.255

Hypothesis 1 Byzantine processes cannot lie about the output of their randomness.256

Hypothesis 1 is achievable by the use of verifiable random functions (VRF [13, 34]). We rely on257

this hypothesis to prove the (probabilistic) Termination property.258

Hypothesis 2 All messages sent are causally valid.259

We rely on Hypothesis 2 to provide the Agreement property. Hypothesis 2 can be implemented by260

requiring each process to accompany each message with the prior messages that caused the process261

to compute that message. In the case of Algorithm 2, this hypothesis simply means that a message262

sent at a step s > 0 should be accompanied by the messages the process received at the previous263

step s− 1. Any message that is not causally valid is ignored.264

Lemma 1. Suppose there are n processes, of which at most t are Byzantine. If n ≥ 2t+ 1, for any265

k ≥ 0, if all correct processes at step 2k proposes value v, then at the end of step 2k all correct266

processes will have as value either (d, v) or v.267

Proof. Assume there exists a correct process q that has a value u or (d, u) with u ̸= v at the end of268

step 2k.269

Case 1: q received more than n/2 messages with value u, which is impossible since all correct270

processes started with the same value v and the number of Byzantine processes is limited to t < n/2.271

Case 2: q changed its value to some value u. This is impossible since q received n− t messages.272

Among the n− t messages there at most t messages with an erroneous value u forged by fewer than273

n/2 Byzantine processes, and at least one message from correct processes with value v. In this case,274

q keeps its initial value v.275

Lemma 2. Let n be the number of processes, and t be an upper bound of the Byzantine processes.276

If n ≥ 2t+ 1, for any k ≥ 0, if all processes at step 2k propose value v, then at the end of the step277

2k all correct processes will have as value (d, v).278

Proof. By Lemma 1 if all correct processes start with value v then at the end of step 2k all correct279

processes will have as value either (d, v) or v.280

Assume that there exists a correct process q which ends step 2k with v instead of (d, v). This281

means that q did not receive more than n/2 messages with the same value v. This is impossible282

since q waits for n − t messages. Over the n − t messages either all of them come from correct283

processes (hence same value v) or some of them (up to t) come from Byzantine processes. However,284
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Byzantine processes start with v (by assumption) and cannot change their initial value without proof285

of modification.286

Overall, if all processes start with value v then at the end of step 2k all correct processes will287

have value (d, v).288

Lemma 3. For any k ≥ 0, if all processes propose value v at step 2k, then at step 2k + 1, if a289

Byzantine process broadcasts a value then its only causally valid message is (d, v).290

Proof. By Lemma 2, a correct process at the end of step 2k will have as value (d, v). Hence in the291

next step it will broadcast (d, v). If at step 2k + 1 a Byzantine process broadcasts a message, then292

that message should be (d, v).293

Lemma 4 (Validity). For any k ≥ 0, if all processes propose value v at step 2k, then all correct294

processes decide on v.295

Proof. If all processes start with the same value v then at the end of step 0 (which is a 2k step with296

k = 0) all correct processes end with the value (d, v) (see Lemma 2). In step 1 (which is 2k+1) each297

correct process sends (d, v) and waits for n− t messages from step 2k+ 1. Based on Hypothesis #2298

and Lemma 3, Byzantine processes either send (d, v) or stay silent. Therefore, all correct processes299

will gather at least n− t messages with v, hence all correct processes decide v.300

Lemma 5 (Agreement). Let n be the number of processes, and t be an upper bound of the Byzan-301

tine processes. If n ≥ 2t + 1, if two correct processes decide, they decide the same value. More302

generally, if one correct process decides, all correct processes decide the same value.303

Proof. Let p and q be two correct processes that decided. Let p decide at some round k and q at some304

round k′ > k. It follows that p received more than n/2 messages (d, v) in round k. Therefore, all305

correct processes receive at least one (d, v) message in round k, in particular, q received at least one306

(d, v) in round k. Since all processes send the causal proof of their messages (to satisfy Hypothesis307

#2), it follows that all processes, including q, will start round k+1 with the same value v. Following308

Lemma 4 all correct processes, including q, decide v in round k + 1.309

Lemma 6 (Termination). The probability that a correct process is undecided after r rounds ap-310

proaches zero as r approaches infinity.311

Proof. As shown in Lemma 4, if all processes propose the same value v, then all correct processes312

eventually decide value v.313

If one correct process decides, then thanks to Lemma 5, all correct processes eventually decide.314

Therefore, let us assume that no correct process decides yet. There are two cases. Either (i) no315

process enters line 3 and all processes randomly flip their value, or (ii) at least one correct process316

received one (d, v) message from its current step and so does not flip its value.317

– First, consider the case where no process ever receives a (d, v) message corresponding to its318

current step and round. Therefore, they will always flip their coins at each round. Notice, how-319

ever, that thanks to Lemma 4, when all processes will have the same proposal, then all correct320

processes decide that value, which guarantees Termination. The probability of such an event321

happening for each round k is low, i.e., pn, where p the probability of having any value. Since322

the Byzantine processes cannot control (nor lie about, by Hypothesis #1) their random input323

value, the probability of having a value for any Byzantine process is the same as for any correct324

process. However, the probability this event never occurs in an infinite execution is the limit of325

(1 − pn)k when k goes to infinity, which is equal to 0, since p ∈ (0, 1), and n > 0. Hence, if326

processes always flip their value, they will terminate with probability 1.327
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– There remains to discuss what happens if at least one process does not flip their value.328

If a process does not flip its value, it means that such process received a (d, v) message from329

its current step (say, 2k + 1). It means no other value (v′ ̸= v) could be sent as (d, v′), in fact,330

by Hypothesis 2, since Byzantine processes must causally justify their votes, they cannot send331

a (d, v′) with v′ ̸= v. Therefore, all the processes that will receive such message and will not332

flip will have v as value for the next round. Notice that if one correct process decides, then by333

Lemma 5, all correct processes eventually decide. Suppose there is no decision yet. Either all334

correct processes do not flip and have the same value v for the next round (and terminate at335

that round by Lemma 4), or some do flip.336

Therefore, if some processes flip repeatedly, and the others do not flip but have the same value;337

then as in the case above, with probability 1 over the infinite execution, there will be a situation338

where the processes that flipped will end up with the same value as those that do not flip,339

and hence, by Lemma 4 they will terminate. Notice that the probability of having all processes340

having the same value must be higher in this case (than in the above case) since some are already341

proposing the same value.342

In both cases, therefore, with probability 1, all correct processes eventually terminate.343

Theorem 2. Let n be the number of processes, and t be an upper bound of the Byzantine processes.344

If n ≥ 2t+ 1, Algorithm 2 implements Probabilistic Byzantine Consensus with O(n3) messages.345

6 Conclusions and Discussions346

In this paper we propose a novel solution for Probabilistic Byzantine Consensus in an environment347

where processes are equipped with a trusted monotonic counter abstraction that provides a non-348

falsifiable, verifiable, unique, monotonic, and sequential counter. Our solution tolerates t Byzantine349

processes with n ≥ 2t + 1 in asynchronous settings. The keystone of our construction is an elegant350

deterministic Byzantine Reliable Broadcast algorithm that uses a single trusted monotonic counter351

in a clever way and implements a Reliable Broadcast resilient to t < n Byzantine processes. Our work352

continues the line of research opened by [19,20] and continued by [26,38] that promotes the benefits353

of using trusted hardware in improving the resilience of distributed algorithms. The novelty of our354

study resides in investigating the minimal trusted abstractions or minimal trusted properties needed355

to solve two fundamental problems in distributed computing in Byzantine prone environments. Our356

work has similar flavor to the line of work of oracle-based distributed computing [11] and opens357

several research directions including the modelisation of distributed algorithms executed in trusted358

environments or their composition [8, 15, 16]. We believe that our oracle-based approach may be359

easily refined in order to address other distributed problems.360
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