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Abstract

The construction of self-orthogonal codes from functions over finite fields has been
widely studied in the literature. In this paper, we construct new families of self-
orthogonal linear codes with few weights from trace functions and weakly regular
plateaued functions over the finite fields of odd characteristics. We determine
all parameters of the constructed self-orthogonal codes and their dual codes.
Moreover, we employ the constructed p-ary self-orthogonal codes to construct
p-ary LCD codes.

Keywords: Linear code, Self-orthogonal code, LCD code, Weakly regular plateaued
function

1 Introduction

Linear codes have been an attractive research topic in both practice and theory for
the last two decades. They have diverse applications in secure communication [1],
secret sharing schemes [2–4], authentication codes [5] and secure two-party computa-
tion [6, 7]. A linear code is considered self-orthogonal if contained within its dual code.
Self-orthogonal codes have applications in Linear Complementary Dual (LCD) codes,
quantum codes, etc.. LCD codes also have diverse applications in certain communi-
cation systems. Carlet and Guilley [8] demonstrated their significance in information
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protection and defence against side-channel and fault non-invasive attacks. After these
observations, the importance of applications of LCD codes has begun to be revital-
ized. Massey [9] introduced the LCD codes and showed that they provide an optimum
linear coding solution to the two-user binary adder channel. Now, it is known that
asymptotically good LCD codes exist and the necessary and sufficient condition for a
length n cyclic code to be an LCD code is known. Hence, the construction of linear
codes is an interesting research problem. Various methods exist for constructing lin-
ear codes and one approach involves utilizing functions defined over finite fields (e.g.
[2, 3, 6, 10–13]). Linear codes derived from cryptographic functions have desirable alge-
braic structures that are significant from the application point of view. Two generic
constructions, referred to as the first and second generic constructions, for generating
linear codes from functions have been identified in the literature. Several linear codes
with good parameters have been constructed using the second generic construction
method (e.g., [3, 10, 14]) and the second generic construction method (e.g., [12, 15].
Recently, Heng et al. [16] have constructed self-orthogonal codes from trace functions
and weakly regular bent functions based on the first and second generic construc-
tion methods. This work motivates us to construct self-orthogonal codes from trace
functions and weakly regular plateaued functions over the odd characteristic finite
fields. This paper obtains new families of p-ary self-orthogonal linear codes with few
weights based on the first and second generic construction methods. Then, we use the
constructed self-orthogonal codes to construct infinite families of LCD codes.

The paper is organized as follows. Section 2 establishes the main notations. In
Sections 3 and 4, we construct several families of self-orthogonal codes with few weights
over the odd characteristic finite fields by using the first and second generic construc-
tion methods. Moreover, we construct LCD codes from the constructed self-orthogonal
codes. Section 5 concludes the paper.

2 Preliminaries

For a set S, its size is denoted by #S, and S⋆ = S \ {0}. The magnitude of a complex
number z ∈ C is denoted by |z|. The finite field with q elements is represented by Fq,
where q = pm for a positive integer n and an odd prime p. The trace of a ∈ Fq over

Fp is defined as Trm(a) = a+ ap + ap
2

+ · · ·+ ap
m−1

. The set of all nom-squares and
squares in F⋆

p are represented by NSQ and SQ, respectively. The quadratic character
of F⋆

p is denoted by η0, and for simplicity we write p∗ = η0(−1)p, which is frequently
used in the sequel.

A cyclotomic field Q(ξp) can be obtained from the rational field Q by joining the
complex primitive p-th root of unity ξp. The field Q(ξp) is the splitting field of the
polynomial xp−1, and so the field Q(ξp)/Q is a Galois extension of degree p−1. Here, a
field basis for an extension Q(ξp)/Q is the subset {1, ξp, ξ2p, . . . , ξp−2

p } of the cyclotomic
field Q(ξp). The Galois group Gal(Q(ξp)/Q) is described as the set {σa : a ∈ F⋆

p},
where σa is the automorphism of Q(ξp) defined as σa(ξp) = ξap . The cyclotomic field
Q(ξp) has a unique quadratic subfield Q(

√
p∗), and its Galois group Gal(Q(

√
p∗)/Q) =

{1, σγ} for some γ ∈ NSQ. For a ∈ F⋆
p and b ∈ Fp, we clearly have σa(ξ

b
p) = ξabp and

σa(
√
p∗

m
) = η0

m(a)
√
p∗

m
.
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The following lemma is frequently used in the subsequent proofs.
Lemma 1. [17] Keeping the above notations, we have the following facts.

i.)
∑
a∈F⋆

p

η0(a) = 0,

ii.)
∑
a∈F∗

p

ξabp = −1 for every b ∈ F∗
p,

iii.)
∑
a∈Fp

ξabp =

{
p, if b = 0,
0, if b ∈ F⋆

p,

iv.)
∑
a∈F⋆

p

η0(a)ξ
ab
p = η0(b)

√
p∗ =

{√
p∗, if b ∈ SQ,

−
√
p∗, if b ∈ NSQ,

v.)
∑
a∈Fp

ξa
2b

p =

 p, if b = 0,√
p∗, if b ∈ SQ,

−
√
p∗, if b ∈ NSQ.

2.1 Weakly regular plateaued functions

Let f : Fq −→ Fp be a p-ary function, where q = pm. The Walsh transform of f is a
complex-valued function defined as

Wf (b) =
∑
x∈Fq

ξp
f(x)−Trm(bx), b ∈ Fq.

A function f is said to be a bent function if |Wf (b)|2 = pm for every b ∈ Fq. In
addition, f is said to be s-plateaued if |Wf (b)|2 ∈ {0, pm+s} for every b ∈ Fq, with
0 ≤ s ≤ n. For an s-plateaued function f , its Walsh support is described as the set

Sf = {b ∈ Fq : |Wf (b)|2 = pm+s}.

Lemma 2. Let f be an s-plateaued function. For b ∈ Fq, |Wf (b)|2 takes the values
pm+s and 0 for the times pm−s and pm − pm−s, respectively.

Lemma 3. [15] Let f be an s-plateaued function. Define the sets

S(Wf ) = {(a, b) ∈ F⋆
p × Fpm : Wf (a

−1b) ̸= 0},
Z(Wf ) = {(a, b) ∈ F⋆

p × Fpm : Wf (a
−1b) = 0},

where a−1 is the multiplicative inverse of a ∈ F⋆
p. Then, the sizes of Z(Wf ) and S(Wf )

are equal respectively to (p− 1)(pm − pm−s) and (p− 1)pm−s.
Mesnager et al. [15] have described the notion of weakly regular plateaued

functions. An s-plateaued f is called weakly regular if we have

Wf (b) ∈
{
0, up

m+s
2 ξf

⋆(b)
p

}
,

3



where u ∈ {±1,±i}, f⋆ is a p-ary function over Fq with f⋆(b) = 0 for every b ∈ Fq \Sf ;
otherwise, f is called non-weakly regular. A weakly regular 0-plateaued is the weakly
regular bent function.

The following lemmas are useful for computing the Hamming weights and their
distributions in codes.
Lemma 4. [15] Let f be a weakly regular s-plateaued function. Then, we have

Wf (b) = ϵf
√
p∗

m+s
ξf

⋆(b)
p

for every b ∈ Sf , where ϵf = ±1 is the sign of Wf and f⋆ is a p-ary function over Sf .

Lemma 5. [14] Let f : Fq → Fp be an unbalanced function with Wf (0) = ϵf
√
p∗

m+s
,

where ϵf = ±1 is the sign of Wf . For j ∈ Fp, define Nf (j) = #{x ∈ Fq : f(x) = j}.
When m+ s is even,

Nf (j) =

{
pm−1 + ϵfη0(−1)(p− 1)

√
p∗

m+s−2
, if j = 0,

pm−1 − ϵfη0(−1)
√
p∗

m+s−2
, if j ∈ F⋆

p.

When m+ s is odd,

Nf (j) =


pm−1, if j = 0,

pm−1 + ϵf
√
p∗

m+s−1
, if j ∈ SQ,

pm−1 − ϵf
√
p∗

m+s−1
, if j ∈ NSQ.

Lemma 6. [14] Let f be weakly regular s-plateaued with Wf (b) = ϵf
√
p∗

m+s
ξ
f⋆(b)
p for

every b ∈ Sf . For j ∈ Fp, define Nf⋆(j) = #{b ∈ Sf : f⋆(b) = j}. When m−s is even,

Nf⋆(j) =

{
pm−s−1 + ϵfη

m+1
0 (−1)(p− 1)

√
p∗

m−s−2
, if j = 0,

pm−s−1 − ϵfη
m+1
0 (−1)

√
p∗

m−s−2
, if j ∈ F⋆

p.

When m− s is odd,

Nf⋆(j) =


pm−s−1, if j = 0,

pm−s−1 + ϵfη
m
0 (−1)

√
p∗

m−s−1
, if j ∈ SQ,

pm−s−1 − ϵfη
m
0 (−1)

√
p∗

m−s−1
, if j ∈ NSQ.

2.2 Linear codes

Let Fp be a finite field with p elements and Fn
p be a vector space over Fp for a positive

integer n. A linear code C over Fp with parameters [n, k, d] is a k-dimensional linear
subspace of a vector space Fn

p , where d denotes the minimum Hamming distance of C.
Let a be a vector in Fn

p and its support is defined as supp(a)= {0 ≤ i ≤ n−1 : ai ̸= 0}.
The cardinality of supp(a) is called the Hamming weight of a vector a. Let c be a
codeword of C. The minimum Hamming distance d in C is the minimum Hamming
weight of c ∈ C. Let Ai := |{c ∈ C : wt(c) = i for 0 ≤ i ≤ n}| for a linear code C.
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Define the weight enumerator of C by the polynomial 1 +A1y + ...+Any
n. The dual

code C⊥ of an [n, k] linear code C is defined by

C⊥ = {c⊥ ∈ Fn
p : c⊥ · c for all c ∈ C},

where “·” is the standard inner product over Fn
p , and C⊥ is an [n, n−k] linear code over

Fn
p . If a linear code C satisfies C ⊂ C⊥, then C is referred to as a self-orthogonal code.

In particular, if C = C⊥, then C is called sef-dual code. If the Hamming weight of each
codeword in C is divisible by an integer k > 1, then the code C is said to be divisible
by k. For a p-ary linear code C, there is a relation between the self-orthogonality and
divisibility of C, stated in the following lemma.

Lemma 7. [18] Let C be an [n, k, d] linear code over Fp with 1 ∈ C, where 1 is the
all-1 vector of length n. If C is p-divisible, then C is self-orthogonal.

According to Lemma 7, one can verify whether a p-ary linear code is self-
orthogonal.

For a linear code C, if C ∩ C⊥ = 0, where 0 is the zero vector in C, then it is called
a Linear Complementary Dual code (LCD code). Note that the dual of an LCD code
is also an LCD code. The necessary and sufficient conditions for a linear code to be
an LCD code were defined in terms of the generator matrix [9]. Besides, LCD codes
were shown to give an optimum solution to the two-user binary adder channel [9].

A matrix G is said to be row-orthogonal if GG⊥ = I , where I is an identity matrix,
and it is called row-self-orthogonal if GG⊥ = 0. A linear code C is self-orthogonal if
and only if its generator matrix is row-self-orthogonal [19]. If G is a generator matrix
for [n, k] linear code C, then it can be transformed to the standard form G = [I : A],
where I is an identity matrix, and it is called the systematic generator matrix of the
code. Then, C is called leading-systematic. The following lemma provides a relation
between LCD codes and self-orthogonal codes.

Lemma 8. [19] A leading-systematic linear code C is an LCD code if its systematic
generator matrix G = [I : A] is row-orthogonal.

According to Lemma 8, if a code C is self-orthogonal with a generator matrix G, we
can construct a leading-systematic LCD code with a generator matrix G′ = [I : G].

Augmented code of a linear code. Let C be an [n, k, d] linear code over Fp with
a generator matrix G. The augmented code C of the code C is a linear code over Fp

with generator matrix [
G
1

]
where 1 = (1, 1, ..., 1) ∈ Fn

p . Note that if 1 /∈ C, then the augmented code C has length
n and dimension k+1. Determining the weight distribution of a code is a hard problem
and finding the minimum distance of C requires the complete weight distribution of the
original code C. There are some methods to determine whether the given augmented
code is self-orthogonal. The codes constructed in this paper are self-orthogonal due to
Lemma 7 for almost all cases.
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The Pless power moment. For a linear [n, k, d] code C over Fp, we denote the
weight distribution of C and C⊥ by (1, A1, . . . , An) and (1, A⊥

1 , . . . , A
⊥
n ), respectively.

The first four Pless power moments are given [1, Page 260] as:

n∑
i=0

Ai = pk

n∑
i=0

iAi = pk−1
(
pn− n−A⊥

1

)
n∑

i=0

i2Ai = pk−2[(p− 1)n(pn− n+ 1)− (2pn− p− 2n+ 2)A⊥
1 + 2A⊥

2 ]

n∑
i=0

i3Ai = pk−3[(p− 1)nL− TA⊥
1 + 6(pn− p− n+ 2)A⊥

2 − 6A⊥
3 ],

where we have T = (3p2n2 − 3p2n − 6pn2 + 12pn + p2 − 6p + 3n2 − 9n + 6) and
L = (p2n2 − 2pn2 + 3pn− p+ n2 − 3n+ 2).

Some codes proposed in this paper are (almost) optimal codes due to the following
Griesmer bound.
Lemma 9. (Griesmer bound) [20] Let C be a linear [n, k, d] code over Fp. Then, the
code C satisfies the following well-known bound:

n ≥
k−1∑
i=0

⌈ d
pi
⌉,

where ⌈·⌉ is the ceiling function.

3 Constructions of self-orthogonal codes from the
second generic construction method

In this section, we define the augmented code construction of the variation of the
second generic construction method given in [21].

For λ ∈ Fp and d ∈ Z+, define a set D∗
λ =

{
(x, y) ∈ F⋆

pm × Fpm | Tr(yxd+1) = λ
}

and define a linear code CD∗
λ
as follows:

CD∗
λ
=

{
c(a,b) = (Tr(ayxd + bx))(x,y)∈D∗

λ
| (a, b) ∈ Fpm × Fpm

}
. (1)

The linear code CD∗
λ
of length #D∗

λ is an 2m-dimensional subspace of Fm
p over Fp,

and denoted by [#D∗
λ, 2m]p. The code CD∗

λ
defined in (1) has been recently studied in

[21] and two new classes of projective two-weight codes are constructed.
For every λ ∈ Fp and d ∈ Z+, we define the set

Dλ =
{
(x, y) ∈ Fpm × Fpm | Tr(yxd+1) = λ

}
. (2)
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The augmented code CDλ
is defined as

CDλ
= {c(a,b,c) =

(
(Tr(ayxd + bx))(x,y)∈Dλ

+ c1
)
: (a, b, c) ∈ Fpm × Fpm × Fp}. (3)

The length of the augmented code CDλ
is the same as that of the original code. If

1 /∈ CDλ
, then the augmented code CDλ

has larger dimension than that of the original
code CD⋆

λ
. Thus, the augmented code CDλ

is (2m+1)-dimensional subspace of Fm
p over

Fp and denoted by [#Dλ, 2m+ 1]p. In this paper, we study the augmented code CDλ

for every λ ∈ Fp, and obtain self-orthogonal codes, LCD codes, LRC codes etc.
The length of the code CDλ

is the size of the defining set Dλ, which is calculated in
Lemma 10. It is clear that, for a = b = c = 0, the Hamming weight of the zero vector
is wt(c(0,0,0)) = 0. To find Hamming weights in the augmented code CDλ

, for λ ∈ Fp,
a, b ∈ Fq and c ∈ Fp, we define the following set

Nλ(a, b, c) =
{
(x, y) ∈ Fq × Fq | (x, y) ∈ Dλ and Tr(axdy + bx) + c = 0

}
=

{
(x, y) ∈ Fq × Fq | Tr(xd+1y) = λ and Tr(axdy + bx) + c = 0

}
.

(4)

It is obvious that #Nλ(0, 0, c) = 0 when a = b = 0 and c ̸= 0. This implies that
wt(c(0,0,c)) = #Dλ. For every (a, b, c) ∈ Fpm × Fpm × Fp \ {(0, 0, c)}, the Hamming

weight of each codeword c(a,b,c) in CDλ
is

wt(c(a,b,c)) = #Dλ −#Nλ(a, b, c). (5)

Lemma 11 calculates the value #Nλ(a, b, c) for each case in the following section.
We now present three lemmas to find the parameters of the codes.

Lemma 10. Let Dλ be the set defined in (2). Then,

#Dλ =

{
p2m−1 + (p− 1)pm−1, if λ = 0,
p2m−1 − pm−1, if λ ̸= 0.

(6)
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Proof. From the definition of Dλ, we have

#Dλ =
∑
x∈Fq

∑
y∈Fq

p−1
∑

z1∈Fp

ϵz1(Tr(yx
d+1)−λ)


= 1

p

∑
x∈Fq

∑
y∈Fq

 ∑
z1∈F⋆

p

ϵz1(Tr(yx
d+1)−λ)

p + 1


= p2m−1 + 1

p

∑
z1∈F⋆

p

ϵ−λz1
p σz1

∑
x∈Fq

∑
y∈Fq

ϵTr(yx
d+1)

p


= p2m−1 + 1

p

∑
z1∈F⋆

p

ϵ−λz1
p σz1

pm +
∑
x∈F⋆

q

∑
y∈Fq

ϵTr(yx
d+1)

p


= p2m−1 + pm−1

∑
z1∈F⋆

p

ϵ−λz1
p .

The proof is complete from Lemma 1.

Lemma 11. Let Nλ(a, b, c) be the set in (4) for (a, b, c) ∈ Fpm ×Fpm ×Fp \{(0, 0, c)}.
Then we have the following results. If λ = 0, then

#N0(a, b, c) =



p2m−2 + (p− 1)pm−1, if a = 0 ∧ b ̸= 0 ∧ c = 0,
or a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) ̸= 0,

p2m−2, if a = 0 ∧ b ̸= 0 ∧ c ̸= 0,
or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) ̸= 0,

p2m−2 + 2(p− 1)pm−1, if a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) = 0
p2m−2 − pm−1, if a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) = 0.

(7)
If λ ̸= 0, then

#Nλ(a, b, c) =



p2m−2 − pm−1, if a = 0 ∧ b ̸= 0 ∧ c = 0,
or a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) = 0
or a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) ̸= 0 ∧ k ∈ NSQ
or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) ̸= 0 ∧ k ∈ NSQ

p2m−2, if a = 0 ∧ b ̸= 0 ∧ c ̸= 0,
or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) = 0

p2m−2 + pm−1, if a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) ̸= 0 ∧ k ∈ SQ
or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) ̸= 0 ∧ k ∈ SQ,

(8)
where k = c2 − 4λTr(ab).
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Proof. From the definition of the set, we have the following

#N(a, b, c) =
∑
x∈Fq

∑
y∈Fq

p−1
∑

z1∈Fp

ϵz1(Tr(x
d+1y)−λ)

p

p−1
∑

z2∈Fp

ϵz2(Tr(ayx
d+bx)+c)

p


= p−2

∑
z1,z2∈Fp

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)+z2(Tr(ax

dy+bx)+c)
p


= p2m−2 + p−2

∑
z1∈F⋆

p

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)+0(Tr(axdy+bx)+c)

p


+p−2

∑
z2∈F⋆

p

 ∑
x,y∈Fq

ϵ0(Tr(yx
d+1)−λ)+z2(Tr(ax

dy+bx)+c)
p


+p−2

∑
z1,z2∈F⋆

p

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)+z2(Tr(ax

dy+bx)+c)
p


= p2m−2 + 1

p2 (Ω0 +Ω1 +Ω2)

where

Ω0 =
∑

z1∈F⋆
p

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)

p


Ω1 =

∑
z2∈F⋆

p

 ∑
x,y∈Fq

ϵz2(Tr(ax
dy+bx)+c)

p


Ω2 =

∑
z1,z2∈F⋆

p

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)+z2(Tr(ax

dy+bx)+c)
p

 .

We now calculate these statements for each case. It is easy to verify that

Ω0 =
∑

z1∈F⋆
p

ϵ−λz1
p

 ∑
x,y∈Fq

ϵz1Tr(yx
d+1)

p


=

∑
z1∈F⋆

p

ϵ−λz1
p

∑
x∈F⋆

q

∑
y∈Fq

ϵTr(z1yx
d+1)

p + pm


= pm

∑
z1∈F⋆

p

ϵ−λz1
p =

{
(p− 1)pm, if λ = 0,
−pm, if λ ̸= 0.

(9)

There are two cases for Ω1. When a = 0 ∧ b ̸= 0 ∧ c ∈ Fp, we have

Ω1 =
∑

z2∈F⋆
p

 ∑
x,y∈Fq

ϵz2(Tr(bx)+c)
p

 =
∑

z2∈F⋆
p

ϵz2cp

∑
y∈Fq

∑
x∈Fq

ϵTr(z2bx)p

 = 0
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When a ̸= 0 ∧ b ∈ Fq ∧ c ∈ Fp, we have

Ω1 =
∑

z2∈F⋆
p

 ∑
x,y∈Fq

ϵz2(Tr(ax
dy+bx)+c)

p


=

∑
z2∈F⋆

p

ϵz2cp

∑
x∈F⋆

q

∑
y∈Fq

ϵz2Tr(ax
dy+bx)

p + pm


= pm

∑
z2∈F⋆

p

ϵz2cp +
∑

z2∈F⋆
p

ϵz2cp

∑
x∈F⋆

q

∑
y∈Fq

ϵz2Tr(ax
dy+bx)

p


= pm

∑
z2∈F⋆

p

ϵz2cp +
∑

z2∈F⋆
p

ϵz2cp

∑
x∈F⋆

q

ϵTr(z2bx)p

∑
y∈Fq

ϵTr(z2ax
dy)

p


=

{
(p− 1)pm, if c = 0,
−pm, if c ̸= 0.

To calculate Ω2, we first verify the following equation

Ω2 =
∑

z1,z2∈F⋆
p

 ∑
x,y∈Fq

ϵz1(Tr(yx
d+1)−λ)+z2(Tr(ayx

d+bx)+c)
p


=

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p

 ∑
x,y∈Fq

ϵTr(z1yx
d+1)+Tr(z2ayx

d+z2bx)
p


=

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p

∑
x∈Fq

ϵTr(z2bx)p

∑
y∈Fq

ϵTr(z1yx
d+1+z2ayx

d)
p


= pm

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p +

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p

∑
x∈F⋆

q

ϵTr(z2bx)p

∑
y∈Fq

ϵTr(z1yx
d+1+z2ayx

d)
p

 .

There are four cases for Ω2. Case 1: when a = 0 ∧ b ̸= 0 ∧ c ̸= 0, we have

Ω2 = pm
∑

z1∈F⋆
p

ϵ−λz1
p

∑
z2∈F⋆

p

ϵcz2p +
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p

∑
x∈F⋆

q

ϵTr(z2bx)p

∑
y∈Fq

ϵTr(z1yx
d+1)

p


=

{
−(p− 1)pm, if λ = 0,
pm, if λ ̸= 0.
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Case 2: when a = 0 ∧ b ̸= 0 ∧ c = 0, we have

Ω2 = pm
∑

z2∈F⋆
p

∑
z1∈F⋆

p

ϵ−λz1
p +

∑
z1∈F⋆

p

ϵ−λz1
p

∑
z2∈F⋆

p

∑
x∈F⋆

q

ϵTr(z2bx)p

∑
y∈Fq

ϵTr(z1yx
d+1)

p


=

{
(p− 1)2pm, if λ = 0,
−(p− 1)pm, if λ ̸= 0.

Case 3: when a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0, we have

Ω2 = pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p +

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p

∑
x∈F⋆

q

ϵTr(z2bx)p

∑
y∈Fq

ϵTr((z1x+z2a)yx
d)

p


= pm

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p +

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p

∑
z1x+z2a=0

ϵTr(z2bx)p pm

= pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p + pm

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p ϵ

−z−1
1 z2

2Tr(ab)
p .

(10)
If Tr(ab) = 0, then

Ω2 = 2pm
∑

z1∈F⋆
p

ϵ−λz1
p

∑
z2∈F⋆

p

ϵcz2p =

{
−2(p− 1)pm, if λ = 0,
2pm, if λ ̸= 0.

If Tr(ab) ̸= 0, then

Ω2 = pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p + pm

∑
z1,z2∈F⋆

p

ϵcz2−λz1
p ϵ

−z−1
1 z2

2Tr(ab)
p

= pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p + pm

∑
z1∈F⋆

p

ϵ−λz1
p

∑
z2∈F⋆

p

ϵ
−z−1

1 Tr(ab)z2
2+cz2

p

= pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p + pm

∑
z1∈F⋆

p

ϵ−λz1
p

(
η1(−Tr(ab)z−1

1 )G1ϵ
z1c

2(4Tr(ab))−1

p − 1
)

= pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p − pm

∑
z1∈F⋆

p

ϵ−λz1
p + pmG1η1(−1)

∑
z1∈F⋆

p

η1

(
z1

4Tr(ab)

)
ϵz1c

2(4Tr(ab))−1−λz1
p

= pm
∑

z1,z2∈F⋆
p

ϵcz2−λz1
p − pm

∑
z1∈F⋆

p

ϵ−λz1
p + pmG1η1(−1)

∑
z1∈F⋆

p

η1

(
z1

4Tr(ab)

)
ϵ

z1
4Tr(ab) (c

2−4λTr(ab))
p

=


(2− p)pm, if λ = 0,
2pm, if λ ̸= 0 and c2 − 4λTr(ab) = 0,
(2 + p)pm, if λ ̸= 0 and c2 − 4λTr(ab) ∈ SQ,
(2− p)pm, if λ ̸= 0 and c2 − 4λTr(ab) ∈ NSQ.

(11)
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Case 4: when a ̸= 0 ∧ b ∈ Fq ∧ c = 0, we have the following two cases.
If Tr(ab) = 0, then from (10) we have

Ω2 = 2pm
∑

z1∈F⋆
p

ϵ−λz1
p =

{
2(p− 1)2pm, if λ = 0,
−2(p− 1)pm, if λ ̸= 0.

If Tr(ab) ̸= 0, then the results are deduced from (11) and Lemma 1.

Ω2 = pm
∑

z1,z2∈F⋆
p

ϵ−λz1
p − pm

∑
z1∈F⋆

p

ϵ−λz1
p + pmG1η1(−1)

∑
z1∈F⋆

p

η1

(
z1

4Tr(ab)

)
ϵ

z1
4Tr(ab)

(−4λTr(ab))
p

=

 (p− 2)(p− 1)pm, if λ = 0,
2pm, if λ ̸= 0 and − 4λTr(ab) ∈ SQ.
−2(p− 1)pm, if λ ̸= 0 and − 4λTr(ab) ∈ NSQ.

Hence, the desired results are derived from #N(a, b, c) = p2m−2 + 1
p2 (Ω0 +Ω1 +Ω2)

for each case. This completes the proof.

The following lemma is used to find the weight distributions in codes.
Lemma 12. For t ∈ Fp, define the set

S =
{
(a, b) ∈ F⋆

pm × Fpm | Tr(ab) = t
}
.

Then, #S = pm−1(pm − 1).

We collect the parameters of the code CD0
in the following theorem.

Theorem 1. Let m be an integer with m ≥ 2. For λ = 0, let D0 be the set defined in
(2). Let CD0

be a linear code over Fp defined in (3). Then, the code CD0
has parameters

[p2m−1+(p−1)pm−1, 2m+1, (p−1)(p2m−2−pm−1)]p with the Hamming weights listed
in Table 1. Besides, the code CD0

is five-weight self-orthogonal code over Fp. The dual

code CD0

⊥
has parameters [p2m−1 + (p− 1)pm−1, p2m−1 + (p− 1)pm−1 − 2m− 1, 2]p.

Table 1 The Hamming weights in CD0
, where

A = (p− 1)(pm − 1)pm−1

Hamming weight w Multiplicity Aw

0 1
p2m−1 + (p− 1)pm−1 (p− 1)

(p− 1)p2m−2 pm − 1 +A
(p− 1)(p2m−2 + pm−1) (p− 1)(pm − 1 +A)
(p− 1)(p2m−2 − pm−1) (pm − 1)pm−1

(p− 1)p2m−2 + pm A

12



Proof. From the definition of the code CD0 , its length is the size of its defining set D0

and the Hamming weight of each codeword c(a,b,c) in CD0 is

wt(c(a,b,c)) = n−#N0(a, b, c). (12)

Thus, the length follows from Lemma 10, and every Hamming weight follows from
Lemmas 10 and 11. Explicitly, the Hamming weights wt(c(a,b,c)) are given as



p2m−1 + (p− 1)pm−1, if a = 0 ∧ b = 0 ∧ c ̸= 0,
p2m−1 − p2m−2, if a = 0 ∧ b ̸= 0 ∧ c = 0,

or a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) ̸= 0,
p2m−1 − p2m−2 + (p− 1)pm−1, if a = 0 ∧ b ̸= 0 ∧ c ̸= 0,

or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) ̸= 0,
p2m−1 − p2m−2 − (p− 1)pm−1, if a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) = 0
p2m−1 − p2m−2 + pm, if a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) = 0.

The weight distribution of each Hamming weight can be determined with the help of
Lemma 12. Besides, since the vector 1 ∈ CD0

and the code CD0
is p-divisible for m ≥ 2,

it is self-orthogonal code due to Lemma 7. From the second Pless power moment, one
can easily observe that A⊥

2 > 0, which approves that the dual distance d⊥ = 2. This
completes the proof.

We collect the parameters of the code CDλ
in the following theorem.

Theorem 2. Let m be an integer with m ≥ 2. For λ ∈ F⋆
p, let Dλ be the set defined in

(2). Let CDλ
be a linear code over Fp defined in (3). Then, the code CDλ

has parameters
[p2m−1 − pm−1, 2m + 1, (p − 1)p2m−2 − 2pm−1]p with the Hamming weights listed in
Table 2. Moreover, the code CDλ

is four-weight self-orthogonal code over Fp. The dual

code CDλ

⊥
has parameters [p2m−1 − pm−1, p2m−1 − pm−1 − 2m− 1, 2]p.

Table 2 The Hamming weights in CDλ

Hamming weight w Multiplicity Aw

0 1
p2m−1 − pm−1 (p− 1)

(p− 1)p2m−2 (pm − 1)(1 + pm−1 + pm( p−1
2

))

(p− 1)p2m−2 − pm−1 (pm − 1)(p− 1)(1 + pm−1)

(p− 1)p2m−2 − 2pm−1 pm(pm − 1)( p−1
2

)

Proof. From the definition of the code CDλ
, its length is the size of its defining set Dλ

and the Hamming weight of each codeword c(a,b,c) in CDλ
is

wt(c(a,b,c)) = n−#Nλ(a, b, c).

Thus, the length follows from Lemma 10, and every Hamming weight follows from
Lemmas 10 and 11. Explicitly, the Hamming weights wt(c(a,b,c)) are given as

13





p2m−1 − pm−1, if a = 0 ∧ b = 0 ∧ c ̸= 0,
(p− 1)p2m−2, if a = 0 ∧ b ̸= 0 ∧ c = 0,

or a ̸= 0 ∧ b ∈ Fq ∧ c = 0 ∧ Tr(ab) = 0
or a ̸= 0 ∧ b ∈ Fq ∧ c ∈ Fp ∧ Tr(ab) ̸= 0 ∧ k ∈ NSQ

(p− 1)p2m−2 − pm−1, if a = 0 ∧ b ̸= 0 ∧ c ̸= 0,
or a ̸= 0 ∧ b ∈ Fq ∧ c ̸= 0 ∧ Tr(ab) = 0

(p− 1)p2m−2 − 2pm−1, if a ̸= 0 ∧ b ∈ Fq ∧ c ∈ Fp ∧ Tr(ab) ̸= 0 ∧ k ∈ SQ

where k = c2 − 4λTr(ab). The weight distribution of each Hamming weight can be
determined with the help of Lemma 12. Besides, since the vector 1 ∈ CDλ

and the
code CDλ

is p-divisible for m ≥ 2, it is self-orthogonal code due to Lemma 7. From
the second Pless power moment, one can easily observe that A⊥

2 > 0, which approves
that the dual distance d⊥ = 2. The proof is complete.

4 Constructions of self-orthogonal codes from the
first generic construction

In this section, we construct new classes of self-orthogonal codes and LCD codes over
the odd characteristic finite fields in the first generic construction method.

4.1 On the first generic construction of linear codes from
functions

In this subsection, we review the first generic construction method for linear codes
involving special functions.

The first generic construction is obtained by considering a code C(h) over Fp

involving a mapping h from Fq to Fq (where q = pt) defined by

C(h) := {c̃ = (Trqp(ah(x) + bx))x∈F∗
q
: a, b ∈ Fq}.

The code C(h) from h is a linear code of length (q − 1) and its dimension is upper
bounded by 2t. For any a, b ∈ Fqm , we define a function

fa,b : Fqm −→ Fq

x 7−→ fa,b(x) := Trq
m

q (aΨ(x)− bx),

where Ψ is a mapping from Fqm to Fqm such that Ψ(0) = 0. Then a linear code CΨ
over Fq is defined as

CΨ := {c(a,b) = (fa,b(ζ1), fa,b(ζ2), . . . , fa,b(ζqm−1)) : a, b ∈ Fqm},

where ζ1, . . . , ζqm−1 are the elements of F⋆
qm and c(a,b) denotes a codeword of CΨ. The

linear code CΨ of length qm − 1 is an (2m)-dimensional subspace of Fm
q over Fq, and

14



denoted by [qm − 1, 2m]q. To get a subclass of the class of the linear code CΨ, one can
assume that t = 1 and a ∈ Fp. Let

f(x) = Trp
m

p (Ψ(x)) (13)

be a p-ary function such that Ψ : Fpm → Fpm is a mapping with Ψ(0) = 0. From now
on, let f : Fpm → Fp be a p-ary function with f(0) = 0. Define a subcode C∗

f of the
code CΨ as follows:

C∗
f = {c(a,b) =

(
af(x)− Trp

m

p (bx)
)
x∈F⋆

pm

: a ∈ Fp and b ∈ Fpm}. (14)

The linear code C∗
f of length pm−1 is an (m+1)-dimensional subspace of Fm

p over Fp,
and denoted by [pm − 1,m+ 1]p. Moreover, for f(0) ̸= 0, one can define an extended
code Cf of the code C∗

f

Cf = {c(a,b) =
(
af(x)− Trp

m

p (bx)
)
x∈Fpm

: a ∈ Fp and b ∈ Fpm}. (15)

The linear code Cf of length pm is an (m + 1)-dimensional subspace of Fm
p over Fp,

and denoted by [pm,m+ 1]p. The augmented code of the code Cf is defined as

Cf = {c(a,b,c) =
(
af(x)− Trp

m

p (bx) + c
)
x∈Fpm

: a ∈ Fp, b ∈ Fpm , c ∈ Fp}. (16)

The length of the augmented code Cf is the same as that of the original code Cf . Note
that the augmented code Cf has larger dimension than that of Cf since 1 /∈ Cf . Thus,
the augmented code Cf is (m + 2)-dimensional subspace of Fm

p over Fp and denoted
by [pm,m+ 2]p.

The code C∗
f defined in (14) has been studied in [12] and [15] for weakly regular

bent and plateaued function f , respectively. Very recently, the augmented code Cf
defined in (16) has been studied in [14] for weakly regular bent function f . In this
paper, we study the augmented code Cf for weakly regular plateaued functions and
construct self-orthogonal codes, LCD codes and LRC codes.

The Hamming weights in C∗
f are presented in [12, 15] in the following propositions.

Proposition 1. [12] Let C∗
f be the code defined in (14). For a ∈ Fp and b ∈ Fpm , the

codewords c(a,b) ∈ C∗
f have the following Hamming weights.

• If a = 0, we have wt(c̃0,0) = 0 and wt(c̃0,b) = pm − pm−1 for all b ∈ F⋆
pm .

• If a ∈ F⋆
p and b ∈ Fpm , we have

wt(c(a,b)) = pm − pm−1 − 1

p

∑
ω∈F⋆

p

σω

(
σa(Wf (a

−1b))
)
, (17)

where σa is the automorphism of the cyclotomic field Q(ξp) for a ∈ F⋆
p.
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The following proposition calculates the Hamming weights in (17) for a weakly
regular plateaued (and also bent) function f .
Proposition 2. [15] Let f be weakly regular s-plateaued with f(0) = 0 for 0 ≤ s ≤
m− 2. Let ϵf = ±1 be the sign of Wf and f⋆ be a p-ary function of Wf over Sf . Let
C∗
f be defined in (14). For a ∈ F⋆

p and b ∈ Fpm ,

• if a−1b /∈ Sf , then we get wt(c(a,b)) = pm − pm−1,
• if a−1b ∈ Sf , when m+ s is even,

wt(c(a,b)) =

{
pm − pm−1 − ϵf

(p−1)
p

√
p∗

m+s
, if f⋆(a−1b) = 0,

pm − pm−1 + ϵf
1
p

√
p∗

m+s
, if f⋆(a−1b) ∈ F⋆

p,

when m+ s is odd,

wt(c(a,b)) =


pm − pm−1, if f⋆(a−1b) = 0,

pm − pm−1 − ϵf
1
p

√
p∗

m+s+1
, if f⋆(a−1b) ∈ SQ,

pm − pm−1 + ϵf
1
p

√
p∗

m+s+1
, if f⋆(a−1b) ∈ NSQ.

4.2 Construction of self-orthogonal codes

In this subsection, we deal with the augmented code Cf for weakly regular plateaued
functions and propose self-orthogonal codes.

We first need the following lemma to find Hamming weights in the augmented code.
Lemma 13. Let f : Fpm → Fp be an s-plateaued function. For a ∈ Fp, b ∈ Fpm ,
c ∈ F⋆

p, define

Nf (a, b, c) := #{x ∈ Fpm : af(x)− Trp
m

p (bx) + c = 0}.

• When a = 0, we have Nf (0, 0, c) = 0 and Nf (0, b, c) = pm−1 for every b ∈ F⋆
pm .

• When a ̸= 0, we have Nf (a, b, c) = pm−1 for every a−1b ∈ Fpm \ Sf , and for every
a−1b ∈ Sf ,

– if m+ s is even,

Nf (a, b, c) =

{
pm−1 + ϵf

(p−1)
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 = 0,

pm−1 − ϵf
1
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 ̸= 0

– if m+ s is odd,

Nf (a, b, c) =


pm−1, if f⋆(a−1b) + ca−1 = 0,

pm−1 + ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = 1,

pm−1 − ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = −1.
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Proof. For a ∈ Fp, b ∈ Fpm and c ∈ F⋆
p, by the definition of Nf (a, b, c), we have

Nf (a, b, c) = 1
p

∑
y∈Fp

∑
x∈Fpm

ξ
y(af(x)−Trp

m

p (bx)+c)
p

= pm−1 + 1
p

∑
y∈F⋆

p

ξycp
∑

x∈Fpm

ξ
y(af(x)−Trp

m

p (bx))
p .

We consider the following cases: For a = 0, we have by Lemma 1 (ii)

Nf (a, b, c) = pm−1 + 1
p

∑
y∈F⋆

p

ξycp
∑

x∈Fpm

ξ
−Trp

m

p (ybx)
p =

{
pm−1, if b ̸= 0,
0, if b = 0.

For a ̸= 0, we have

Nf (a, b, c) = pm−1 + 1
p

∑
y∈F⋆

p

ξycp
∑

x∈Fpm

ξ
ya(f(x)−Trp

m

p (a−1bx))
p

= pm−1 + 1
p

∑
y∈F⋆

p

ξycp σya(Wf (a
−1b))

= pm−1 + 1
p

∑
y∈F⋆

p

ξyca
−1

p σy(Wf (a
−1b)),

where σy is the automorphism of Q(ξp) defined as σy(ξp) = ξyp . Since f is weakly
regular plateaued function, we have the following two cases:

• If a−1b /∈ Sf , then Nf (a, b, c) = pm−1.
• If a−1b ∈ Sf , since

σy(Wf (a
−1b)) = σy(ϵf

√
p∗

m+s
ξf

⋆(b)
p ) = ϵfη

m+s
0 (y)

√
p∗

m+s
ξyf

⋆(a−1b)
p ,

we have

Nf (a, b, c) = pm−1 + 1
p

∑
y∈F⋆

p

ξyca
−1

p σy(Wf (a
−1b))

= pm−1 + 1
p

∑
y∈F⋆

p

ξyca
−1

p ϵfη
m+s
0 (y)

√
p∗

m+s
ξyf

⋆(a−1b)
p

= pm−1 + ϵf
√
p∗

m+s 1
p

∑
y∈F⋆

p

ηm+s
0 (y)ξy(f

⋆(a−1b)+ca−1)
p .

We deal with it for m+ s even and odd.

– When m+ s is even, by Lemma 1 (ii),

Nf (a, b, c) =

{
pm−1 + ϵf

(p−1)
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 = 0,

pm−1 − ϵf
1
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 ̸= 0.
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– When m+ s is odd, by Lemma 1 (i) and (iii),

Nf (a, b, c) = pm−1 + ϵf
√
p∗

m+s 1
p

∑
y∈F⋆

p

η0(y)ξ
y(f⋆(a−1b)+ca−1)
p

=


pm−1, if f⋆(a−1b) + ca−1 = 0,

pm−1 + ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = 1,

pm−1 − ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = −1.

Hence, the proof is complete.

Remark 1. In the construction of (16), when c = 0, the augmented code Cf cor-
responds to the extension code Cf in (15) of the original code C∗

f in (14). Since the
Hamming weights in Cf are the same as the Hamming weights in C∗

f , then the Ham-

ming weights wt(c(a,b,0)) in the augmented code Cf are the same as the Hamming
weights wt(c(a,b)) in C∗

f when c = 0.

We collect the parameters of the augmented code Cf in the following theorem.
Theorem 3. Let m+ s be an integer with 0 ≤ s ≤ m−2. Let f be a weakly regular p-
ary s-plateaued function with f(0) = 0. Let Cf defined in (16) be a linear [pm,m+2]p
code over Fp. Then, the Cf is a four-weight self-orthogonal code with the Hamming
weights listed in Tables 3 and 4 when m+ s is even and odd, respectively.

Table 3 The Hamming weights in Cf when m+ s is even

Hamming weight w Multiplicity Aw

0 1
pm p− 1

(p− 1)pm−1 p(pm − 1 + (p− 1)(pm − pm−s))

(p− 1)(pm−1 − ϵf
1
p

√
p∗ m+s

) (p− 1)pm−s

(p− 1)pm−1 + ϵf
1
p

√
p∗ m+s

(p− 1)2pm−s

Table 4 The Hamming weights in Cf when m+ s is odd

Hamming weight w Multiplicity Aw

0 1
pm p− 1

(p− 1)pm−1 2pm+1 − pm − p

(p− 1)pm−1 − ϵf
1
p

√
p∗ m+s+1 1

2
(p− 1)2pm

(p− 1)pm−1 + ϵf
1
p

√
p∗ m+s+1 1

2
(p− 1)2pm

Proof. We first consider the case c = 0. By Remark 1, when c = 0, the Hamming
weights wt(c(a,b,0)) follow from Propositions 1 and 2. For c(a,b,0) ∈ Cf , we have the
following cases:

• When a = 0, we have wt(c̃(0,0,0)) = 0 and wt(c̃(0,b,0)) = pm − pm−1 for all b ∈ F⋆
pm .

• When a ∈ F⋆
p and b ∈ Fpm , we have

– if a−1b /∈ Sf , then we get wt(c(a,b,0)) = pm − pm−1,
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– if a−1b ∈ Sf , then for m+ s even,

wt(c(a,b,0)) =

{
pm − pm−1 − ϵf

(p−1)
p

√
p∗

m+s
, if f⋆(a−1b) = 0,

pm − pm−1 + ϵf
1
p

√
p∗

m+s
, if f⋆(a−1b) ∈ F⋆

p,

for m+ s odd,

wt(c(a,b,0)) =


pm − pm−1, if f⋆(a−1b) = 0,

pm − pm−1 − ϵf
1
p

√
p∗

m+s+1
, if f⋆(a−1b) ∈ SQ,

pm − pm−1 + ϵf
1
p

√
p∗

m+s+1
, if f⋆(a−1b) ∈ NSQ.

We now compute the Hamming weights of c(a,b,c) when c ̸= 0. The Hamming weights
wt(c(a,b,c)) = pm −Nf (a, b, c) follow from Lemma 13 as follows:

• wt(c(0,0,c)) = pm −Nf (0, 0, c) = pm for every c ∈ F⋆
p.

• wt(c(0,b,c)) = pm −Nf (0, b, c) = pm − pm−1 for every b ∈ F⋆
pm and c ∈ F⋆

p.
• When a, c ∈ F⋆

p, wt(c(a,b,c)) = pm −Nf (a, b, c) = pm − pm−1 ∀a−1b ∈ Fpm \ Sf , and
for every a−1b ∈ Sf ,

– for m+ s even,

wt(c(a,b,c)) =

{
pm − pm−1 − ϵf

(p−1)
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 = 0,

pm − pm−1 + ϵf
1
p

√
p∗

m+s
, if f⋆(a−1b) + ca−1 ̸= 0

– for m+ s odd,

wt(c(a,b,c)) =


pm − pm−1, if f⋆(a−1b) + ca−1 = 0,

pm − pm−1 − ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = 1,

pm − pm−1 + ϵf
1
p

√
p∗

m+s+1
, if η0(f

⋆(a−1b) + ca−1) = −1.

From the above results, we can list below the Hamming weights under the corre-
sponding conditions. the Hamming weights wt(c(a,b,c)) are given as for even m +
s

0, if a = b = c = 0,
w1 = pm, if a = b = 0, c ∈ F⋆

p,
w2 = pm − pm−1, if a = 0, b ∈ F⋆

pm or a ∈ F⋆
p, a

−1b /∈ Sf ,

w3 = pm − pm−1 − ϵf
(p−1)

p

√
p∗

m+s
, if a ∈ F⋆

p, a
−1b ∈ Sf , f

⋆(a−1b) + ca−1 = 0,

w4 = pm − pm−1 + ϵf
1
p

√
p∗

m+s
, if a ∈ F⋆

p, a
−1b ∈ Sf , f

⋆(a−1b) + ca−1 ̸= 0,
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for odd m+ s,

0, if a = b = c = 0,
w1 = pm, if a = b = 0, c ∈ F⋆

p,
w2 = pm − pm−1, if a = 0, b ∈ F⋆

pm or a ∈ F⋆
p, a

−1b /∈ Sf

or a ∈ F⋆
p, a

−1b ∈ Sf , f
⋆(a−1b) + ca−1 = 0,

w3 = pm − pm−1 − ϵf
1
p

√
p∗

m+s+1
, if a ∈ F⋆

p, a
−1b ∈ Sf , η0(f

⋆(a−1b) + ca−1) = 1,

w4 = pm − pm−1 + ϵf
1
p

√
p∗

m+s+1
, if a ∈ F⋆

p, a
−1b ∈ Sf , η0(f

⋆(a−1b) + ca−1) = −1.

We determine the weight distribution of each codeword. Let Awi
be the weight

distribution of the Hamming weight wi, for 1 ≤ i ≤ 4. When m+ s is even.

• It is clear that Aw1
= p− 1.

• By Lemma 3, we have Aw2
= p(pm − 1) + p(p− 1)(pm − pm−s).

• Define Aw3
= #{(a, b, c) ∈ F⋆

p ×Sf ×Fp : f⋆(a−1b) + ca−1 = 0}. For fixed a and b,
the equation −af⋆(a−1b) = c has the unique solution. Then, Aw3

= (p− 1)pm−s.
• Define Aw4

= #{(a, b, c) ∈ F⋆
p × Sf × Fp : f⋆(a−1b) + ca−1 ̸= 0}. Then, Aw4

=
(p− 1)pm−sp−Aw3

= (p− 1)pm−s+1 − (p− 1)pm−s = (p− 1)2pm−s.

When m+ s is odd.

• It is clear that Aw1
= p− 1.

• By Lemma 2, we have Aw2
= p(pm − 1) + (p − 1)(pm − pm−s) + (p − 1)pm−s =

p(pm − 1) + (p− 1)pm = 2pm+1 − pm − p.
• Aw3

= #{(a, b, c) ∈ F⋆
p × Fpm × Fp : f⋆(a−1b) + ca−1 ∈ SQ} = 1

2 (p− 1)2pm.
• Aw4

= #{(a, b, c) ∈ F⋆
p × Fpm × Fp : f⋆(a−1b) + ca−1 ∈ NSQ} = 1

2 (p− 1)2pm.

This completes the proof.

Corollary 1. Let Cf be the code proposed in Theorem 3. Then, the code Cf is self-
orthogonal code over Fp when m + s ≥ 4 and m + s ≥ 3 for even and odd cases,
respectively.

Proof. Since the vector 1 ∈ Cf and Cf is p-divisible for each case, then the augmented
code Cf is self-orthogonal due to Lemma 7.

Remark 2. Let Cf be a linear [pm,m+ 2, d]p code in Theorem 3.

• When m+ s is even, d = (p− 1)(pm−1 − p
m+s−2

2 ) if ϵf (η0(−1))
m+s

2 = 1; otherwise,

d = pm − pm−1 − p
m+s−2

2 .
• When m+ s is odd, d = pm − pm−1 − p

m+s−1
2 .

4.3 Construction of LCD codes

In this section, we observe that the constructed self-orthogonal code Cf is the (opti-
mally) extendable code, and new families of LCD codes are constructed from the codes
Cf .
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Let f : Fpm → Fp be a weakly regular p-ary s-plateaued function with f(0) = 0.
Let Cf be a linear [pm,m + 2]p code over Fp defined in (16). Let F∗

pm = ⟨β⟩. Let
D = {d1, d2, ..., dn} be a defining set. The generator matrix G of the code Cf is given
by

G =



1 1 . . . 1
f(d1) f(d2) . . . f(dn)

Trp
m

p (β0d1) Trp
m

p (β0d2) . . . Trp
m

p (β0dn)

Trp
m

p (β1d1) Trp
m

p (β1d2) . . . Trp
m

p (β1dn)
. . .
. . .
. . .

Trp
m

p (βm−1d1) Trp
m

p (βm−1d2) . . . Trp
m

p (βm−1dn)


(18)

By an elementary row transformation on G, one can obtain the following generator
matrix G2 of Cf :

G2 =



1 1 . . . 1
f(d1) + 1 f(d2) + 1 . . . f(dn) + 1

Trp
m

p (β0d1) Trp
m

p (β0d2) . . . Trp
m

p (β0dn)

Trp
m

p (β1d1) Trp
m

p (β1d2) . . . Trp
m

p (β1dn)
. . .
. . .
. . .

Trp
m

p (βm−1d1) Trp
m

p (βm−1d2) . . . Trp
m

p (βm−1dn)


(19)

Let Cf
′
be the linear code with generator matrix G′

2 = [I(m+2,m+2) : G2]. Since the

code Cf is self-orthogonal in Theorem 3, the code Cf
′
is an LCD code due to Lemma 8.

The following propositions derive the parameters of the LCD code Cf
′
and its dual

code Cf
′⊥
.

Proposition 3. Let m + s be an even integer with 0 ≤ s ≤ m − 2. Let Cf be the
code given in Theorem 3 with the generator matrix G2 in (19). Then, a matrix G′

2

generates an LCD code Cf
′
with the parameters [pm +m+ 2,m+ 2, d]p for

• d = pm − pm−1 − (p− 1)p
m+s−2

2 + 2 when ϵf (η0(−1))
m+s

2 = 1,

• d = pm − pm−1 − p
m+s−2

2 + 1 when ϵf (η0(−1))
m+s

2 = −1.

Moreover, the dual code Cf
′⊥

has parameters [pm +m+ 2, pm, 3].

Proposition 4. Let m+ s be an odd integer with 0 ≤ s ≤ m− 2. Let Cf be the code
given in Theorem 3 with the generator matrix G2 in (19). Then, a matrix G′

2 generates

an LCD code Cf
′
with the parameters [pm +m+ 2,m+ 2, d]p for

• d = pm − pm−1 − p
m+s−1

2 + 1 when ϵf (η0(−1))
m+s+1

2 = 1,

• d = pm − pm−1 − p
m+s−1

2 + 2 when ϵf (η0(−1))
m+s+1

2 = −1.

Moreover, the dual code Cf
′⊥

has parameters [pm +m+ 2, pm, 3].
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5 Conclusion and Future Work

This paper is based on the recent papers [16, 21]. Motivated by the paper [16], we
propose the augmented code construction method for the linear code construction
methods introduced in [21] and [12]. In Section 3, we propose the augmented code
of the code proposed in [22] based on the defining set. We obtain new families of
four-weight and five-weight self-orthogonal codes from the trace function over the
odd characteristic finite fields. Moreover, we determine all parameters of the obtained
codes and their dual codes. In Section 4, we propose the augmented code of the code
proposed in [12]. We obtain new families of four-weight self-orthogonal codes from
weakly regular plateaued functions over the odd characteristic finite fields. Moreover,
we determine all parameters of the obtained codes and their dual codes. Finally, we
employ the constructed p-ary self-orthogonal codes to construct p-ary LCD codes.

We are currently working on the locality and optimality of the constructed self-
orthogonal codes. We hope some constructed codes are locally recoverable codes under
certain conditions. Moreover, we estimate that they are (almost) optimally extendable
linear codes under certain conditions due to Griesmer bound.
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