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Abstract. The analytical perspective employed in the study classifies
the theoretical research on dependencies in differential characteristics
into two types. By categorising all dependence representations from the
value restrictions and the theory of quasidifferential trails, we pinpoint a
specific set of nonlinear constraints, which we term linearised nonlinear
constraints. We aim to establish a method that utilises value restrictions
to identify these constraints, as the current method based on value re-
strictions is found to be lacking in this area. A linearisation method for
searching linearised nonlinear constraints for a given differential charac-
teristic is developed by leveraging linear dependencies between inputs
and outputs of active S-boxes. Then, we propose a three-stage evalu-
ation approach to more accurately evaluate differential characteristics
with linearised nonlinear constraints. Four differential characteristics of
GIFT-64 are analysed using the three-stage evaluation approach, and the
exact right key spaces and remaining probabilities are given. According
to our results, the right key spaces of the four differential characteris-
tics do not cover the entire key space, and the remaining probabilities
are not equivalent to the stated probabilities. Concerning GIFT-128, we
find six differential characteristics subject to linearised nonlinear con-
straints. Besides, inconsistencies are detected in the linear and linearised
nonlinear constraints in the characteristics of two differentials employed
to initiate the most effective differential attack on GIFT-128. Based on
these results, we strongly advise reassessing the differential attacks that
rely on these distinguishers. An additional advantage of using the lineari-
sation method and the three-stage evaluation approach is their ability
to identify linear and nonlinear constraints in ciphers that utilise the
Generalised Feistel Network (GFN). It leads to the first instantiations of
linear and nonlinear constraints in the GFN cipher WARP.

Keywords: Differential cryptanalysis · Differential characteristic · De-
pendency · Linearisation.



1 Introduction

In modern cryptography, differential cryptanalysis is a critical cryptanalytic
method initially introduced by Biham and Shamir [8]. In order to facilitate the
analysis, it was assumed that all round keys generated by the master key are
independent. One can determine the probability of an r-round differential char-
acteristic by multiplying the probabilities of r 1-round differential characteristics.
Later, this assumption is incorporated into the Markov cipher theory [23], which
serves as a foundational theory for differential cryptanalysis. The target cipher
in the differential attack is typically assumed to be a Markov cipher in nearly
all later research on differential cryptanalysis.

According to our knowledge, Daemen and Rijmen conducted the initial in-
vestigation on the probabilities of the differential characteristic over fixed-keys
[17]. They showed that the probability of a differential characteristic over vari-
ous fixed-keys varied and adhered to a specific distribution for key-alternating
ciphers. At nearly the same time, they [16] introduced the concept of plateau
characteristics, which are differential characteristics with a probability of either
zero or a nonzero constant when the key is fixed at varying values. Their research
demonstrates that the probability of the differential characteristic is strongly
linked to the key value employed in the cipher. Assuming the independence of
round keys can result in errors in cryptanalysis. Consequently, this led to the
development of studies on the dependencies in differential characteristics.

The analytical perspective employed in the study can determine the clas-
sification of theoretical research on dependencies in differential characteristics.
Most previous research [16,27,12,43,26,29] has focused on the value restrictions
placed on intermediate cipher states. The exceptional study completed by Beyne
and Rijmen [7], which concentrates on the theoretical foundations of differential
cryptanalysis, has significantly advanced our understanding of the dependencies.

Despite the divergent perspectives, both explanatory frameworks for depen-
dencies in differential characteristics possess inherent merit. The direct nature
of value restrictions on intermediate states leads to the creation of highly ob-
vious linear and nonlinear constraints, facilitating a reasonably straightforward
comprehension of these constraints. On the other hand, quasidifferential trails
provide profound insight into the fundamental principles of dependencies, and
the use of quasidifferential trails enables an extensive and in-depth description
of dependencies inside differential characteristics.

By categorising all dependence representations from the value restrictions
and the theory of quasidifferential trails, we pinpoint a specific set of nonlinear
constraints, which we term linearised nonlinear constraints. We aim to establish
a method that utilises value restrictions to identify these linearised nonlinear
constraints, as the current method based on value restrictions is lacking in this
area.
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Our Contributions

This study focuses on the linearised nonlinear constraints, which are inherently
nonlinear but expressed as linear equations. The findings can be summarised as
follows.

Linearisation method for finding linearised nonlinear constraints. We provide
theoretical proof that linear dependency between the inputs and outputs of active
S-boxes is not rare but rather a regular phenomenon that happens in S-boxes
with a differential uniformity of four. Given the differential characteristic of a
cryptographic primitive with S-boxes having a differential uniformity of four, we
can generate a system of equations that encompasses all internal states and round
keys based on the linearisation method. The linearised nonlinear constraints in
the given differential characteristics can be obtained by performing Gaussian
elimination on these equations. This method enables us to identify a linearised
nonlinear constraint for GIFT-64 [4] that spans eight rounds.

Three-stage evaluation approach for differential characteristics. To achieve a
more precise evaluation of the right key space and the remaining probability of
differential characteristics that contain linearised nonlinear constraints, a three-
stage evaluation approach is proposed. The framework proposed in [33] is em-
ployed in the final two stages of the approach, and we introduce three modifi-
cations to it to detect potential constraints not identified by the linearisation
method. Furthermore, the updated framework allows us to utilise an automatic
method to mimic statistical tests, which is a valuable addition to applying au-
tomatic methods in cryptanalysis. Our study demonstrates that a simulated
statistical test for GIFT-64, utilising 257 pairs of plaintexts, can be completed in
an average of 158.97 hours. It is considerably more efficient than the conventional
statistical test.

Accurate assessment of four differential characteristics for GIFT-64. The three-
stage evaluation approach is used to analyse four differential characteristics of
GIFT-64 in [48,14,13,41] that have linearised nonlinear constraints. In these char-
acteristics, the longest linearised nonlinear constraint reaches eight rounds. The
precise right key spaces and remaining probabilities of these differential charac-
teristics are provided. Our findings indicate that the right key spaces of the four
differential characteristics do not cover the entire key space, and the remaining
probabilities are not equivalent to the stated probabilities. Thus, we recommend
reevaluating the differential attacks that depend on these distinguishers.

Inconsistencies in two differentials for GIFT-128. For GIFT-128, we found that
six out of the eighteen differential characteristics reported in [51,13,25,24,22,52]
contain linearised nonlinear constraints. The constraints of the six differential
characteristics are explored. Among the six characteristics, the three 20-round
differential characteristics proposed by Ji et al. [22] are included in the same
differential. In [22], this differential is employed to launch a 26-round differential
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attack against GIFT-128. Our study shows that although the linear constraints
of the three differential characteristics are identical, their linearised nonlinear
constraints vary. Two 20-round differential characteristics presented by Zong et
al. [52] also exhibit similar issues. Consequently, it is imperative to carefully
reconsider the validity of the differential attack in light of these differentials.

Linear and nonlinear constraints in WARP. Unlike the straightforward approach
to locating linear constraints in ciphers that use the Substitution Permutation
Network (SPN), detecting linear constraints based on value restrictions in ciphers
that employ the Generalised Feistel Network (GFN) is more challenging. Thus,
the previous studies based on the value restriction to find linear constraints
[16,27,12,43,26] do not concern primitives that utilise the GFN structure. The
proposed linearisation method is appropriate for determining linear constraints
in GFN ciphers. An instantiation of the linear constraints in GFN ciphers is
obtained by applying this method to the differential characteristics of WARP [3].
Additionally, we supply the first instantiation of the nonlinear constraint in GFN
ciphers by applying the three-stage evaluation approach.

It is acknowledged that the constraints identified by our methodology can also
be determined using the theory of quasidifferential trails [7]. However, because
the search for quasidifferential trails is based on mathematical problem solvers,
its application to primitives with 8-bit S-boxes may be challenging. Conversely,
the linearisation method remains effective for 8-bit S-boxes with a differential
uniformity of four. Additionally, the linearisation method and the three-stage
evaluation approach possess some additional value, which is elaborated upon in
Section 8.

Outline. Section 2 provides an overview of differential cryptanalysis and intro-
duces GIFT, one of the target ciphers, and Section 3 reviews earlier studies on
dependencies in differentiable characteristics. In Section 4, we show the newly
identified type of nonlinear constraints and describe the linearisation method
that enables the detection of these constraints. Section 5 provides a three-stage
evaluation approach, which includes the linearisation method and allows for a
more precise assessment of the given differential characteristics. The differential
characteristics of GIFT are investigated using the three-stage evaluation approach
in Section 6. Section 7 considers the differential characteristics of other primi-
tives. Finally, we make a discussion and conclude the paper in Section 8.

2 Preliminaries

This section commences with an overview of the fundamentals of differential
cryptanalysis. Then, we describe the general framework of GIFT.

2.1 Differential Cryptanalysis

Differential cryptanalysis [8] looks at how differences spread across a crypto-
graphic function and is predicated on the high likelihood of a particular output
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difference ∆out occurring given a fixed input difference ∆in. For an n-bit iter-
ated block cipher with vectorial Boolean functions Fi : Fn2 → Fn2 as the round
functions (0 ⩽ i < r), such an advantageous differential propagation may be
discovered round by round. An r-round differential characteristic is defined as
an (r + 1)-tuple (∆in = ∆0,∆1, . . . ,∆r = ∆out), where ∆i represents the n-bit
difference after i-round of encryption for every 0 ⩽ i ⩽ r. A right pair is an
input pair that satisfies the r-round differential characteristic.

S-boxes are frequently employed components in the construction of iterated
block ciphers. The difference distribution table (DDT), a 2s × 2s table for an
s-bit S-box, is used to study the differential characteristics of the S-box. The
DDT saves the number of right pairs for the differential characteristic (i, j) of
the S-box in the i-th row and the j-th column. The greatest number in the DDT
other than the one for trivial propagation (0, 0) is the differential uniformity [28]
of the S-box.

To simplify the analysis, we commonly assume that the target cipher is a
Markov cipher [23]. The differential probability of the r-round differential char-
acteristic may be estimated as

Pr (∆0,∆1, . . . ,∆r) =

r−1∏
i=0

Pr (∆i,∆i+1) , (1)

whereas the probability Pr (∆i,∆i+1) can be determined by

Pr (∆i,∆i+1) =
#{x ∈ Fn2 | Fi(x)⊕ Fi(x⊕∆i) = ∆i+1}

2n
.

In essence, using the formula (1) means evaluating the differential propagation
across the round functions independently, ignoring the dependencies among dif-
ferent rounds and the dependencies of differential characteristics on the round
keys involved.

An r-round differential (∆in,∆out) consists of all r-round differential char-
acteristics having the same input and output differences. The probability of the
differential is computed as

Pr (∆in,∆out) =
∑

∆1,∆2,...,∆r−1∈Fn
2

Pr (∆in,∆1, . . . ,∆r−1,∆out) . (2)

The formula (2) is always true. However, when estimating the probability of
each differential characteristic, Pr (∆in,∆1, . . . ,∆r−1,∆out), under the Markov
cipher assumption, this assumption also indirectly impacts Pr (∆in,∆out).

2.2 Description of GIFT

GIFT [4] is a lightweight block cipher that uses the Substitution Permutation
Network (SPN). It is available in two versions: GIFT-64, which has 28 rounds,
and GIFT-128, which has 40 rounds.
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The cipher operates on a plaintext b0∥b1∥ · · · ∥bn−1 of n bits, where n might
be 64 or 128. The cipher additionally receives a 128-bit key as the key state,
K = k[0]∥k[1]∥ · · · ∥k[7], where k[i] = k16i∥k16i+1∥ · · · ∥k16i+15 is a 16-bit word
for all 0 ⩽ i ⩽ 7. The GIFT encryption algorithm consists of three processes in
each round: SubCells, PermBits, and AddRoundKey.

SubCells The cipher utilises the invertible 4-bit S-box GS from Table 1. The
S-box is applied to each nibble of the cipher state.

PermBits The bit permutation in GIFT employs a method known as Bad Out-
put must go to Good Input (BOGI) to address the issue of single active
bit transitions across numerous successive rounds in differential and linear
characteristics. It transfers bits from bit location i of the cipher state to bit
position Pn(i) for all 0 ⩽ i ⩽ n. Appendix A specifies the bit permutations
used in GIFT-64 and GIFT-128.

AddRoundKey This stage entails incorporating the round key and round
constants. In the r-th round, an n/2-bit round key is generated from the
key state, and it is further divided into two s-bit words: rkr = Ur∥V r =
ur0∥ur1∥ · · · ∥urs−1∥vr0∥vr1∥ · · · ∥vrs−1, where s = 16 and 32 for GIFT-64 and
GIFT-128, respectively.
The combination of Ur and V r with the cipher state in GIFT-64 is done as

b4i+2 ← b4i+2 ⊕ uri , b4i+3 ← b4i+3 ⊕ vri , 0 ⩽ i ⩽ 15.

In GIFT-128, Ur and V r are involved in the following manner:

b4i+1 ← b4i+1 ⊕ uri , b4i+2 ← b4i+2 ⊕ vri , 0 ⩽ i ⩽ 31.

Afterwards, XOR operations are performed using round constants. A single
bit "1" and a 6-bit round constant Cr = cr0∥cr1∥cr2∥cr3∥cr4∥cr5 are XORed into
the cipher state at bit positions 0, n− 24, n− 20, n− 16, n− 12, n− 8, and
n− 4 for both GIFT versions.

b0 ← b0 ⊕ 1,
bn−24 ← bn−24 ⊕ cr0, bn−20 ← bn−20 ⊕ cr1, bn−16 ← bn−16 ⊕ cr2,
bn−12 ← bn−12 ⊕ cr3, bn−8 ← bn−8 ⊕ cr4, bn−4 ← bn−4 ⊕ cr5.

Figure 1 is an illustration of the GIFT-64 round function.

Table 1. Specification of GS in hexadecimal notation.

x 0 1 2 3 4 5 6 7 8 9 a b c d e f

GS(x) 1 a 4 c 6 f 3 9 2 d b 7 5 0 8 e

Key schedule Both versions of GIFT follow the same key schedule, with the
only difference being the method of extracting the round key. Before the key
state update, a round key is first derived from the key state.
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Fig. 1. Round function of GIFT-64.

� The round key rkr for GIFT-64 is obtained by extracting two 16-bit
words k[6] and k[7] from the key state, which are then concatenated as
rkr = k[6]∥k[7].

� The round key rkr for GIFT-128 is obtained by extracting four 16-bit
words k[2], k[3], k[6], and k[7] from the key state, which are then con-
catenated as rkr = k[2]∥k[3]∥k[6]∥k[7].

The key state is subsequently modified to

k[0]∥k[1]∥ · · · ∥k[7]← (k[6] ≫ 2) ∥ (k[7] ≫ 12) ∥k[0]∥ · · · ∥k[5],

where "≫ i" represents a right rotation of i bits inside a 16-bit word.
Round constants Both versions of GIFT use identical round constants. An

affine 6-bit Linear Feedback Shift Register (LFSR) is used to create the
round constants. The six bits of the state (c−1

0 , c−1
1 , c−1

2 , c−1
3 , c−1

4 , c−1
5 ) are

set to zero at the beginning. The state is updated as

(cr0, c
r
1, c

r
2, c

r
3, c

r
4, c

r
5)← (cr−1

1 , cr−1
2 , cr−1

3 , cr−1
4 , cr−1

5 , cr−1
0 ⊕ cr−1

1 ⊕ 1)

prior to being utilised in a particular round.

3 Dependencies in Differential Characteristics

The classification of theoretical research on dependencies in differential charac-
teristics can be determined by the analytical perspective employed in the study.
The majority of previous research [16,27,12,43,26,29] has focused on the value
restrictions placed on intermediate cipher states. In contrast, the unique study
by Beyne and Rijmen [7] takes a different approach, concentrating on the theo-
retical foundations of differential cryptanalysis. This novel perspective effectively
captures the essence of the dependencies.

3.1 Dependencies Explained by Value Restrictions

Considering a general round function, we can break it into three parts (as seen in
Figure 2): a nonlinear part S, a linear portion L, and a key addition operation. In
order to achieve the propagations for S in the specified differential characteristic
(∆0,∆1, . . . ,∆r), the input xi and output yi of S are limited to subsets of Fn2
for all 0 ⩽ i < r. The sets of possible values for xi and yi are denoted as
X i and Yi, respectively. Daemen and Rijmen [16] have demonstrated that if a
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differential propagation contains precisely two or four right pairs, the sets of
possible input and output values for that differential propagation form affine
subspaces. Therefore, if S consists of the parallel application of 4-bit S-boxes, it
is probable that X i and Yi are affine subspaces of Fn2 . The reason is that most
commonly seen 4-bit S-boxes have a differential uniformity of 4.

· · ·

· · ·

xi−1

∆i−1

S yi−1 L zi−1

rki−1

xi

∆i

S yi L zi

rki

xi+1

∆i+1 · · ·

S yi+1 · · ·

Differential propagation Linear constraint Nonlinear constraint

Fig. 2. Illustration for value restrictions in differential characteristics.

Dependencies in differential characteristics arise when compatibility between
X i and Yi is considered. Previous research indicates that the dependencies,
explained by value restrictions, can lead to two distinct types of constraints
on round keys and round constants, contingent upon incorporating nonlinear
components S.

Linear Constraint To guarantee the presence of right pairs in the differential
characteristic, the first kind of constraint, as seen in Figure 2, requires that the
round key rki is a member of the set L(Yi) ⊕ X i+1 = {L(yi) ⊕ xi+1 | yi ∈
Yi, xi+1 ∈ X i+1} for all 0 ⩽ i ⩽ r − 1. This particular constraint is commonly
referred to as a linear constraint due to its lack of exact involvement of the
nonlinear component S. Most earlier studies [16,27,12,43,26] discuss constraints
of this type. When X i and Yi are affine spaces, it is possible to transform the
constraints imposed on them into linear equations. Gaussian elimination can be
used to find linear constraints.

Nonlinear Constraint Peyrin and Tan [29] are the first to suggest the second
type of constraint, which varies from the first in that it involves keys from many
rounds. As an example of the nonlinear constraint in Figure 2, the round keys
rki−1 and rki shall confirm that at least one pair of x and y fulfils S(x) = y,
where x ∈ L(Yi−1)⊕ rki−1 and y ∈ L−1(X i+1 ⊕ rki). Nonlinear constraints are
referred to as such due to the necessity of including nonlinear components S to
depict the constraint accurately. The nonlinear constraint can extend beyond a
single intermediate round and potentially encompass numerous S-boxes inside
the same round. For example, one further nonlinear constraint in Figure 2 may
be that when x takes values from set L(S(L(Yi−2) ⊕ rki−2)) ⊕ rki−1, and y
takes values from set L−1(X i+1 ⊕ rki), the round keys rki−2, rki−1, and rki

must verify that at least one pair of x and y fulfils S(x) = y.
According to Peyrin and Tan’s findings [29], the analysis of nonlinear con-

straints that involve inactive S-boxes is highly complex. Different techniques are
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used for the two primitives, SKINNY [6] and GIFT [4], that are analysed in their
study. The method employed for SKINNY initially locates the position of non-
linear constraints using a top-bottom technique (refer to Algorithm 1 of [29]).
Following that, a meticulous examination is carried out on possible round keys
and their respective probabilities.

Because of the significant computational expense, the search area for nonlin-
ear constraints in GIFT is limited to three consecutive rounds. Because the key
schedule requires GIFT-64 to reuse the same 32 key bits as the round key every
four rounds, they divide the rounds into four batches and look for nonlinear
constraints in these batches independently, ignoring the 32 key bits that overlap
from different batches. The values involved in the t-th batch (t = 0, 1, 2, 3) are
as follows.

� The output values of the S-boxes in rounds t, t+ 4, t+ 8, and so on.
� The inactive S-boxes in rounds t+ 1, t+ 5, t+ 9, and so on.
� The input values of the S-boxes in rounds t+ 2, t+ 6, t+ 10, and so on.

Peyrin and Tan use a framework based on the mathematical problem solver
CryptoMiniSat [38] to verify the existence of round keys that prevent the out-
put values of the j-th round from propagating from the inactive S-boxes in the
(j + 1)-th round to the input values of the S-boxes in the (j + 2)-th round.
This scenario suggests the presence of a nonlinear constraint in the differential
characteristic of the round keys. The batch approach is unsuitable for GIFT-128
due to the large number of key bits involved. The search space for nonlinear
constraints in GIFT-128 is limited to each set of three successive rounds sepa-
rately. Unfortunately, the current batch-based verification technique on GIFT-64
cannot detect nonlinear constraints that extend beyond three rounds.

Peyrin and Tan [29] suggest that when only a subset of keys is possible for the
differential characteristics, the most effective way to present the probability of a
characteristic is to separately describe the following two pieces of information.

� The dimension of the right key space, which just considers linear constraints
without accounting for nonlinear ones.

� The remaining probability of the characteristic that is not influenced by the
key.

3.2 Dependencies Explained by Quasidifferential Trails

In contrast to the traditional approach of investigating dependencies from the
perspective of value restrictions, Beyne and Rijmen [7] advanced the theoretical
foundation of differential cryptanalysis and introduced quasidifferential trails
capable of capturing the essence of the dependencies.

Fundamentals of Quasidifferential Trail Theory The quasidifferential tran-
sition matrix is initially established as an extension of the DDT. It is computed
by applying a change-of-basis to the permutation matrices that describe the
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propagation of probability distributions of pairs through the functions under
evaluation. The quasidifferential transition matrix DS of an s-bit S-box S is a
matrix with 22·s rows and 22·s columns. In terms of value,

DS[(Γout,∆out), (Γin,∆in)] =
1

2s

∑
x∈Fs

2

S(x)⊕S(x⊕∆in)=∆out

(−1)⟨Γin,x⟩⊕⟨Γout,S(x)⟩ (3)

for all Γin, ∆in, Γout, ∆out ∈ Fs2, where ⟨·, ·⟩ denotes the inner product. It is evi-
dent that when Γin = Γout = 0s, the equation (3) simplifies to the probability of
the differential (∆in,∆out), where 0s denotes the s-bit vector with each bit set to
zero. From a formal standpoint, equation (3) may be seen as a correlation matrix
[15] of S, given that the input is limited to the set of right pairs for the differen-
tial (∆in,∆out). Consequently, the absolute value |DS[(Γout,∆out), (Γin,∆in)]|
never exceeds the probability of the differential.

Quasidifferential transition matrices have similar properties to correlation
matrices, resulting in the development of the quasidifferential trail. An r-round
quasidifferential trail is an (r + 1)-tuple [ϖ0, ϖ1, . . . , ϖr] for the function F =
Fr−1 ◦ · · · ◦ F1 ◦ F0, with each element ϖi comprising a mask-difference pair

ϖi = (Γi,∆i). The correlation of the quasidifferential trail is
r−1∏
i=0

DFi [ϖi+1, ϖi],

whereDFi represents the quasidifferential transition matrix of the round function
Fi.

Following the introduction of quasidifferential trails, Beyne and Rijmen proved
that the exact probability of a differential characteristic is equal to the sum of
the correlations of all quasidifferential trails in the differential characteristic;
additionally, the exact probability of a differential is equal to the sum of the
correlations of all quasidifferential trails in the differential, as opposed to utilis-
ing formulas (1) and (2). Specifically, the probability of the r-round differential
characteristic (∆0,∆1, . . . ,∆r) can be calculated as

Pr (∆0,∆1, . . . ,∆r) =
∑

Γ0=Γr=0n

Γ1,...,Γr−1∈Fn
2

r−1∏
i=0

DFi [(Γi+1,∆i+1), (Γi,∆i)]. (4)

The probability of the r-round differential (∆in,∆out) can be computed as

Pr (∆in,∆out) =
∑

ϖ1,...,ϖr−1∈F2·n
2

ϖ0=(0n,∆in),ϖr=(0n,∆out)

r−1∏
i=0

DFi [ϖi+1, ϖi].

Therefore, providing a more precise assessment of the probabilities of dif-
ferential characteristics and differentials is partially transformed into the prob-
lem of identifying quasidifferential trails. Multiple methods are offered in [7] for
computing the quasidifferential transition matrix for 4-bit and 8-bit S-boxes,
bitwise-and operations, and modular additions. Finding quasidifferential trails
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is converted into a Satisfiability Modulo Theories (SMT) problem, which is then
addressed with mathematical problem solvers.

Applying the theory of quasidifferential trails to primitives with 8-bit S-boxes
may present a potential issue. The quasidifferential transition matrix of an 8-bit
S-box is a 216 × 216 matrix. Handling the DDT of an 8-bit S-box, a 28 × 28

matrix, is already challenging for modern automatic methods [1,2,25,9,40]. It is
uncertain whether or not the SMT problem can be solved when a matrix of this
magnitude is described. It is also worth noting that all ciphers based on S-boxes
studied in [7] have S-box sizes that are strictly smaller than 8-bit.

Quasidifferential Trails and Dependencies in Differential Character-
istics The following theorem enables us to clarify dependencies in differential
characteristics using quasidifferential trails.

Theorem 1 ([7], Theorem 4.2) Assume that (∆0,∆1, . . . ,∆r) is an r-round
differential characteristic of the function F = Fr−1◦· · ·◦F1◦F0 with a correlation
of p (as a quasidifferential trail); the following conclusions hold.

(I) If [(Γ0,∆0), (Γ1,∆1), . . . , (Γr,∆r)] is a trail with a correlation of (−1)δp,
where δ ∈ {0, 1}, then for any trail [(Γ′

0,∆0), (Γ
′
1,∆1), . . . , (Γ

′
r,∆r)] with a

correlation of q, the correlation of the quasidifferential trail [(Γ0 ⊕ Γ′
0,∆0),

(Γ1 ⊕ Γ′
1,∆1), . . . , (Γr ⊕ Γ′

r,∆r)] is (−1)δq.
(II) Suppose the correlations of any number of quasidifferential trails, whose dif-

ferences follow the differential characteristic (∆0,∆1, . . . ,∆r), and each has
a correlation of ±p, sum to zero. In that case, the probability of the differ-
ential characteristic (∆0,∆1, . . . ,∆r) is zero.

Theorem 1 highlights the importance of quasidifferential trails with an ab-
solute correlation equal to the correlation of the associated differential charac-
teristic; these are referred to as strong quasidifferential trails. Let QT (p) de-
note the set of all strong quasidifferential trails of the differential characteristic
(∆0,∆1, . . . ,∆r), and let QT (p)|Γ be the set{

Γ0∥Γ1∥ · · · ∥Γr ∈ F(r+1)n
2

∣∣∣ [(Γ0,∆0), (Γ1,∆1), . . . , (Γr,∆r)] ∈ QT (p)
}
.

Using Theorem 1(I), we can deduce that QT (p)|Γ forms a linear subspace within
the space F(r+1)n

2 .
Assuming that the dimension of the linear space QT (p)|Γ is ι, it is pos-

sible to identify a basis for this space that consists of ι vectors, denoted as
Γ
(l)
0 ∥Γ

(l)
1 ∥ · · · ∥Γ

(l)
r , 0 ⩽ l < ι. The correlation of the strong quasidifferential trail

with the concatenation of linear masks being Γ
(l)
0 ∥Γ

(l)
1 ∥ · · · ∥Γ

(l)
r is denoted by

(−1)δ(l)p for all 0 ⩽ l < ι. For any vector Γ0∥Γ1∥ · · · ∥Γr in QT (p)|Γ, one may se-

lect a0, a1, . . ., and aι−1 in F2 such that Γ0∥Γ1∥ · · · ∥Γr =
ι−1⊕
l=0

alΓ
(l)
0 ∥Γ

(l)
1 ∥ · · · ∥Γ

(l)
r .

According to Theorem 1(I), the correlation of the strong quasidifferential trail
with the concatenation of linear masks being Γ0∥Γ1∥ · · · ∥Γr is (−1)

⊕ι−1
l=0 alδ(l)p. If
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there is at least one vector in the basis ofQT (p)|Γ for which δ(l) = 1, then the to-
tal correlations of all quasidifferential trails in QT (p) add to zero. Theorem 1(II)
asserts that the probability of the differential characteristic Pr (∆0,∆1, . . . ,∆r)
is zero. Thus, the restrictions δ(l) = 0 for all 0 ⩽ l < ι constitute necessary
conditions for the probability of the differential characteristic being nonzero.
The requirement for the value of δ(l) in key-alternating ciphers can be explicitly
interpreted as restrictions on round keys.

Given that the round function Fi(x) of key-alternating ciphers may be de-
noted as Gi(x)⊕ rki, it follows that

DFi [(Γi+1,∆i+1), (Γi,∆i)] = (−1)⟨Γi+1,rk
i⟩DGi [(Γi+1,∆i+1), (Γi,∆i)].

Consequently, the probability of the differential characteristic, as calculated in
formula (4), can be expressed as

∑
Γ0=Γr=0n

Γ1,...,Γr−1∈Fn2

(−1)
⟨Γ1∥···∥Γr−1,rk0∥···∥rkr−2⟩⊕εΓ1,Γ2,...,Γr−1

∣∣∣∣∣
r−1∏
i=0

D
Gi [(Γi+1,∆i+1), (Γi,∆i)]

∣∣∣∣∣ ,

where (−1)εΓ1,Γ2,...,Γr−1 represents the sign of
r−1∏
i=0

DGi [(Γi+1,∆i+1), (Γi,∆i)].

The value of δ(l) for the strong quasidifferential trail associated with the basis
vector Γ(l)

0 ∥Γ
(l)
1 ∥ · · · ∥Γ

(l)
r can be computed as ⟨Γ(l)

1 ∥ · · · ∥Γ
(l)
r−1, rk

0∥ · · · ∥rkr−2⟩ ⊕
ε
Γ
(l)
1 ,Γ

(l)
2 ,...,Γ

(l)
r−1

, contingent upon the values of the round keys rk0, rk1, . . ., and

rkr−2. Hence, the 2ι quasidifferential trails in QT (p) impose ι restrictions on
the values of the round keys, which are

⟨Γ(l)
1 ∥ · · · ∥Γ

(l)
r−1, rk

0∥ · · · ∥rkr−2⟩ ⊕ ε
Γ
(l)
1 ,Γ

(l)
2 ,...,Γ

(l)
r−1

= 0, 0 ⩽ l < ι.

These restrictions are referred to as deterministic linear relations.
Quasidifferential trails with absolute correlations lower than that of the dif-

ferential characteristic are generally less significant than strong quasidifferential
trails. While the overall correlation of these quasidifferential trails may impact
the probability of the differential characteristic, this effect occurs only for a small
subset of keys, as it requires the signs of all these quasidifferential trails to align
uniformly. The restrictions on round keys derived from these minor quasidiffer-
ential trails are referred to as probabilistic linear relations.

Although a particular differential characteristic may include several quasid-
ifferential trails, strong quasidifferential trails often exhibit nonzero masks only
in the differentially active S-boxes. Strong quasidifferential trails may be seen in
many ciphers. One primary factor contributing to this phenomenon is the preva-
lence of planar S-boxes [16], wherein the input and output values of right pairs
consistently form affine subspaces. It is highly likely to identify a nonzero mask
Γin∥Γout that maintains constant parity ⟨Γin, x⟩⊕ ⟨Γout,S(x)⟩ when the input x
of the planar S-boxes S is restricted to the right pairs of a nontrivial differential
propagation. Beyne and Rijmen stated that the plateau characteristics [16] are
derived from the propagation of this affine subspace. However, doing so for more
than two rounds is difficult.
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3.3 Relations Between the Two Types of Explanations

Despite the divergent perspectives, we contend that both explanatory frame-
works for dependencies in differential characteristics possess inherent merit. The
direct nature of value restrictions on intermediate states leads to the creation of
highly obvious linear and nonlinear constraints, facilitating a reasonably straight-
forward understanding of these constraints. On the other hand, quasidifferential
trails provide profound insight into the fundamental principles of dependen-
cies, and the use of quasidifferential trails enables an extensive and in-depth
description of dependencies inside differential characteristics, enhancing our un-
derstanding of the field.

Using value restrictions allows for representing dependencies in differential
characteristics through linear, nonlinear, and unknown constraints4. Section 3.2
demonstrates that using quasidifferential trails enables the representation of de-
pendencies as either deterministic or probabilistic linear relations. The following
discussion further explores the relationships between these different forms of
dependency.

Linear constraints are specific cases of deterministic linear relations. Referring
to Figure 2, for the two affine subspaces Yi and X i+1, suppose we can identify a
nonzero linear mask Γi+1 that ensures the parities ⟨Γi+1, L(y

i)⟩ and ⟨Γi+1, x
i+1⟩

remain constant for all yi ∈ Yi and xi+1 ∈ X i+1, respectively.

[(0n,∆0), . . . , (0
n,∆i), (Γi+1,∆i+1), (0

n,∆i+2) . . . , (0
n,∆r)] (5)

constitutes a strong quasidifferential trail for the differential characteristic (∆0,
∆1, . . . ,∆r), where 0n is the n-bit zero mask. The correlation of this strong
quasidifferential trail is

(−1)⟨Γi+1,rk
i⊕L(yi)⊕xi+1⟩

r−1∏
j=0

DL◦S [(0n,∆j+1), (0
n,∆j)],

for any yi ∈ Yi and xi+1 ∈ X i+1. Based on the analysis in Section 3.2, a
necessary condition for the probability of the differential characteristic being
nonzero is that the round key value rki must ensure that the correlation of the
strong quasidifferential trail matches that of the differential characteristic. The
deterministic linear relation derived from the quasidifferential trail in expression
(5) should be

⟨Γi+1, rk
i ⊕ L(yi)⊕ xi+1⟩ = 0 for all yi ∈ Yi and xi+1 ∈ X i+1.

Therefore, the linear constraint rki ∈ L(Yi)⊕X i+1 serves as a sufficient condition
for the correlations of all strong quasidifferential trails in expression (5) to be
positive. In this sense, linear constraints form a subset of deterministic linear
relations.
4 As Peyrin and Tan [29] noted, it is currently uncertain whether there are any con-

straints beyond linear and nonlinear constraints. We name these undiscovered con-
straints as unknown constraints.
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Furthermore, suppose we can identify strong quasidifferential trails

[(0n,∆0), . . . , (0
n,∆i−1), (Γi,∆i), (Γi+1,∆i+1), (0

n,∆i+2) . . . , (0
n,∆r)]

with nonzero values for Γi and Γi+1. In that case, the deterministic linear rela-
tions derived from these trails impose restrictions on round keys rki−1 and rki

that extend beyond linear constraints. While these constraints are inherently
nonlinear by definition, they can be represented in a linear form. More details
regarding these specific nonlinear constraints will be discussed in Section 4. Thus,
in addition to linear constraints, deterministic linear relations also encompass a
subset of nonlinear constraints arising from value restrictions.

In addition to the subset of nonlinear constraints within the deterministic
linear relations, the remaining nonlinear constraints should be classified as prob-
abilistic linear relations. If there are any unknown constraints, they must also
fall under the category of probabilistic linear relations. See Figure 3 for the
relationship among these various representations.

Deterministic linear relations

Probabilistic linear relations

Linear
constraints

Unknown
constraints

Deterministic linear relations

Probabilistic linear relations

Linear constraints

Nonlinear constraints

Unknown constraints

Fig. 3. Relationship between different dependence representations.

3.4 Verification of Difference-Based Distinguishers

In addition to the theoretical examination of dependencies in differential charac-
teristics, automatic techniques are available to confirm the feasibility of difference-
based distinguishers. Sadeghi et al. [33] propose a method that utilises Mixed
Integer Linear Programming (MILP) to detect incompatible differential charac-
teristics. Figure 4 depicts a schematic representation of the MILP model. The
core idea is to simultaneously model the value transitions of the pair of inputs
(x0, x̃0) and difference transitions (∆0,∆1, . . . ,∆r) for the target cipher and then
link the two by adding the restriction xi⊕x̃i = ∆i for all 0 ⩽ i ⩽ r. In the model,
only the variables for the master key K and input x0 are free. If the MILP model
is infeasible for a specific differential characteristic (∆0,∆1, . . . ,∆r), indicating
that the characteristic is invalid for all keys, it is considered incompatible. On
the other hand, if the model is feasible, it will yield the right pair and the cor-
responding key. This approach is utilised to verify the validity of some reported
differential characteristics of SIMECK [45] and SPECK [5]. The MILP model is un-
likely to be a suitable method for addressing the fundamental issue of dependen-
cies in difference-based distinguishers, as it cannot explain why a characteristic
is impossible or identify the conditions necessary for a key to have the right
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ỹr−1

Yr−1

L
z̃r−1

r̃k
r−1

x̃r

xr−1

X r−1
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S
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L
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rkr−1
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xr
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States necessary to introduce Boolean variables Value transitions in round functions

Value transitions in the key schedule Difference transitions Affine space limitations

Fig. 4. MILP model in [33] to identify incompatible differential characteristics. Note
that the affine space limitations are not included in [33]. The meaning of affine space
limitations and the rationale behind their inclusion will be elucidated in Section 5.

pairs. The primary limitation of the procedure in [33] is its failure to account for
the nature of the problem.

Peyrin and Tan [29] have developed a Constraint Programming (CP) model
designed explicitly for SKINNY. This model can simultaneously search for dif-
ferential characteristics and test incompatibilities. The CP program can also
identify a similar differential characteristic when given an impossible one, which
is effective for at least one key.

4 Linearised Nonlinear Constraints: Theory and Solution

Based on the discussion in Section 3.3, linear constraints constitute a subset of
deterministic linear relations. Certain ciphers may have nonlinear constraints
by definition, yet their representations are linear equations. This section intro-
duces a method that uses value restrictions to identify these particular nonlinear
constraints. We acknowledge that the constraints identified by our methodology
may also be ascertained using the theory of quasidifferential trails [7]. Neverthe-
less, we believe our method still has a specific value, which will be discussed in
Section 8.

This section provides an example using GIFT-64 to illustrate the particular
nonlinear constraint. Next, we demonstrate the technique for identifying these
constraints for primitives with S-boxes whose differential uniformity equals 4.

4.1 Nonlinear Constraint Example on GIFT-64

According to Peyrin and Tan [29], the nonlinear constraint may stretch across
several rounds. However, the current batch-based verification technique on GIFT-64
cannot detect nonlinear constraints that extend beyond three rounds. In this sec-
tion, we provide an example displaying the existence of nonlinear constraints on
the differential characteristic of GIFT-64 across six rounds.
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We select the related-key differential characteristic from [41] as an illustra-
tion. Figure 8 of [41] shows that the first to fourth rounds and the thirteenth
to sixteenth rounds of the 18-round characteristic have no active S-boxes due
to the simplicity of the key schedule. Consequently, the component depicted
in Figure 11 of Appendix B—which spans eight rounds and includes an extra
adding round key operation at the beginning with zero input and output dif-
ferences—is a crucial part of the whole characteristic. Notably, although the
preceding related-key differential attacks [41,11,10] on GIFT-64 are all based on
this 18-round differential characteristic, the validity of the differential charac-
teristic—more precisely, the dependencies in the differential characteristic—is
never taken into account.

Figure 5 highlights a nonlinear constraint in the differential characteristic
across six rounds. Due to the propagation of the input difference 0x2 to the out-
put difference 0x5 via the first active S-boxes in the fifth round, the output value
y548∥y549∥y550∥y551 corresponding to this S-box for the right pairs of the differential
characteristic must be selected from the set {0x1, 0x3, 0x4, 0x6}. Therefore, the
values of y549 and y551 fulfil

y549 ⊕ y551 = 1. (6)

Next, y549 and y551 will be sent to separate active S-boxes in the following round.
In the sixth round, two active S-boxes exhibit differential propagation 0x5

GS−−→
0x2. The two right pairs involved in this propagation satisfy GS(0x8) = 0x2 and
GS(0xd) = 0x0. Therefore, the values of x613⊕ y614 and x647⊕ y646 are nonzero for
the right pairs of the differential characteristic. By substituting the equations
x613 = y549, x647 = y551 ⊕ k95 and equation (6), we can get the formulas for the
values of two output bits of the active S-boxes in the sixth round

y614 = y551 and y646 = y551 ⊕ k95 ⊕ 1. (7)

Note that the sixth round analysis relies on the observation that when we fix
the differential propagation for the S-box, the relationship between the input
and output of the active S-boxes becomes linear. We will iteratively use this
information to identify the nonlinear constraint spanning numerous rounds.

In the seventh round, two active S-boxes receive the two bits y614 and y646 from
the sixth round. According to the fixed differential propagation 0x2

GS−−→ 0xa,
the third output bit y734 of the first active S-box is consistently identical to the
third input bit x734. Similarly, the fixed differential propagation 0x2

GS−−→ 0xe of
the second active S-box ensures that the third output bit y742 is identical to the
third input bit x742. After applying equation (7), the two output bits y734 and y742
of the seventh round for the right pairs may be written as the following linear
equations concerning the output bit y551 of the fifth round

y734 = y551 ⊕ k38 and y742 = y551 ⊕ k40 ⊕ k95 ⊕ 1.

A comparable analysis shows that the two output bits y827 and y859 of the
active S-boxes in the eighth round are linearly dependent on the value of y551,
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given by the expressions

y827 = y551 ⊕ k4 ⊕ k38 ⊕ 1 and y859 = y551 ⊕ k12 ⊕ k40 ⊕ k95.

Next, as shown in Figure 5, these two bits are inserted into the second and third
active S-boxes during the ninth round. The fixed differential propagation of the
active S-boxes establishes linear relationships between x97 and y94 , as well as x915
and y912. These relationships allow us to derive linear expressions for y94 and y912

Round 5

x548 x549 x550 x551

y548 y549 y550 y551

0000 0010 0100 0110

0001 0100 0110 0011

Round 6

x612 x613 x614

k87

x615

y612 y613 y614 y615

1000 1101

0010 0000

x644 x645 x646

k95

x647

y644 y645 y646 y647

1000 1101

0010 0000

Round 7

x732 x733

k38

x734 x735

y732 y733 y734 y735

1001 1011

1101 0111

x740 x741

k40

x742 x743

y740 y741 y742 y743

1101 1111

0000 1110

Round 8

x824 x825

k4

x826 x827

y824 y825 y826 y827

0011 0101 1001 1111

1100 1111 1101 1110

c75

x856 x857

k12

x858 x859

y856 y857 y858 y859

0011 0101 1001 1111

1100 1111 1101 1110

Round 9

x90 x91

k108

x92 x93

y90 y91 y92 y93

0000 0010 0100 0110

0001 0100 0110 0011

x94 x95 x96

k121

x97

y94 y95 y96 y97

0010 0011

0100 1100

x912 x913 x914

k123

x915

y912 y913 y914 y915

0010 0011

0100 1100

Round 10

1

x100 x101

k76

x102

k88

x103

y100 y101 y102 y103

0111 1010

1001 1011

x1032 x1033

k68

x1034

k80

x1035

y1032 y1033 y1034 y1035

0111 1010

1001 1011

Active bits in the state

Inactive bits in the state

Round constants

Differential propagation of active bits Differential propagation of inactive bits

Active S-boxes with two right pairs of values displayed in the rectangle

Active S-boxes with four right pairs of values displayed in the rectangle

Fig. 5. Illustration of the nonlinear constraint covering six rounds.

17



in terms of y551, which are

y94 = y551 ⊕ k4 ⊕ k38 ⊕ k121 ⊕ 1 and y912 = y551 ⊕ k12 ⊕ k40 ⊕ k95 ⊕ k123. (8)

Simultaneously, since the first active S-box in the ninth round exhibits a differ-
ential propagation of 0x2 GS−−→ 0x5, the data regarding the right pairs associated
with this propagation indicates that the two output bits y91 and y93 of the S-box
satisfy the equation

y91 ⊕ y93 = 1. (9)

The four output bits y91 , y93 , y94 , and y912 from the ninth round will be divided
into two groups. Each group will be inputted into an active S-box during the
tenth round. According to Figure 5, the values y91 and y912 are inputted into
the first active S-box with a differential propagation of 0xd GS−−→ 0x2. For this
propagation to occur, the XORed value of the two input bits x100 and x101 of this
S-box must be nonzero. This connection establishes an equation between y91 and
y912, expressed as

y91 ⊕ y912 = 0. (10)

An analogous examination of the second active S-box in the tenth round reveals
a linear relation between y93 and y94 , expressed as

y93 ⊕ y94 ⊕ k80 = 1. (11)

By performing an XOR operation on equations (8) - (11), we get a constraint
on round keys

k4 ⊕ k12 ⊕ k38 ⊕ k40 ⊕ k80 ⊕ k95 ⊕ k121 ⊕ k123 = 1 (12)

encompassing six rounds of encryption.
Given that the constraint in equation (12) involves S-boxes and keys from

many rounds, it is categorised as a nonlinear constraint by definition. Its expres-
sion, nonetheless, is a linear one. Interestingly, contrary to what was found in
[29], this kind of nonlinear constraint should be considered when estimating the
dimension of right key space for a given differential characteristic. It is vital to
recognise that this sort of nonlinear constraint, which only incorporates active
S-boxes, is just a subtype of nonlinear constraints. We call these particular non-
linear constraints linearised nonlinear constraints to distinguish them from the
more general nonlinear constraints.

4.2 Linearisation of Active S-Boxes

We have many queries after creating the 6-round nonlinear constraint through
value restrictions. For example: Is the linearised nonlinear constraint merely
a specific case for the differential characteristic in [41]? Is there a linearised
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nonlinear constraint in the other differential characteristics of GIFT-64? Does
the linearised nonlinear constraint appear in the differential characteristics of
other primitives? Before tackling these issues, we must first figure out how to
discover linearised nonlinear constraints for given differential characteristics.

Based on the example in Section 4.1, it is evident that one factor contributing
to the linearised nonlinear constraint spanning numerous rounds is the linear
dependence between the output bits of right pairs for the active S-boxes and
the input bits. The following lemma is necessary before establishing this linear
dependency in a generic scenario.

Lemma 1. Let {α0, α1, . . . , ας−1} and {β0, β1, . . . , βς−1} be two sets of linearly
independent vectors in the vector space Fn2 (n ⩾ 1 and ς ⩽ n). An invertible
n× n matrix M exists such that M · αi = βi for all 0 ⩽ i < ς.

Proof. For the set {α0, α1, . . . , ας−1}, which contains ς linearly independent vec-
tors, it is possible to identify n−ς vectors ας , ας+1, . . ., αn−1 in Fn2 such that the
set {α0, α1, . . . , αn−1} forms a basis for Fn2 . Similarly, we can select n− ς vectors
βς , βς+1, . . ., βn−1 in Fn2 such that the set {β0, β1, . . . , βn−1} constitutes a ba-
sis for Fn2 . When these vectors are considered as column vectors, both matrices
M1 =

[
α0 α1 · · · αn−1

]
and M2 =

[
β0 β1 · · · βn−1

]
, each of dimension

n × n, are invertible. The matrix M ≜ M2 ·M−1
1 ensures the validity of the

equations M · αi = βi, 0 ⩽ i < ς.

Using Lemma 1, we can show that linear dependency in the active S-boxes
of GIFT-64 is not an exceptional occurrence but a common phenomenon that
occurs in S-boxes with a differential uniformity of four.

Proposition 1. If a vectorial Boolean function F : Fn2 → Fn2 (n > 1) is invert-
ible and has exactly two right pairs for its differential (∆in,∆out), then an n×n
matrix A and an n-bit vector α exist such that F (x) = A · x⊕ α for all x in the
set {x ∈ Fn2 | F (x)⊕ F (x⊕∆in) = ∆out}.

Proof. Since F is an invertible function and n > 1, each possible differential
(∆in,∆out) with exactly two right pairs must satisfy the condition that ∆in

and ∆out are nonzero vectors. Denote the two right pairs for the differential
(∆in,∆out) as x0 and x0 ⊕∆in. We represent F (x0) as y0, and F (x0 ⊕∆in) is
equivalent to y0 ⊕ ∆out. For the two nonzero vectors, ∆in and ∆out, we may
obtain an invertible n × n matrix M by applying Lemma 1, which validates
M ·∆in = ∆out. Then, by assigning A =M and α =M · x0 ⊕ y0, an equivalent
equation A · x⊕ α for F (x) confined on the set {x0, x0 ⊕∆in} is found.

Proposition 2. If a vectorial Boolean function F : Fn2 → Fn2 (n > 2) is invert-
ible and has exactly four right pairs for its differential (∆in,∆out), then an n×n
matrix A and an n-bit vector α exist such that F (x) = A · x⊕ α for all x in the
set {x ∈ Fn2 | F (x)⊕ F (x⊕∆in) = ∆out}.

19



Proof. Considering that F is an invertible function and n > 2, each differential
(∆in,∆out) with precisely four right pairs must satisfy the condition that ∆in

and ∆out are nonzero vectors. Denote the inputs of the four right pairs for the
differential (∆in,∆out) as x0, x0⊕∆in, x1, and x1⊕∆in. It can be inferred that
x0 ̸= x1 and x0⊕ x1 ̸= ∆in. Represent F (x0) and F (x1), respectively, as y0 and
y1. It means y0⊕∆out and y1⊕∆out can represent F (x0⊕∆in) and F (x1⊕∆in).
Since F is invertible, it follows that y0 ̸= y1 and y0 ⊕ y1 ̸= ∆out. {∆in, x

0 ⊕ x1}
and {∆out, y

0⊕y1} are two sets of linearly independent vectors. Lemma 1 allows
us to identify an n × n invertible matrix M such that M · ∆in = ∆out and
M · (x0 ⊕ x1) = y0 ⊕ y1. An alternative formula A · x⊕α is derived to represent
the restriction of F (x) on {x0, x0 ⊕∆in, x

1, x1 ⊕∆in} by assigning A =M and
α =M · x0 ⊕ y0.

Remark 1. Qiao et al. [30] define the affine input subspaces as linearisation affine
subspaces when the S-box restriction on the affine subspaces corresponds to a
linear transformation. They observed that the inputs corresponding to possible
differential propagations with a maximum of four right pairs constitute linearisa-
tion affine subspaces for the 5-bit S-box of Keccak [20]. In addition to providing
a theoretical rationale for the finding in [30], Propositions 1 and 2 demonstrate
that linearisation affine subspaces are often found as long as the S-box holds
differential propagations with two or four right pairs.

4.3 Method for Finding Linearised Nonlinear Constraints

It is now possible to identify linearised nonlinear constraints for primitives with
S-boxes. We take the structural primitive in Figure 2 as an illustration.

In this case, we assume that the nonlinear component S comprises S-boxes
with a differential uniformity of four. Consequently, for all 0 ⩽ i ⩽ r− 1, the set
X i consisting of possible values for xi constitutes affine spaces. It is possible to
generate a ℓi × n matrix Ai and a ℓi-bit vector αi such that xi ∈ X i if and only
if

Ai · xi = αi, 0 ⩽ i ⩽ r − 1. (13)

Using Propositions 1 and 2, the active S-boxes in the nonlinear component S
will yield linear connections between certain bits of xi and yi. To ensure the
existence of at least one right pair for the given differential characteristic, we
can create two ℓ̃i×n matrices Bi and Ci, as well as a ℓ̃i-bit vector βi, such that

Bi · xi ⊕ Ci · yi = βi, 0 ⩽ i ⩽ r − 1. (14)

Aside from that, the value transition in round functions necessitates the satis-
faction of the following equations

L · yi ⊕ xi+1 ⊕ rki = 0, 0 ⩽ i ⩽ r − 2. (15)

Combining equations (13) - (15) shows that the vector consisting of 2r+1 internal
states x0, y0, x1, y1, . . ., xr−1, yr−1, xr and r round keys rk0, rk1, . . ., rkr−1
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must satisfy



A0 0 0 0 · · · 0 0 0 0 0 · · · 0

B0 C0 0 0 · · · 0 0 0 0 0 · · · 0

0 L I 0 · · · 0 0 0 I 0 · · · 0

0 0 A1 0 · · · 0 0 0 0 0 · · · 0

0 0 B1 C1 · · · 0 0 0 0 0 · · · 0

...
...

...
...

. . .
...

...
...

...
...

. . .
...

0 0 0 0 · · · Ar−1 0 0 0 0 · · · 0

0 0 0 0 · · · Br−1 Cr−1 0 0 0 · · · 0

0 0 0 0 · · · 0 L I 0 0 · · · I


·



x0

y0

x1

y1

...

xr−1

yr−1

xr

rk0

rk1

...

rkr−1



=



α0

β0

0

α1

β1

...

αr−1

βr−1

0


. (16)

To simplify the formula, we use the symbol #»x to represent the vector x0∥y0∥ · · · ∥xr
created by concatenating the 2r+1 internal states. The dimension of the vector
#»x , represented as dim( #»x ), is equal to 2rn + n. Similarly, we use the symbol
#»

k to denote the vector rk0∥rk1∥ · · · ∥rkr−1. We, therefore, have dim(
#»

k ) = rn.
After performing Gaussian elimination, equation (16) will be transformed into
the following expression[

Mv

0 Mk

]
·
[

#»x
#»

k

]
=

[
αv

αk

]
. (17)

In this expression, Mv represents a matrix with each row containing at least one
nonzero element among the first dim( #»x ) columns, Mk is a binary matrix with
dim(

#»

k ) columns, αv is a column vector with dim( #»x ) bits, and αk is a column
vector with dim(

#»

k ) bits. Therefore, the equation

Mk ·
#»

k = αk, (18)

derived from equation (17) must have at least one solution for equation (17) to
be solvable.

Given that the equations used to determine linear constraints in the given
differential characteristic comprise a subset of equation (16), it follows that the
constraints derived from equation (18) must encompass the linear constraints
that have been previously discussed in the literature [16,27,12,43,26]. In addition,
employing the linear dependency between the input and output of active S-boxes,
linearised nonlinear constraints may be derived from equation (18) if any such
constraints exist.

The linearised nonlinear constraints detection method is initially applied to
the 8-round related-key differential characteristic of GIFT-64 in Appendix B to
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validate its feasibility. The output consists of eight constraints on the key bits,
comprising six linear constraints and two linearised nonlinear constraints. Apart
from the linearised nonlinear constraints already established in equation (12),
the 8-round differential characteristic exhibits an additional linearised nonlinear
constraint covering four rounds, namely

k12 ⊕ k88 ⊕ k122 ⊕ k123 = 1.

See Appendix C for an illustration.
The proposed detection method for linearised nonlinear constraints is effec-

tive and highly practical, as demonstrated by its performance on the 8-round
differential characteristic for GIFT-64. This strategy allows us to address the
concerns presented at the start of Section 4.2. However, the primary objective
is not to uncover these linearised nonlinear constraints but to determine how to
utilise them to evaluate the specified differential characteristics better. The next
part will introduce a methodology for doing this work.

5 Three-Stage Evaluation Approach

In Section 4, we saw the impact of linearised nonlinear constraints on the right
key space of the differential characteristic for GIFT-64. These constraints will
undoubtedly impact the remaining probability of the differential characteristic.
In the next section, we aim to provide a more accurate assessment of the right key
spaces and remaining probabilities for differential characteristics incorporating
linearised nonlinear constraints. To achieve this goal, we propose a three-stage
evaluation approach.

Stage 1: Initial Assessment. The method previously described in [16,27,12,43,26]
is employed to search for linear constraints in the given differential characteris-
tics. The linearised nonlinear constraints are then determined using the linearisa-
tion method described in Section 4.3. By considering the two sets of constraints,
we can make an initial evaluation of the right key space Kinit and the remaining
probability pinit of the differential characteristic.

Example 1. Consider once more the 8-round differential characteristic for GIFT-64.
The differential characteristic is subject to six linear and two linearised nonlin-
ear constraints following the initial evaluation, as shown in Table 2. Thus, in
the initial assessment, the right key space Kinit of the differential characteris-
tic accounts for just 2−8 out of the entire key space, resulting in a remaining
probability pinit of 2−42 instead of 2−50.

Stage 2: Detecting Potential Constraints. If the right key space in the initial
assessment phase is not empty, we can do the following analysis. The remaining
constraints may consist of nonlinear constraints that pertain to inactive S-boxes
and unknown constraints, both of which are typically difficult to identify. To
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Table 2. Constraints in the 8-round related-key differential characteristic for GIFT-64.

Round 5 6 7 8 9 10 11 12

LC k87 ⊕ k95 = 0 - k30 = 1 -

k68 = 1

- k17 ⊕ k25 = 0 -k76 = 1

k80 ⊕ k88 = 1

LNC
k4 ⊕ k12 ⊕ k38 ⊕ k40 ⊕ k80 ⊕ k95 ⊕ k121 ⊕ k123 = 1 -

- k12 ⊕ k88 ⊕ k122 ⊕ k123 = 1 -

LC: Linear constraints. LNC: Linearised nonlinear constraints.

detect them, we utilise the framework proposed in [33] and implement a se-
quence of modifications. A minor change to the realisation is that the Boolean
satisfiability problem (SAT) approach is used to create the incompatibility de-
tection framework. The primary motivation for using SAT is the handy support
for XOR clauses in the SAT solver CryptoMiniSat [38]. It allows us to incor-
porate Boolean equations represented using XOR operations easily. As seen in
Section 4.3, these equations are frequently used to restrict the inputs of active
S-boxes to specific affine spaces. The tests are conducted on a desktop computer
equipped with Apple M2 Ultra processors, and the stated runtime corresponds
to the duration when only a single core is utilised.

Given that the objective is to reveal those unidentified constraints, excluding
the impact of the linear and linearised nonlinear constraints that have already
been identified is preferable. Therefore, our initial modification to the framework
in [33] is to fix the key within the framework. Rather than selecting the key
randomly, we must choose the key from the initial right key space Kinit. Doing so
eliminates the impact of the previously identified linear and linearised nonlinear
constraints.

In general, several keys are selected randomly from Kinit, and CryptoMiniSat
is used to check whether or not each of these keys possesses the right pairs.
If some keys do not have the right pairs, it may be inferred that there are
undiscovered constraints, as these keys naturally meet the recognised linear and
linearised nonlinear constraints. Next, we will strive to grasp them by observing
keys missing the right pairs. One recommended approach to discovering them
can be found in Section 7.3, which focuses on a specific differential characteristic
of WARP [3]. Conversely, if the right pairs for each selected key can be identified,
it is possible to deduce that the right key space for the characteristic is Kinit.
Given that we only test some keys in Kinit, the conclusion may be erroneous.
To improve precision, we have the flexibility to conduct many tests within the
allotted period.

We make the second modification when implementing the framework de-
scribed in [33]. As seen in Figure 4, we incorporate additional conditions to
guarantee that internal states fall into distinct affine spaces. Specifically, for ev-
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ery 0 ⩽ i ⩽ r − 1, xi and x̃i belong to X i, whereas yi and ỹi belong to Yi.
These limitations are considered auxiliary information since they may be de-
duced from the differences in the internal states. However, we observed in the
test that introducing these constraints can speed up the search.

Example 2. We randomly generated 106 keys that meet the eight conditions
specified in Table 2 for the 8-round differential characteristic of GIFT-64. Every
individual key gets independent validation, and the test result verifies that all
selected keys contain right pairs. The runtime is 5803.47 seconds. Based on
this outcome, we can confidently affirm that the initially detected Kinit is the
right key space for the differential characteristic. The likelihood of undisclosed
constraints being present is very low.

Stage 3: Estimating the Remaining Probability. At this point, the right key
space has already been determined. The last step is to evaluate the remaining
probability of the differential characteristic. Experimental verification is a re-
liable method. Nevertheless, statistical testing is sometimes unfeasible due to
the generally low probability of the specified differential characteristic. We make
the third modification to the framework described in [33] to provide a different
approach to mimic statistical tests.

The concept involves randomly assigning ψ bits in the input x0 to ψ randomly
generated binary values. These conditions are incorporated into the framework.
The key shall remain a fixed value chosen randomly from the right key space.
Next, we employ the SAT solver to search for all the right pairs that satisfy the
differential characteristic. This approach can be seen as a statistical test using
2n−ψ chosen plaintext-ciphertext pairs. However, the result of a single test could
contain some inaccuracies since the plaintext-ciphertext pairs are not entirely
generated at random. To rectify this defect, we can execute the simulation mul-
tiple times. The ψ places and the ψ values associated with these positions may
be varied in each test. Once all the tests have been completed, an average num-
ber of right pairs ϱ is calculated from the simulation results. The probability
of the differential characteristic is approximated as ϱ/2n−ψ. Additionally, this
simulation can be replicated using several predetermined keys to enhance the
outcome’s reliability.

Example 3. In continuation of the experiment described in Example 2, the the-
oretical remaining probability of the 8-round related-key differential characteris-
tic is 2−42 due to the absence of any further constraints identified in the second
stage. We aim to perform statistical tests using 243 plaintext pairs for 1000
randomly chosen keys from the right key space. As in the previously described
method, 21 bits of the input are arbitrarily fixed to arbitrary binary values, and
multiple-solution-seeking tasks5 are executed using the SAT solver. This ap-
5 We know that specific approximate model counters, including ApproxMC6 [37,36,46]

and GANAK [34], can provide approximate model counts for SAT problems. Nev-
ertheless, the majority of these tools lack reliable support for XOR clauses. Conse-
quently, we continue to employ CryptoMiniSat to complete the multiple-solution-
seeking work.

24



proach is iterated 100 times for each fixed key to ensure the randomness of the
plaintext pairs. Based on the theoretical remaining probability of 2−42, it may
be deduced that the test is anticipated to provide an average of two right pairs.
The average number of right pairs in the test across all 1000 keys is 2.05, which
closely aligns with the theoretically projected result. Figure 6(a) illustrates the
distribution of the average number of right pairs across various keys, which ap-
proximately conforms to a Poisson distribution with a parameter value of two.
This finding agrees with the conclusion presented by Daemen and Rijmen [17].
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(a) Simulated statistical tests with 21 input bits being fixed.
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(b) Simulated statistical tests with 20 input bits being fixed.
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(c) Simulated statistical tests with 19 input bits being fixed.

Fig. 6. Frequency distributions of the average number of right pairs in the tests.

Figures 6(b) and 6(c) show results with 20 bits and 19 bits randomly fixed in
the simulated statistical tests, and the average number of right pairs is around
four and eight, respectively. At the same time, both distributions closely resemble
Poisson distributions with parameters of four and eight, respectively. Therefore,
the three tests demonstrate a consistent statistical pattern regarding the remain-
ing probability of the 8-round related-key differential characteristic for GIFT-64.
Any of the three outcomes may be used as evidence to demonstrate that the
remaining probability is 2−42. Conversely, the three tests have varying runtimes.
The test using 21 randomly fixed bits requires around 33363.91 seconds, but the
tests involving 20 and 19 fixed bits take approximately 63953.42 seconds and
144684.48 seconds, respectively. This circumstance aligns with our instinctive
perception since the test with fewer fixed bits corresponds to a typical statistical
test with more plaintext pairs. Considering the consistent performance of these
tests, the number of fixed bits ψ is consistently maintained at n+ log2(p̃)− 1 in
the subsequent applications. In this case, p̃ represents the estimated remaining
probability derived by integrating the information from the initial two stages.
Put another way, we always anticipate that there will be two right pairs on
average during the test.

Finally, the test’s runtime demonstrates the benefit of using simulated sta-
tistical tests with the SAT solver. The time required to complete an actual
statistical test with 243 randomly chosen pairs for a single fixed key is approx-
imately 746.89 hours, but employing the simulated statistical test takes only
33.37 seconds. Regrettably, the simulated statistical tests are not always practi-
cable on account of the limited capabilities of the SAT solver. In the following
instances, we see that conducting a simulated test for GIFT-64 is always feasible.
However, for primitives with block sizes of 128 bits, the simulated statistical test
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is only doable in exceptional circumstances. This limitation is comprehensible,
as it is nearly impracticable to execute real statistical testing for primitives with
extensive states.

6 Evaluation of Differential Characteristics of GIFT

This section focuses on checking the differential characteristics of GIFT. Recall
that the method for detecting linearised nonlinear constraints introduced in Sec-
tion 4.3 is efficient for primitives employing S-boxes with a differential uniformity
of four. Due to the S-box of GIFT having a differential uniformity of six, the de-
tection technique for characteristics of GIFT with active S-boxes having six right
pairs necessitates specific handling.

We use differential propagation 0x4
GS−−→ 0x7 as an example; the set of right-

pair inputs for this propagation is B = {0x0, 0x2, 0x4, 0x6, 0x8, 0xc}. While B is
not an affine subspace of F4

2, it may be partitioned into two affine subspaces,A1 =
{0x0, 0x2, 0x4, 0x6} and A2 = {0x0, 0x4, 0x8, 0xc}. Assume that the objective
differential characteristic contains an active S-box with propagation 0x4

GS−−→
0x7. For the right pair of the differential characteristic, the input value at the
input of this S-box must belong to at least one set of A1 and A2. We apply the
linearisation method twice to the specified differential characteristics. In the first
test, we limit the input set for the S-box with propagation 0x4

GS−−→ 0x7 to the
affine space A1. In the second test, we restrict it to the affine space A2. If the
right key space identified in the initial test is K1 and the right key space identified
in the second test is K2, then the right key space for the provided differential
characteristic should be K1 ∪ K2. The calculation of the remaining probability
is intricate and needs to be computed separately for the keys in K1\K2, K2\K1,
and K1 ∩K2.

6.1 Precise Examination of Differential Characteristics of GIFT-64

To determine if there are linearised nonlinear constraints in other differential
characteristics of GIFT-64, we examine 24 differential characteristics of GIFT-64
from [48,50,51,14,13,24,22,42,41]. Our investigation reveals that four of these
characteristics possess linearised nonlinear constraints. These constraints are
present in two differential characteristics in the single-key (SK) setting and two
differential characteristics in the related-key (RK) setting. The three-stage eval-
uation technique described in Section 5 is employed to assess the four differential
characteristics. A summary of the test results can be found in Table 3.

Table 4 provides the identified linear and linearised nonlinear constraints for
verification purposes. Since the 18-round related-key differential characteristic
in [41] has no further constraints beyond those mentioned in Table 2, there is
no need to repeat the enumeration. We can confidently conclude that the four
differential characteristics have no unknown constraints based on the test results.

It is important to note that the right key spaces of the four differential char-
acteristics do not cover the entire key space, and the remaining probabilities do
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Table 3. Test results for four differential characteristics of GIFT-64.

Attack Round Probability
Stage 1 Stage 2 State 3 Key

space
Remaining
probability Ref.

LCs LNCs Max Keys Time Keys Time

SK 10 2−57 2 3 5 106 8.38h 1000 378.69h 2−5 2−52 [48]

SK 12 2−60 3 1 8 105 399.16h 10 1589.74h 2−4 2−56 [14]

RK 12 2−37 1 1 4 106 3.12h 20 326.14h 2−2 2−35 [13]

RK 18 2−58 6 2 6 106 55.59h 10 130.95h 2−8 2−50 [41]

LCs: The number of linear constraints. LNCs: The number of linearised nonlinear constraints.
Max: Maximum length of linearised nonlinear constraints.
Keys: The number of keys selected from the right key space during Stage 2 or Stage 3 of the verification process.
Time: The cumulative execution time for Stage 2 or Stage 3.
Key space: Ratio of the size of the right key space to the whole key space.
Remaining probability: Remaining probability of the differential characteristic that is not influenced by the key.

not equal the stated probabilities. Therefore, the differential attacks relying on
these distinguishers require a reassessment. Notably, the 12-round differential
characteristic in [14] contains the longest linearised nonlinear constraint, encom-
passing eight rounds. Furthermore, the average cost of the simulated statistical
test using 257 pairs of plaintexts for a single fixed key is 158.97 hours due to this
differential characteristic’s very low remaining probability. However, the simu-
lated statistical test utilising the SAT solver is significantly more efficient than
the traditional one.

Table 4. Constraints in differential characteristics for GIFT-64.

Ref. Round 0 1 2 3 4 5 6 7 8 9 10 11

[48]

LC - - - k20 ⊕ k28 = 0 - - - k23 ⊕ k31 = 0 - -

-
LNC

- k20 ⊕ k49 ⊕ k51 ⊕ k94 = 1 -

- k30 ⊕ k49 ⊕ k94 ⊕ k109 ⊕ c45 = 1 -

- k20 ⊕ k31 ⊕ k48 ⊕ k50 ⊕ k65 ⊕ k73 ⊕ c43 ⊕ c45 = 1 -

[14]
LC - k86 ⊕ k94 = 0 - k23 ⊕ k31 = 0 - - - - - k86 ⊕ k94 = 0 - -

LNC - k2 ⊕ k10 ⊕ k31 ⊕ k52 ⊕ k54 ⊕ k64 ⊕ k72 ⊕ k86 ⊕ k103 ⊕ k105 ⊕ k113 ⊕ k115 = 1 -

[13]
LC - - - - k112 = 1 - - - - - - -

LNC - k50 ⊕ k92 ⊕ k95 ⊕ k110 ⊕ c64 = 1 -

LC: Linear constraints. LNC: Linearised nonlinear constraints.
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6.2 Evaluation of Differential Characteristics of GIFT-128

Regarding GIFT-128, we check 18 differential characteristics in [51,13,25,24,22,52]
and determine that six of these characteristics exhibit linearised nonlinear con-
straints. A summary of the information regarding these characteristics can be
found in Table 5. Because the SAT solver has limited solution capability, de-
tecting potential constraints or conducting simulated statistical tests for these
characteristics is not feasible. Due to the possibility of undiscovered constraints,
the key space specified in Table 5 is the maximum ratio between the right key
space and the whole key space.

Table 5. Detailed test results on the six differential characteristics of GIFT-128.

Round Probability LCs LNCs Max Maximum
key space Ref.

18 2−109 6 1 5 0 Table 10 in [51]

20 2−122.415 5 2 5 2−7 Trail 2 of Table 11 in [22]

20 2−122.415 5 2 5 2−7 Trail 3 of Table 11 in [22]

20 2−123.415 5 4 5 2−9 Trail 4 of Table 11 in [22]

20 2−124 6 1 5 2−7 Trail 1 of Table 8 in [52]

20 2−124 6 1 5 2−7 Trail 2 of Table 8 in [52]

LCs: The number of linear constraints. LNCs: The number of linearised nonlinear constraints.
Max: Maximum length of linearised nonlinear constraints.

For verification, the identified linear and linearised nonlinear constraints are
presented in Table 6. Peyrin and Tan [29] have determined that the 18-round
differential characteristic described in [51] is infeasible. After conducting a re-
assessment, we find that the differential characteristic is affected by one lin-
earised nonlinear constraint in addition to six linear constraints. This discovery
in no way alters the practical impracticability of the differential characteristic.
However, it indicates that the linearised nonlinear constraints are not singular
instances in GIFT-64.

Due to the identical input and output differences, the three 20-round differ-
ential characteristics in [22] are encompassed within the same differential. Ji et
al. [22] increase the probability of the differential by utilising the clustering effect
and then launch a 26-round differential attack against GIFT-128. Our analysis
demonstrates that while the linear constraints of the three differential charac-
teristics are the same, their linearised nonlinear constraints differ. Therefore, a
comprehensive reevaluation of the validity of the differential attack based on the
differential is necessary.

The two 20-round differential characteristics, each with a probability of 2−124

in [52], are present in the same differential. According to Zong et al. [52], the
differential contains six additional characteristics with probabilities below 2−124.
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The differential is employed to initiate a 27-round differential attack on GIFT-128,
which, to our knowledge, is the most effective differential attack on the cipher.
Upon analysis, we observe that the linear constraints for the two given differen-
tial characteristics in the seventeenth round are distinct, as indicated in Table 6.
This observation suggests that the two differential characteristics with the high-
est probability cannot hold simultaneously for keys even in the right key space.
One of the two differential characteristics will be impossible, for instance, if the
values of k4 and k92 are set to k4 = k92 = 1 or k4 = 1 and k92 = 0. When the six
remaining differential characteristics are considered, the estimation of the right
key space and the remaining probability of the differential will become more
complicated. Therefore, it is necessary to do a comprehensive reanalysis of the
viability of the 27-round differential attack.

Table 6. Constraints in differential characteristics of GIFT-128.

Constraints of 18-round differential characteristic in [51]

Ref. Round 0-4 5 6-9 10 11-12 13 14 15 16 17

Table 10
LC - k4 ⊕ k26 = 0 -

k96 ⊕ k114 = 0
- k4 = 1 -

c164 = 0
-

k110 ⊕ k112 = 0 0 = 1

LNC - k5 ⊕ k9 ⊕ k110 = 1 -

Constraints of 20-round differential characteristics in [22]

Ref. Round 0-3 4 5-6 7-8 9 10 11 12-13 14 15 16-19

Trail 2 of
Table 11

LC - k32 ⊕ k54 = 0 - -
k4 ⊕ k16 = 0

- - -
k104 ⊕ k112 = 0

- -
k6 ⊕ k18 = 0 k106 ⊕ k114 = 0

LNC
- k54 ⊕ k80 ⊕ k92 = 1 -

- k6 ⊕ k73 = 0 -

Trail 3 of
Table 11

LC - k32 ⊕ k54 = 0 - -
k4 ⊕ k16 = 0

- - -
k104 ⊕ k112 = 0

- -
k6 ⊕ k18 = 0 k106 ⊕ k114 = 0

LNC
- k18 ⊕ k50 ⊕ k54 = 0 -

- k35 ⊕ k114 = 1 -

Trail 4 of
Table 11

LC - k32 ⊕ k54 = 0 - -
k4 ⊕ k16 = 0

- - -
k104 ⊕ k112 = 0

- -
k6 ⊕ k18 = 0 k106 ⊕ k114 = 0

LNC

- k54 ⊕ k80 ⊕ k92 = 1 -

- k6 ⊕ k73 = 0 -

- k18 ⊕ k50 ⊕ k54 = 0 -

- k35 ⊕ k114 = 1 -

Constraints of 20-round differential characteristics in [52]

Ref. Round 0-3 4 5-8 9 10-13 14 15-16 17 18 19

Trail 1 of
Table 8

LC - k32 ⊕ k54 = 0 -
k4 ⊕ k16 = 0

-
k104 ⊕ k112 = 0

- k92 = 1 - -
k6 ⊕ k18 = 0 k106 ⊕ k114 = 0

LNC - k2 ⊕ k4 ⊕ k6 ⊕ k104 = 1 -

Trail 2 of
Table 8

LC - k32 ⊕ k54 = 0 -
k4 ⊕ k16 = 0

-
k104 ⊕ k112 = 0

- k4 ⊕ k92 = 1 - -
k6 ⊕ k18 = 0 k106 ⊕ k114 = 0

LNC - k2 ⊕ k4 ⊕ k6 ⊕ k104 = 1 -
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7 Applications in Other Cryptographic Primitives

Section 6 demonstrates that the linearised nonlinear constraints typically occur
in the differential characteristics of GIFT, a cipher built on SPN with a reason-
ably uncomplicated linear layer. This section will show that linearised nonlinear
constraints are also present in the SPN cipher with a relatively complex linear
layer. Furthermore, the linearisation method proposed in Section 4.3 can be em-
ployed to identify linear constraints in differential characteristics of ciphers that
employ the Generalised Feistel Network (GFN). We will utilise SKINNY-64 and
WARP as examples.

7.1 Linearised Nonlinear Constraints in SKINNY-64

The SKINNY [6] family of tweakable block ciphers adheres to the TWEAKEY
framework [21], which accepts a tweakey input instead of a key. There are two
suggested block sizes with n = 64 or 128. Given that the 64-bit version, referred
to as SKINNY-64, utilises S-boxes with a differential uniformity of four, our main
objective is to identify linearised nonlinear constraints inside its differential char-
acteristics. The state of SKINNY-64 can be represented as a 4×4 array, with each
cell representing a nibble. The tweakey is available in three sizes: t = 64, 128, and
192. The corresponding ciphers are denoted as SKINNY-64-64, SKINNY-64-128,
and SKINNY-64-192. The tweakey state is also considered as a collection of 4×4
square arrays. These arrays are designated as TK1 when t = 64, TK1 and TK2
when t = 128, and TK1, TK2 and TK3 when t = 192.

The round function consists of five operations: SubCells (SC), AddConstants
(AC), AddRoundTweakey (ART), ShiftRows (SR) and MixColumns (MC). SKINNY-64
deploys an entirely linear tweakey schedule. A permutation PT is applied to
each array of tweakey to interchange the places of each cell. Subsequently, the
contents of each cell in the initial two rows of TK2 and TK3 are refreshed using
two LFSRs, namely LFSR2 and LFSR3, respectively. An illustration of the round
function and tweakey schedule can be found in Appendix D. For further details
on the specifications of SKINNY-64, see [6].

In contrast to the frequency of occurrence of linearised nonlinear constraints
in differential characteristics of GIFT, the frequency of occurrence of linearised
nonlinear constraints in differential characteristics of SKINNY-64 is relatively low.
We analysed all (related-key) differential characteristics of SKINNY-64, including
those short-round differential characteristics used in boomerang and rectangle
attacks, in [47,35,32,18,19,31]. Our analysis reveals that out of all these charac-
teristics, only the 11-round differential characteristic of SKINNY-64-192 in [47]
exhibits linearised nonlinear constraints. We provide an example of one of the
identified linearised nonlinear constraints in Appendix D.

Remark 2. The 11-round differential characteristic of SKINNY-64-192 in [47] is
an infeasible differential characteristic due to the existence of conflicting linear
constraints.
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7.2 Linear Constraints in WARP

WARP [3] is a cipher that operates on 128-bit blocks and uses a 128-bit key. It is
constructed using a 32-branch Type 2 GFN [49]. It employs a straightforward key
schedule that initially partitions the master key K into two 64-bit round keys,
denoted as K = K0∥K1. K0 and K1 are also represented as 16 nibbles, namely
K0 = K0[0]∥K0[1]∥ · · · ∥K0[15] and K1 = K1[0]∥K1[1]∥ · · · ∥K1[15]. The round
key Krmod 2 is used in the r-th round function. The input state Xr of the r-th
round is partitioned into 32 nibbles, denoted as Xr = Xr[0]∥Xr[1]∥ · · · ∥Xr[31].
When examining the state Xr and master key K at the bit level, we represent
the i-th bit of Xr and K as Xr

i and Ki, respectively, where 0 ⩽ i ⩽ 127.
The round function of WARP comprises a 4-bit S-box, XOR operations, and a

shuffle operation π that is applied to 32 nibbles. Additionally, it employs round
constants based on LFSR. Before applying π in the r-th round, the first and third
nibbles of the state are XORed with two 4-bit constants RCr[0] and RCr[1]. Fig-
ure 7 gives an illustration of the round function. See [3] for additional information
regarding the cipher.
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Fig. 7. Round function of WARP.

Contrary to the direct linkage between the output yi of the nonlinear com-
ponent in the i-th round and the input xi+1 of the nonlinear component in the
(i+ 1)-th round, as seen in Figure 2 for SPN ciphers, GFN ciphers incorporate
extra internal states in these linkages. In GFN ciphers, the linear constraint
should include input values for nonlinear components in both the (i− 1)-th and
(i + 1)-th rounds, in addition to the output yi[∗] of the nonlinear component
in the i-th round, as illustrated in Figure 8. The actual situation may be more
intricate, and linear constraints in GFN ciphers may also encompass numerous
rounds. Therefore, the earlier research based on the value restriction to find
linear constraints [16,27,12,43,26] does not concern GFN ciphers.

Given that the detection technique presented in Section 4.3 establishes a
link between states from several rounds, it may be applied to identify linear
constraints in GFN ciphers. We evaluate some differential characteristics of dif-
ferentials for WARP from 1-round to 20-round in [44]. When the number of rounds
exceeds 13, as noted in [44], the number of differential characteristics in the dif-
ferential increases exceptionally quickly. We exclusively evaluate the differential
characteristics of each differential that has the optimised differential probabil-
ity. Nevertheless, the number of optimal differential characteristics is huge for
differentials that span more than 16 rounds. For these differentials, we analyse
only 10000 characteristics from all optimal characteristics. The test results sug-
gest that linear constraints are absent in differential characteristics that cover
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Fig. 8. Visual representation of linear constraints in GFN ciphers.

13 or fewer rounds. In contrast, linear constraints are present in all characteris-
tics covering 14 or more rounds. Table 7 summarises test results for differential
characteristics with 14 or more rounds.

Table 7. Summary of linear constraints in differential characteristics of WARP.

Round Probability #{DC} Minimum LCs #{DCmin} Maximum LCs #{DCmax}

14 2−80 64 1 48 2 16

15 2−94 352 1 32 2 320

16 2−104 2080 4 160 5 1920

17 2−114 10000 5 5938 7 245

18 2−122 10000 4 355 8 218

19 2−132 10000 4 3056 6 2006

20 2−140 10000 10 91 17 12

#{DC}: The quantity of examined differential characteristics.
Minimum LCs: The minimum number of linear constraints in differential characteristics.
#{DCmin}: The quantity of differential characteristics with the least amount of linear constraints.
Maximum LCs: The maximum number of linear constraints in differential characteristics.
#{DCmax}: The quantity of differential characteristics with the greatest amount of linear constraints.

A 17-round differential characteristic with five linear constraints is chosen
as an example, and additional details are provided. Appendix E contains more
details about the 17-round differential characteristic, and Table 8 lists the asso-
ciated linear constraints. Four linear constraints encompass three rounds of en-
cryption, and one encompasses five rounds of encryption. The S-boxes involved
in the linear constraint K13⊕K15⊕K37⊕K39 = 1 spanning five rounds are high-
lighted with blue rectangles in the differential characteristics shown in Figure 16.
An explanation of the 5-round linear constraint can be seen in Figure 9.
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Fig. 9. Linear constraint covering five rounds.

Table 8. Constraints in the 17-round differential characteristic of WARP.

Round 0-6 7 8 9 10 11 12 13 14 15-16

LC

- K13 ⊕K15 ⊕K37 ⊕K39 = 1 -

- K89 ⊕K91 = 1 -

- K48 ⊕K49 ⊕K50 = 1 -

- K49 ⊕K51 = 1 -

- K109 ⊕K111 = 1 -
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7.3 Nonlinear Constraints in WARP

Despite having blocks of the same size, while the number of rounds is fixed,
WARP has just half the number of S-boxes compared to GIFT-128. Therefore, we
are questioning the possibility of conducting tests on differential characteristics
using the SAT solver mentioned in Section 5 for WARP, even though such tests are
not practical for GIFT-128. We choose the 17-round characteristic in Figure 16
as our objective.

Considering that the linear constraints in the differential characteristics have
already been derived, we generate 1000 keys at random that satisfy the five
constraints outlined in Table 8. Each key undergoes individual validation using
the SAT solver to see if it has right pairs of differential characteristics. As per
the output of the SAT solver, the differential characteristic exhibits right pairs
under 149 keys; however, the differential characteristic becomes infeasible for the
remaining 851 keys. The test result indicates the presence of extra constraints
in the 17-round differential characteristic.

In order to identify these unknown constraints, we select a key k̊ that lacks
right pairs. Each of the 128 bits in k̊ is flipped individually, and we employ the
SAT solver to validate the 128 transformed keys k̊0, k̊1, . . ., k̊127. We speculate
that the ℓ-th bit in the master key may be involved in unknown constraints if a
specific modified key k̊ℓ contains the right pairs. We may continue this process
with various keys to find as many unknown constraints as feasible. Once we
identify the key bits that may be included in unknown constraints, we observe
the differential characteristic to determine the specific locations of these key bits
and abstract the corresponding nonlinear constraint. This approach may also be
utilised to seek unknown constraints for other primitives.

In this manner, we identify four nonlinear constraints in the 17-round differ-
ential characteristic. Due to the presence of inactive S-boxes, these constraints
cannot be detected using the approach described in Section 4.3. Figure 10 de-
picts a nonlinear constraint that spans four rounds of encryption. The right
pair of the differential characteristic must satisfy the condition that both Z11[9]
and X12[30] should take values from the set {0x3, 0x4, 0x9, 0xe}. Therefore,
the values of X10[26] must be selected from the set Ain ⊕K1[9], where Ain =
{0x0, 0x7, 0xa, 0xd}, since it can be expressed as X10[26] = Z11[9] ⊕X12[30] ⊕
K1[9]. On the other hand, we can confirm that X9[8] ∈ {0x0, 0x5, 0xa, 0xf} and
X11[16] ∈ {0x3, 0x4, 0x9, 0xe}. The equation Z10[13] = X9[8]⊕X11[16]⊕K0[13]
ensures that Z10[13] can only have values from Aout ⊕ K0[13], where Aout =
{0x1, 0x3, 0x4, 0x6, 0x9, 0xb, 0xc, 0xe}. A nonlinear constraint on K0[13]∥K1[9]
is that the equation

S(x⊕K1[9]) = y ⊕K0[13]

must have at least one solution when the values of x and y are taken from Ain
and Aout, respectively. To the best of our knowledge, we are the first to report
nonlinear constraints in a cipher that employs the GFN structure.
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Fig. 10. Nonlinear constraint covering four rounds.

Remark 3. Some nonlinear constraints in the differential characteristics of WARP
are intricate and nuanced. We do not exclude the possibility of additional un-
categorised constraints.

8 Discussion and Conclusion

8.1 Discussion

We acknowledge that the theory of quasidifferential trails [7] is a comprehensive
approach to addressing dependencies in differential characteristics, accounting
for deterministic and probabilistic linear relations. The linearisation method pro-
posed in Section 4 can only address deterministic linear relations. However, we
believe that the unique aspects of our proposed approach, which we will discuss,
are of irreplaceable significance.

� As Beyne and Rijmen [7] noted, Plateau characteristics originate from the
propagation of affine subspaces made up of the input and output values
of right pairs; nonetheless, performing the propagation for more than two
rounds is challenging. The linearisation method offers a solution to the prop-
agation of affine subspaces for more than two rounds.
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� The linearisation method is intuitive because it uses value restrictions to
elucidate dependencies. This intuitive nature makes it an intuitive interpre-
tation of the theory of quasidifferential trails when the concentration is on
deterministic linear relations. This intuition will further enhance the pros-
perity of the theory of quasidifferential trails and contribute to the increased
awareness of the dependency issue.

� As stated in Section 3.2, using the quasidifferential trails theory in primitives
containing 8-bit S-boxes may provide a possible challenge. Given that the
linearisation method does not depend on any mathematical problem solvers,
it is practicable to apply it to primitives with 8-bit S-boxes. We employ the
linearisation method to identify constraints in the 19-round differential char-
acteristic of SMS4 in [39]. The test results indicate no linearised nonlinear
constraint in this differential characteristic, and it takes less than one second
to complete.

� In the context of a specific differential characteristic, many quasidifferential
trails can exhibit an absolute correlation lower than that of the associated dif-
ferential characteristic. Analysing probabilistic linear relations arising from
these quasidifferential trails can be complicated. In this scenario, the three-
stage evaluation approach in Section 5 may serve as an alternative approach.

� Over the last twenty years, we have witnessed the automatic method used to
conduct key recovery attacks in cryptanalysis and find various distinguish-
ers. In this work, we suggest a novel application of the automatic method:
simulating the statistical test. We believe it has independent interests.

8.2 Conclusion

This work offers a comprehensive overview of prior research on dependencies in
differential characteristics. By classifying all dependence representations from
the value restrictions and the theory of quasidifferential trails, we identify a
specific set of nonlinear constraints and refer to them as linearised nonlinear
constraints. We aim to establish a method that utilises value restriction to iden-
tify linearised nonlinear constraints, as the previous method is insufficient for
this purpose. Leveraging linear dependencies between the inputs and outputs
of active S-boxes, a linearisation method is proposed to search for linearised
nonlinear constraints for a given differential characteristic. Then, we propose
a three-stage evaluation approach based on the linearisation method to better
assess differential characteristics with linearised nonlinear constraints. The lin-
earisation method and the three-stage evaluation approach are used to examine
four differential characteristics of GIFT-64 and six differential characteristics
of GIFT-128. Given the inconsistencies identified in these differential charac-
teristics, we strongly recommend reevaluating the differential attacks that rely
on these distinguishers. Determining linear and nonlinear constraints in GFN
ciphers is also possible using the newly proposed methods. We examine the dif-
ferential characteristics of WARP as an illustration and present the first-known
nonlinear constraint in GFN ciphers.
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A Bit Permutations in GIFT-64 and GIFT-128

Tables 9 and 10 respectively display the bit permutations used in GIFT-64 and
GIFT-128.

Table 9. Bit permutation in GIFT-64.

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
P64(i) 48 1 18 35 32 49 2 19 16 33 50 3 0 17 34 51

i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
P64(i) 52 5 22 39 36 53 6 23 20 37 54 7 4 21 38 55

i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
P64(i) 56 9 26 43 40 57 10 27 24 41 58 11 8 25 42 59

i 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
P64(i) 60 13 30 47 44 61 14 31 28 45 62 15 12 29 46 63

B Differential Characteristic in [41]

The component of the 18-round related-key differential characteristic from [41]
is depicted in Figure 11.

C 4-Round Linearised Nonlinear Constraint of GIFT-64

Figure 12 displays the segment of differential characteristic that gives rise to the
constraint k12 ⊕ k88 ⊕ k122 ⊕ k123 = 1, encompassing four rounds of encryption.

D Supplementary Materials for SKINNY-64

D.1 Illustration of SKINNY-64

Figure 13 illustrates the round function and tweakey schedule of SKINNY-64.

D.2 One Linearised Nonlinear Constraint for SKINNY-64

We provide an example of one of the linearised nonlinear constraints that have
been identified. As illustrated in Figure 14, it is present in the middle three
rounds of the differential characteristic, where the cells involved in the linearised
nonlinear constraints are circled out with blue rectangles. We will employ Xr

and Y r to represent the states before and after the SC function in the r-th round,
as seen in Figure 14. The differences of the states are represented as ∆Xr and

41
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Fig. 11. Partial differential characteristic in [41] with probability 2−50.
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Table 10. Bit permutation in GIFT-128.

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
P128(i) 96 1 34 67 64 97 2 35 32 65 98 3 0 33 66 99

i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
P128(i) 100 5 38 71 68 101 6 39 36 69 102 7 4 37 70 103

i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
P128(i) 104 9 42 75 72 105 10 43 40 73 106 11 8 41 74 107

i 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
P128(i) 108 13 46 79 76 109 14 47 44 77 110 15 12 45 78 111

i 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79
P128(i) 112 17 50 83 80 113 18 51 48 81 114 19 16 49 82 115

i 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95
P128(i) 116 21 54 87 84 117 22 55 52 85 118 23 20 53 86 119

i 96 97 98 99 100 101 102 103 104 105 106 107 108 109 110 111
P128(i) 120 25 58 91 88 121 26 59 56 89 122 27 24 57 90 123

i 112 113 114 115 116 117 118 119 120 121 122 123 124 125 126 127
P128(i) 124 29 62 95 92 125 30 63 60 93 126 31 28 61 94 127
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Fig. 14. Partial differential characteristic of the 11-round differential characteristic for
SKINNY-64-192 in [47].
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∆Y r, respectively. The cell in the i-th row and j-th column of the state Xr

is expressed as Xr[4i + j], where 0 ⩽ i, j ⩽ 3. When examining the state at
the level of individual bits, we represent the l-th bit of the state as Xr

l , where
0 ⩽ l ⩽ 63. For all 0 ⩽ ℓ ⩽ 15, we thus have Xr[ℓ] = Xr

4ℓ∥Xr
4ℓ+1∥Xr

4ℓ+2∥Xr
4ℓ+3.

To simplify, we will refer to the round tweakey used in the r-th round as rtkr.
The l-th bit of rtkr will be marked as rtkrl , where 0 ⩽ l ⩽ 31.

Figure 15 provides a more explicit representation of the linearised nonlinear
constraint. As the active S-box in the third round transfers the input difference
∆X3[12] = 0x6 to the output difference ∆Y 3[12] = 0xd, the output value Y 3[12]
for the right pair of the differential characteristic must be chosen from the set
{0x6, 0xb}. Hence, the result of the XOR operation on the first three bits of
Y 3[12] should always be zero, namely

Y 3
48 ⊕ Y 3

49 ⊕ Y 3
50 = 0. (19)

The property of the round function can be employed to derive X4[3]⊕X4[15] =
Y 3[12]. At the bit level, we have

X4
12+i ⊕X4

60+i = Y 3
48+i for all 0 ⩽ i ⩽ 3. (20)

Therefore, Y 3[12] is associated with two active S-boxes in the fourth round.
Analysing the active S-box on X4[15] makes it possible to determine that the
XORed value of the first three bits of X4[15] must adhere to

X4
60 ⊕X4

61 ⊕X4
62 = 0. (21)

The constraint over the first three bits of the cell X4[3]

X4
12 ⊕X4

13 ⊕X4
14 = 0 (22)

is obtained by performing an XOR operation on equations (20) - (21).
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Fig. 15. Illustration of a linearised nonlinear constraints for SKINNY-64-192.

Subsequently, an examination of the active S-box on X4[3] indicates that the
input value of the right pair should be selected from the set {0x5, 0x7, 0xd, 0xf}
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for the differential propagation from ∆X4[3] = 0xa to ∆Y 4[3] = 0x5 to occur.
That is, the second bit X4

13 of X4[3] should always be one. By including this
restriction in equation (22), we deduce

X4
12 ⊕X4

14 = 1. (23)

In addition, it is possible to generate two linear equations

Y 4
13 = X4

12 and Y 4
15 = X4

14 (24)

relating specific bits of the input X4[3] to the output Y 4[3]. Next, the two bits
Y 4
13 and Y 4

15 will transmit to X5
29 and X5

31 in the subsequent round, possibly
establishing linear equations using these bits

X5
29 = Y 4

13 ⊕ rtk413 and X5
31 = Y 4

15 ⊕ rtk415. (25)

By examining the input of the active S-box in the fifth round using differential
propagation 0x5→ 0xc, it can be determined that the equation

X5
29 ⊕X5

31 = 1 (26)

should be validated by the two bits of X5[7]. A constraint on the round tweakey

rtk413 ⊕ rtk415 = 0 (27)

can be extracted by performing an XOR operation on equations (23) - (26).

Remark 4. While constraint (27) only pertains to the round tweakey in the
fourth round, it is a nonlinear constraint since it relies on the active S-boxes
from three rounds. In contrast, the linear constraints only rely on the active S-
boxes from two consecutive rounds. Furthermore, the nonlinear constraint being
illustrated is distinct from the one presented in [29], which incorporates inactive
S-boxes (refer to Figure 6 of [29]).

E 17-Round Differential Characteristic of WARP

Figure 16 displays the 17-round differential characteristic.
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Fig. 16. 17-round differential characteristic of WARP with a probability of 2−114.
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