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Abstract. We present a key-policy attribute-based encryption (ABE) scheme for circuits based on the Learning
With Errors (LWE) assumption whose key size is independent of the circuit depth. Our result constitutes the first
improvement for ABE for circuits from LWE in almost a decade, given by Gorbunov, Vaikuntanathan, and Wee
(STOC 2013) and Boneh, et al. (EUROCRYPT 2014) – we reduce the key size in the latter from poly(depth, λ) to
poly(λ). The starting point of our construction is a recent ABE scheme of Li, Lin, and Luo (TCC 2022), which
achieves poly(λ) key size but requires pairings and generic bilinear groups in addition to LWE; we introduce new
lattice techniques to eliminate the additional requirements.

1 Introduction

In key-policy attribute-based encryption (ABE) [SW05,GPSW06], ciphertexts ct are associated with an attribute x ∈
{0, 1}ℓ and a message µ and keys sk with a predicate f , and decryption returns µ when x satisfies f (i.e, f(x) = 0).
We require security against unbounded collusions, so that an adversary that sees a ciphertext along with secret keys
for an arbitrary number of predicates learns nothing about µ as long as x satisfies none of these predicates. The
fundamental goals in attribute-based encryption are two-fold: (i) to build expressive schemes that support a large
class of policies and functions; and (ii) to obtain efficient instantiations based on widely-believed intractability of
basic computational problems.

In 2013, Gorbunov, Vaikuntanathan, and Wee gave the first construction of ABE for circuits [GVW13]. The scheme
relies on the Learning with Errors (LWE) assumption, and for depth d, size s circuits over ℓ-bit inputs where ℓ and d
are fixed at set-up, achieves public key and ciphertext size ℓ ·poly(d, λ) and key size s ·poly(d, λ). This was followed
shortly by an improvement of Boneh, Gentry, Gorbunov, Halevi, Nikolaenko, Segev, Vaikuntanathan, and Vinayaga-
murthy, henceforth BGGHNSVV14, reducing the key size to poly(d, λ) [BGG+14]. These works demonstrated for
the first time the power of lattices not just for expressive computation like in fully homomorphic encryption (FHE)
[Gen09,BV11], but also in conjunction with strong security properties, taking lattice and LWE-based cryptogra-
phy far beyond just post-quantum security and FHE and enabling a broad range of cryptographic feasibility results
over the past decade: reusable garbled circuits [GKP+13], fully homomorphic signatures [GVW15b], constrained
pseudorandom functions [BV15], predicate encryption [GVW15a], laconic function evaluation [QWW18,CDG+17],
correlation-intractable hashing and thus SNARGs for P [PS19,?,CJJ22], and many more.

In spite of this flurry of activities extending the BGGHNSVV14 techniques in myriad and innovative ways, there
has been virtually no efficiency improvement to the BGGHNSVV14 ABE for circuits in the past decade. That is, until
a recent clever and surprising work of Li, Lin, and Luo, LLL22 for short, further reducing the key size down to poly(λ)
[LLL22] independent of circuit depth, but at the cost of additionally requiring pairings and generic bilinear groups.
LLL22 crucially relies on techniques introduced in an earlier work of Agrawal and Yamada on optimal broadcast
encryption with poly-logarithmic parameters [AY20]. Motivated by follow-up works to the latter in [AWY20,Wee22],
two natural questions are whether we can replace the use of generic bilinear groups in LLL22 with either a falsifiable
assumption like k-Lin, or with a post-quantum analogue such as evasive LWE [Wee22,Tsa22].

1.1 Our Results

In this work, we take a leap forward and completely eliminate the use of pairings and generic bilinear group model
in LLL22. That is, we obtain an ABE for circuits with poly(λ) key size under the LWE assumption:



Reference Assumption |ct| |sk| |mpk|

GVW13 [GVW13] LWE ℓ · d2+1/δ s · d2+2/δ ℓ · d2+2/δ

BGGHNSVV14 [BGG+14] LWE ℓ · d2+1/δ d2+1/δ ℓ · d2+2/δ

LLL22 [LLL22] LWE + bilinear GGM ℓ · d2+1/δ 1 ℓ · d2+2/δ

this work LWE ℓ · d2+1/δ 1 ℓ · d2+2/δ

Fig. 1. Comparison with prior KP-ABE for circuits of size s and depth d, ignoring factors polynomial in λ. The quantities |ct|, |sk|
refer to the cryptographic overhead beyond transmitting x and f in the clear. In all of these schemes, the running time for
encryption is ℓ · poly(d, λ) and that for key generation is s · poly(d, λ).

Theorem 1 (informal). Assuming the hardness of n-dimensional LWE with sub-exponential modulus-to-
noise ratio 2n

δ

, there exists an attribute-based encryption (ABE) scheme for circuits whose key size is independent
of the circuit depth. For depth d circuits over ℓ-bit inputs, we have

|mpk| = Oλ(ℓ · d2+2/δ), |ct| = Oλ(ℓ · d2+1/δ), |sk| = Oλ(1).

where Oλ(·) hides factors at most λ3. The scheme achieves selective security against unbounded collusion.

Our security proof uses a number of new ingredients, including (i) correlated LWE secrets, (ii) pseudorandom public
keys, (iii) trapdoor sampling with an approximate trapdoor. While the latter two techniques are not new to the LWE
literature, this is the first time they are used to improve asymptotic efficiency in ABE. We are optimistic that our
techniques will find further applications in lattice-based ABE and beyond, as has been the case for the BGGHNSVV14
techniques.

As an immediate corollary, we obtain improved reusable garbled circuits. A garbling scheme [Yao86,BHR12]
allows us to encode an arbitrary circuit C into a garbled circuit Ĉ , and an input x into a garbled input x̂, so that
Ĉ, x̂ reveal C(x) and nothing else about C or x; in a reusable garbling scheme [GKP+13], security should hold
even given multiple garbled inputs x̂1, x̂2, . . ., etc. Instantiating the prior framework for reusable garbling schemes
in [GKP+13,BGG+14] with our ABE scheme, we obtain reusable garbling schemes where the garbled circuit incurs
only an additive poly(λ) overhead, independent of the circuit depth.

Concurrent work. A concurrent and independent work of Hsieh, Lin, and Luo [HLL23] constructs ABE for circuits
where both master public key, secret keys and ciphertext have size independent of circuit depth. The scheme is
proven (very) selectively secure against unbounded collusion under LWE and additionally evasive circular LWE
assumptions, a stronger variant of the recently proposed evasive LWE assumption [Wee22,Tsa22].

2 Technical Overview

We begin with an overview of the LLL22 construction, which follows the following two-step blue-print (first devel-
oped in the context of pairing-based ABE):

– First, a 1-key secure ABE for circuits with key size Oλ(1) using LWE and pairings; here-in lies the main technical
and conceptual novelty of the LLL22 construction.

– Next, they achieve many-key security (i.e., security against unbounded collusion) by randomizing the secret
keys “in the exponent”; this step is essentially the same as in [AY20] and crucially relies on the generic bilinear
group model.

Our construction follows the same high-level blue-print. First, we construct a 1-key secure ABE for circuits with key
size Oλ(1) using just LWE: we simply replace the pairing-based building block in LLL22 with an existing LWE-based
one. The main technical novelty of this work lies in carrying out the second step without pairings, and then, more
notably, proving many-key security using just LWE.
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2.1 BGGHNSVV14 ABE

We begin with the BGGHNSVV14 ABE scheme, which achieves Oλ(d
2+1/δ)-sized keys from LWE. Let A ∈ Zn×ℓ·m

q

be a matrix where m = O(n log q). Given A and a circuit f : {0, 1}ℓ → {0, 1} of depth d, we can derive
[BGG+14,GSW13] a matrix Af ∈ Zn×m

q such that for any x ∈ {0, 1}ℓ, we can compute a low-norm matrix HA,f,x

satisfying

(A− x⊗Gn,q) ·HA,f,x = Af − f(x) ·Gn,q, (1)

where Gn,q ∈ Zn×m
q is the gadget matrix [MP12] and ∥HA,f,x∥ ≤ mO(d).

BGGHNSVV14 ABE. The scheme is as follows, omitting error terms in the ciphertext:

mpk = A0 ← Zn×m
q ,b← Zn

p ,A← Zn×ℓ·m
q .

ct = (

c0︷ ︸︸ ︷
s ·A0,

c2︷ ︸︸ ︷
s · b⊤ + µ · ⌊q/2⌋,

c3︷ ︸︸ ︷
s · (A− x⊗Gn,q)), s← Zn

q .

sk = k⊤
f ← DZ2m,τ s.t. [A0 | Af ] · k⊤

f = b⊤.

Decryption computes an approximation to µ · ⌊q/2⌋ for f(x) = 0 as follows:

c2 −
≈ s·[A0|Af ]︷ ︸︸ ︷

[c0 | c3 ·HA,f,x] ·k⊤
f .

Parameters and efficiency. For correctness, we need the modulus-to-noise ratio to be at least mO(d) to accommo-
date the blow-up from multiplication by HA,f,x; this means that q ≥ mO(d) (for correctness) and 2n

δ ≥ mO(d) (for
LWE hardness). In order to simulate secret keys in the security reduction, we will also require ∥kf∥ ≈ τ ≥ mO(d).
This means that the key size is at least 2m log τ ≥ d2+1/δ bits. Indeed, it suffices to take

n = Oλ(d
1/δ), log q = Oλ(d),

which yields key size O(n · (log q)2) = Oλ(d
2+1/δ).

2.2 1-Key Security withOλ(1)-sized Keys from LWE

As a warm-up to our main result, we describe a 1-key secure ABE scheme with Oλ(1)-sized keys based on LWE.
The idea is to start with the LLL22 ABE scheme1 with Oλ(1)-sized keys and (i) replace the underlying pairing-based
building block with a LWE-based one, and (ii) omit secret key randomization “in the exponent”, which is not needed
for 1-key security.

Overview. The construction uses modulus switching [BV11,BTVW17] along with the LWE assumption over two
different moduli:

– a large modulus q along with a modulus-to-noise ratio at least mO(d), as in BGGHNSVV14;
– a small modulus p ≤ 2O(λ) such that q/p ≳ mO(d).

The ciphertext contains s · (A − x ⊗ Gn,q) as before, except s is gaussian with norm smaller than p. During
decryption, we will first compute s ·Af ·d⊤ where d ∈ {0, 1}m is a fixed low-norm vector and round that to obtain⌊

s ·Af · d⊤ mod q
⌉
p
≈ s ·

⌊
Af · d⊤⌉

p
mod p,

1 This refers to the many-key secure scheme in LLL22. LLL22 does not explicitly describe a 1-key secure ABE scheme with Oλ(1)
key size from LWE and pairings.
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as long as s has sufficiently small norm. Here, we use ⌊·⌉p to denote entry-wise rounding from Zq to Zp.
Next, we use an inner product functional encryption (IPFE) scheme to (approximately) compute the inner product

[
s | µ

]
·

[⌊
Af · d⊤⌉

p

⌊p/2⌋

]
= s ·

⌊
Af · d⊤⌉

p
+ µ · ⌊p/2⌋ mod p.

The ABE secret key is then an IPFE secret key kf for the above computation. Concretely, using the LWE-based IPFE
in [ALS16] with ”constant-sized keys”, the key kf has size poly(λ, log p) = Oλ(1).

1-key secure ABE. The scheme is as follows2, omitting error terms in the ciphertext:

mpk = B0 ← Zn0×O(n0·log p)
p ,B1 ← Zn0×O(n·log p)

p ,b← Zn0
p ,A← Zn×ℓ·m

q ,d← {0, 1}m.

ct = (

c0︷ ︸︸ ︷
s0 ·B0,

c1︷ ︸︸ ︷
s0 ·B1 + s ·Gn,p,

c2︷ ︸︸ ︷
s0 · b⊤ + µ · ⌊p/2⌋,

c3︷ ︸︸ ︷
s · (A− x⊗Gn,q)),

s0 ← Zn0
p , s← DZn,χ.

sk = k⊤
f ← DZO(n0·log p),τ s.t. B0 · k⊤

f = b⊤ +

b⊤
f :=︷ ︸︸ ︷

B1 ·G−1
n,p(

⌊
Af · d⊤⌉

p
) .

Decryption computes an approximation to µ · ⌊p/2⌋ as follows:

c2 −

≈ s0·(b⊤+b⊤
f )︷ ︸︸ ︷

c0 · k⊤
f +

≈ s0·b⊤
f +s·⌊Af ·d⊤⌉

p︷ ︸︸ ︷
c1 ·G−1

n,p(
⌊
Af · d⊤⌉

p
)︸ ︷︷ ︸

≈ s·⌊Af ·d⊤⌉
p
+µ·⌊p/2⌋

−

≈ s·⌊Af ·d⊤⌉
p︷ ︸︸ ︷⌊

c3 ·HA,f,x · d⊤⌉
p
.

Proving 1-key security. We provide a very brief sketch of “weakly selective” 1-key security, where the adversary
fixes the single key query f and the challenge attribute x before seeing mpk. Since the security proof for our main
result uses very different ideas, it is fine for the reader to skip this proof sketch. The proof strategy here is similar
to that in LLL22 (along with ideas from [Agr17,QWW18,ALS16]). The reduction samples a random gaussian kf and
programs b to be B0 · k⊤

f − b⊤
f . We can then use the decryption equation (plus noise flooding) to rewrite c2 as a

function of c0, c1, c3 and kf , that is

c2 ≈ c0 · kf + c1 ·G−1
n,p(

⌊
Af · d⊤⌉

p
)−

⌊
c3 ·HA,f,x · d⊤⌉

p
+ µ · ⌊p/2⌋

Using the fact that

c3 ·HA,f,x · d⊤ ≈ s · (A− x⊗Gn,q) ·HA,f,x · d⊤ = s ·Af · d⊤ − f(x) · s ·Gn,q · d⊤

and that f(x) = 1, security then boils down to showing pseudorandomness of

(s0 ·B0, s0 ·B1 + s ·Gn,p︸ ︷︷ ︸
mod p

, s ·Gn,q · d⊤, s · (A− x⊗Gn,q)︸ ︷︷ ︸
mod q

),

given mpk. This follows from invoking LWE twice: first over modulus p to replace s0 · [B0 | B1] with random, and
then over modulus q to replace s · [Gn,q · d⊤ | A− x⊗Gn,q] with random.

2 The secret key kf has a similar structure to the IPFE secret key in [ALS16], but with a different distribution.
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2.3 Our ABE Scheme

In order to achieve many-key security (i.e., security against unbounded collusion), we first modify the secret key
distribution, replacing B0 · k⊤

f = b⊤ + b⊤
f with

[B0 | Bf ] · k⊤
f = b⊤, (2)

where Bf ∈ Zn0×n0 log p
p is defined analogously to b⊤

f , except with a wider matrix D ∈ {0, 1}m×n0 log p in place
of d⊤ ∈ {0, 1}m×1. As in BGGHNSVV14, we will embed the gadget matrix Gn0,p into Bf in the security proof. In
fact, we need to make two more modifications for the security proof:

(i) s0 is gaussian (with norm slightly smaller than that of s), so that we can correlate s0 and s in the security proof;
(ii) we replace (2) with

[B0 | Bf | In0 ] · k⊤
f = b⊤,

where kf ∈ ZO(n0 log p); this allows us to simulate secret keys given just an approximate trapdoor [BTVW17],
namely a low-norm Rf such that Bf ≈ B0 ·Rf +Gn0,p (where ≈ captures an error term arising from the use
of ⌊·⌉p rounding).

Setting parameters as in our 1-key secure ABE with n0 = Oλ(1), log p = Oλ(1) (plus some minor tweaks to account
for additional noise flooding), we obtain key size O(n0 · (log p)2) = Oλ(1).

Our final ABE scheme. Our ABE scheme is as follows:

mpk = B0 ← Zn0×O(n0·log p)
p ,B1 ← Zn0×O(n·log p)

p ,b← Zn0
p ,A← Zn×ℓ·m

q ,D ∈ {0, 1}m×O(n0 log p).

ct = (

c0︷ ︸︸ ︷
s0 ·B0,

c1︷ ︸︸ ︷
s0 ·B1 + s ·Gn,p,

c2︷ ︸︸ ︷
s0 · b⊤ + µ · ⌊p/2⌋,

c3︷ ︸︸ ︷
s · (A− x⊗Gn,q)),

s0 ← Dn0

Z,χ0
, s← Dn

Z,χ.

sk = k⊤
f ← DZO(n0 log p),τ s.t.

[
B0 |

Bf :=︷ ︸︸ ︷
B1 ·G−1

n,p(⌊Af ·D⌉p) | In0

]
· k⊤

f = b⊤.

Decryption computes an approximation to µ · ⌊p/2⌋ as follows:

c2 −

≈ s0·[B0|Bf |In0 ]︷ ︸︸ ︷[
c0 | c1 ·G−1

n,p(⌊Af ·D⌉p)− ⌊c3 ·HA,f,x ·D⌉p | 0n0×n0

]
·k⊤

f .

Proof overview. Our proof strategy is very different from that in LLL22.

Step 1. First, we correlate s0, s by setting s = s0 ·W+ t where t is a random gaussians and W a low-norm matrix.
This allows us to rewrite the ciphertext as:

ct = (s0 ·B0, s0 · (B1 +W ·Gn,p) + t ·Gn,p, s0 · b⊤ + µ · ⌊p/2⌋,
s0 ·W · (A− x⊗Gn,q) + t · (A− x⊗Gn,q)).

Looking ahead, our goal is to invoke LWE to replace s0 · [B0 | b⊤] with random. Towards this goal, we need to:

– account for the leakage on s0 in s0 · (B1 +W ·Gn,p) and in s0 ·W · (A− x⊗G);
– simulate key generation queries without knowing a trapdoor for B0.
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Step 2. We replace A with a pseudorandom matrix such that W ·(A−x⊗Gn,q) = E where E is a random gaussian
matrix. This essentially follows from the LWE assumption with a low-norm W as the secret and E as the error term:
concretely, we sample W = [In0

|W0] and replace A with[
W0 · Ã+E

−Ã

]
+ x⊗Gn1,q.

Note that t completely masks any leakage about W in s. Combined with noise flooding, this allows us to eliminate
the term s0 ·W · (A− x⊗Gn,q) = s0 ·E in the challenge ciphertext.

Step 3. We program B1 = B0 ·R−W ·Gn,p where R is random low-norm. Then, we can write

Bf = B1 ·G−1
n,p(⌊Af ·D⌉p)

= B0 ·R ·G−1
n,p(⌊Af ·D⌉p)−W · ⌊Af ·D⌉p

≈ B0 ·R ·G−1
n,p(⌊Af ·D⌉p)− ⌊W ·Af ·D⌉p

= B0 ·R ·G−1
n,p(⌊Af ·D⌉p)− ⌊W · (A− x⊗Gn,q) ·HA,f,x ·D+ f(x) ·W ·Gn,q ·D⌉p

≈ B0 ·R ·G−1
n,p(⌊Af ·D⌉p)− ⌊E ·HA,f,x ·D⌉p − f(x) · ⌊W ·Gn,q ·D⌉p.

We now set D so that ⌊W ·Gn,q ·D⌉p = Gn0,p (by setting Gn,q ·D =

[ q
p ·Gn0,p

0(n−n0)×m0

]
). This means that we can

write
Bf = B0 ·Rf −Ef − f(x) ·Gn0,p,

where both Rf = R ·G−1
n,p(⌊Af ·D⌉p) and Ef ≈ ⌊E ·HA,f,x ·D⌉p have low norm. Now, following [BTVW17],

observe that: [
B0 | Bf | In0

]
·

 Rf

−I
−Ef

 = f(x) ·Gn0,p.

Since f(x) = 1, this yields a gadget trapdoor which we can use to answer secret key queries (instead of a trapdoor
for B0).

Step 4. At this point, we can rewrite the ciphertext as

ct = (s0 ·B0, s0 ·B0 ·R+ t ·Gn,p, s0 · b⊤ + µ · ⌊p/2⌋,
t · (A− x⊗Gn,q)).

We can then use the LWE assumption to replace s0 · [B0 | b⊤] with random, thereby perfectly hiding the message
µ.

3 Preliminaries

Notations. We use boldface lower case for row vectors (e.g. r) and boldface upper case for matrices (e.g. R). For
integral vectors and matrices (i.e., those over Z), we use the notation ∥r∥, ∥R∥ to denote the maximum absolute
value over all the entries. We use v ← D to denote a random sample from a distribution D, as well as v ← S to
denote a uniformly random sample from a set S. We use ≈s and ≈c as the abbreviation for statistically close and
computationally indistinguishable. We denoted byDZm,χ the (centered) discrete Gaussian distribution over Zm with
parameter χ, i.e., the distribution over Zm where for all x, Pr[x] ∝ e−π·(x2

1+···+x2
m)/χ2

.
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3.1 Attribute-based encryption

Syntax. A key policy attribute-based encryption (KP-ABE) scheme for some class F consists of four algorithms:

– Setup(1λ,F)→ (mpk,msk). The setup algorithm gets as input the security parameter 1λ and class description
F . It outputs the master public key mpk and the master secret key msk.

– Enc(mpk,x,µ) → ctx. The encryption algorithm gets as input mpk, an input x and a message µ ∈ {0, 1}λ. It
outputs a ciphertext ctx. Note that x is public given ctx.

– KeyGen(mpk,msk, f) → skf . The key generation algorithm gets as input mpk,msk and f ∈ F . It outputs a
secret key skf . Note that f is public given skf .

– Dec(mpk, skf , f, ctx,x)→ µ. The decryption algorithm gets as input skf and ctx along with mpk. It outputs a
message µ.

Correctness. For all inputs x and f with f(x) = 0 and all µ ∈ {0, 1}λ, we require

Pr

Dec(mpk, skf , ctx) = µ :
(mpk,msk)← Setup(1λ,F)
skf ← KeyGen(mpk,msk, f)
ctx ← Enc(mpk,x,µ)

 = 1− negl(λ).

Security Definition. For a stateful adversary A, we define the advantage function

AdvABE
A (λ) := Pr

b = b′ :

x∗ ← A(1λ)
(mpk,msk)← Setup(1λ,F)
(µ0,µ1)← AKeyGen(mpk,msk,·)(mpk)
b← {0, 1}; ctx∗ ← Enc(mpk,x∗,µb)
b′ ← AKeyGen(mpk,msk,·)(ctx∗)

− 1

2
,

with the restriction that all queries f that A sent to KeyGen(mpk,msk, ·) satisfy f(x∗) = 1. An ABE scheme is
selectively secure if for all PPT adversaries A, the advantage AdvABE

A (λ) is a negligible function in λ.

3.2 Lattices background

Learning with Errors. Given n,m, q, χe ∈ N, the LWEn,m,q,χe assumption states that

(A, s ·A+ e) ≈c (A, c),

where
A←Zn×m

q , s←Zn
q , e←DZm,χe

, c←Zm
q .

An analog assumption holds when the secret s itself is chosen from a Gaussian distribution [ACPS09]. When s←DZn,χe ,
we refer to such assumption as the sLWEn,m,q,χe

assumption.
We recall existing results from the literature useful for our construction and security proof.

Lemma 1 (Noise Flooding [GKPV10]). Let n ∈ N. For any real χ > ω(
√
log n), and any c ∈ Zn, it holds

SD(DZn,χ,DZn,χ + c) ≤ ∥c∥/χ. In particular, if χ ≥ λω(1) · ∥c∥, one has DZn,χ ≈s DZn,χ + c.

Lemma 2 (Leftover Hash Lemma [HILL99]). For m ≥ (n+ 1) · log q + 2 · λ the distribution of (A,u = A · x)
for uniform and independent A← Zn×m

q and x← {0, 1}m is statistically indistinguishable from uniformly random.

Lemma 3 (Norm of Gaussian [GPV08]). For all χ ≥ 1 and k ≥ 2,

Pr[|x| ≥ χ
√
k | x←DZ,χ] ≤ 2−k.

Therefore, if H←DZm×m′ ,χ then ∥H∥ ≤ λχ
√
m ·m′ except that with probability negligible in λ.
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Trapdoor and preimage sampling [MP12,GPV08]. Let n, q ∈ Z,

gq = (1, 2, 4, . . . , 2⌈log q⌉−1) ∈ Z⌈log q⌉.

The gadget matrix Gn,q is defined as the diagonal concatenation of gq n times. Formally, Gn,q = gq ⊗ In ∈
Zn×n·⌈log q⌉. For any t ∈ Z, the function G−1

n,q : Zn×t
q → {0, 1}n·⌈log q⌉×t expands each entry a ∈ Zq of the input

matrix into a column of size ⌈log q⌉ consisting of the bit-representation of a. For any matrix A ∈ Zn×t
q it holds that

Gn,q ·G−1
n,q(A) = A mod q. We refer to the gadget matrix simply as G when parameters n and q are clear from

the context.
Let n,m, q ∈ N and consider a matrix A ∈ Zn×m

q . For all V ∈ Zn×m′

q we let A−1(V, τ) denote the random
variable whose distribution is the Discrete Gaussian DZm×m′ ,τ conditioned on A ·A−1(V, τ) = V mod q.

Lemma 4 (TrapdoorGeneration and Sampling [Ajt96,GPV08,MP12]). There exists a pair of probabilistic polynomial-
time algorithms:

– SamplePre(A,T,V, τ) that givenA and anyT such thatA·T = G, τ ≥ 2·m·
√
n · log q ·∥T∥ andV ∈ Zn×m′

q ,
outputs a sample from A−1(V, τ). We call T a τ -trapdoor forA.

– TrapGen(1n, q,m) that for all m ≥ m0 = m0(n, q) = O(n log q), outputs (A,TA) s.t. A ∈ Zn×m
q is within

statistical distance 2−n from uniform and TA is a τ -trapdoor forA where τ = O(
√
n · log q · log n).

Homomorphic Computation on Matrices. We recall basic homomorphic computation on matrices used in BG-
GHNSVV14 as captured in (1):

Theorem 2 ([BGG+14,GSW13]). There exist efficient deterministic algorithms EvalF and EvalFX such that for all
n, q, ℓ ∈ N, and for any sequence of matrices A = (A1, . . . ,Aℓ) ∈ (Zn×n·⌈log q⌉)ℓ, for any depth-d Boolean circuit
f : {0, 1}ℓ → {0, 1} and for every x = (x1, . . . , xℓ) ∈ {0, 1}ℓ,3 the following properties hold.

– TheoutputsAf = EvalF(A, f) andHA,f,x = EvalFX(A, f,x) arematrices inZn×(n·⌈log q⌉)
q andZ(ℓ·n·⌈log q⌉)×(n·⌈log q⌉),

– It holds that ∥HA,f,x∥ ≤ (n · log q)O(d),
– It holds that

(A− x⊗Gn,q) ·HA,f,x = Af − f(x) ·Gn,q mod q.

We will call this the “key equation” for matrix evaluation.

For a proof of this theorem, we refer the reader to [BCTW16, Fact 3.4].

3.3 Rounding Function and Properties

We define a “rounding” function ⌊·⌉p : Zq → Zp, where q ≥ p ≥ 2, as

⌊x⌉p = ⌊(p/q) · x̄⌉ mod p,

where x̄ ∈ Z denote an arbitrary integer congruent to x modulo q. We extend ⌊·⌉p component-wise to vectors and
matrices overZq . It can be seen that the definition of ⌊·⌉p is independent of the choice of x̄. Indeed, if x̄′ = x̄+k·q ∈ Z,
for k ∈ Z, i.e., x̄′ = x̄ mod q, then one has

⌊(p/q) · x̄′⌉ = ⌊(p/q) · (x̄+ k · q)⌉ = ⌊(p/q) · x̄+ p · k︸︷︷︸
∈Z

⌉ = ⌊(p/q) · x̄⌉+ p · k = ⌊(p/q) · x̄⌉ mod p,

as claimed. Next, we state some properties of the rounding function used in [LLL22].

Lemma 5 (Properties of ⌊·⌉p).

1. For any a,b ∈ Zm
q , ∃e ∈ Zm with ∥e∥ ≤ 2 such that ⌊a+ b mod q⌉p = ⌊a⌉p + ⌊b⌉p + e mod p.

3 In order to support NOT gates, an additional constant 1 should be actually concatenated to the attribute x.
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2. For any u ∈ Zm,V ∈ Zm×k
q , ∃e ∈ Zk with ∥e∥ ≤ m · ∥u∥ such that ⌊u ·V mod q⌉p = u · ⌊V⌉p + e mod p.

Proof. Property (1) follows from (2) by taking u = [1, 1], and V =

[
a
b

]
. It remains to prove property (2). Let V̄

denote the integer vector whose entry equals that of V. We have

⌊u ·V mod q⌉p =
⌊
(p/q) · u · V̄

⌉
= (p/q) · u · V̄ + f mod p,

where f ∈ Qk with ∥f∥ ≤ 1/2. On the other hand

u · ⌊V⌉p = u ·
⌊
(p/q) · V̄

⌉
= u ·

(
(p/q) · V̄ + F

)
= (p/q) · u · V̄ + u · F mod p,

where F ∈ Qm×k , with ∥F∥ ≤ 1/2. We obtain that

⌊u ·V mod q⌉p = (p/q) · u · V̄ + f

= (p/q) · u · V̄ + f +
(
u · ⌊V⌉p − (p/q) · u · V̄ + u · F

)
= u · ⌊V⌉p + f − u · F︸ ︷︷ ︸

e

mod p.

Observe that e is an integer vector since it is the difference of two integer vectors modulo p. Next, we bound ∥e∥:

∥e∥ = ∥f − u · F∥
≤ ∥f∥+ ∥u · F∥
≤ 1/2 + (1/2) ·m · ∥u∥
≤ m · ∥u∥,

where in the last inequality we have used that ∥u∥ ≥ 1, as otherwise u = 0, and the claim is trivial. ⊓⊔

4 ABE for Circuits withOλ(1)-sized Keys

In this section, we prove Theorem 1. We refer to Section 2 for an overview of the scheme4 and the security proof.

Construction. Let the ABE Π = (Setup,Enc,KeyGen,Dec) for the family Fℓ,d,s of circuits of depth d and size s
over ℓ-bit inputs be defined as follows:

– Setup(1λ, 1d, 1ℓ): Sample

(B0,TB0
)←TrapGen(1n0 , 1m0 , p),B1←Zn0×m1

p ,B2←Zn0×λ
p ,A←Zn1×ℓ·m2

q ,

and let D := G−1
n1,q

([ q
p ·Gn0,p

0(n1−n0)×m0

])
∈ Zm2×m0 .

Set mpk = (B0,B1,B2,A,D), and msk = TB0
. Return (mpk,msk).

4 The parameters (n1,m2) here correspond to (n,m) in the overview, and we replaced b⊤
2 with a matrix B2 so that we can

directly encrypt messages in {0, 1}λ.

9



– Enc(mpk,x,µ ∈ {0, 1}λ): Sample

s0←DZn0 ,χ0 , s←DZn1 ,χ3 , e0←DZm0 ,χ0 , e1←DZm1 ,χ2 , e2←DZλ,χ0
, e3←DZℓ·m2 ,χ3

.

Compute

c0 := s0 ·B0 + e0 modp,
c1 := s0 ·B1 + s ·Gn1,p + e1 modp,
c2 := s0 ·B2 + µ · ⌊p/2⌋+ e2 modp,
c3 := s · (A− x⊗Gn1,q) + e3 modq.

Output ctx := (c0, c1, c2, c3).

– KeyGen(mpk,msk, f): Compute Af = EvalF(A, f) and

Bf := B1 ·G−1
n1,p(⌊Af ·D⌉p) ∈ Zn0×m0

p .

Sample

Kf ← SamplePre([B0 | Bf | In0 ],

 TB0

0m0×m0

0n0×m0

 ,B2, τ),

i.e., [B0 | Bf | In0
] ·Kf = B2. Output skf = (Kf ).5

– Dec(mpk, skf , f, ctx,x): ComputeAf = EvalF(A, f) andHA,f,x = EvalFX(A, f,x). Parse ctx = (c0, c1, c2, c3).
Output ⌊

2
p ·

(
c2 −

[
c0 | c1 ·G−1

n1,p(⌊Af ·D⌉p)− ⌊c3 ·HA,f,x ·D⌉p | 0n0×n0

]
·Kf

)⌉
∈ {0, 1}λ. (3)

Parameters. We have 4 gaussian parameters:

≈∥e0∥,∥s0∥,∥e2∥︷ ︸︸ ︷
χ0 ≤

≈∥W∥,∥E∥︷ ︸︸ ︷
χ1 ≤

≈∥e1∥︷ ︸︸ ︷
χ2 ≤

≈∥s∥,∥e3∥︷ ︸︸ ︷
χ3 .

where W,E are introduced in the security proof.
The parameters requirements can be compactly specified as:

m0 ≥ O(n0 log p) trapdoor generation (Lemma 4)

2n
δ
0 ≥ p/χ0, χ0 ≥ O(n0 + λ) sLWEn0,p,χ0 hardness (H6 ≈c H7)

2(n1−n0)
δ

≥ q/χ1, χ1 ≥ O(n1 + λ) sLWEn1−n0,q,χ1 hardness (H0 ≈c H1)

χ3 ≥ χ0 · χ1 · poly(ℓ,m2, λ) · λω(1) noise flooding (H1 ≈s H2,H5 ≈s H6)

χ2 ≥ χ0 · poly(m2, λ) · λω(1) noise flooding (H5 ≈s H6)

m0 ≥ (n0 + 1) · log p+ 2λ LHL (H2 ≈s H3)

τ ≥ poly(m2, ℓ, λ) · p/q ·B · χ1 trapdoor generation (H3 ≈s H4)

p ≥ poly(λ) · χ0 + (p/q ·B · χ3 + χ2 + χ3) · poly(m2, ℓ, λ) · τ correctness

We bound the adversarially chosen parameters d, ℓ by λω(1).6 Taking λ1 = λω(1), and additionally bounding
each of p/q ·B and the poly(ℓ,m2, λ) terms by λ1, we can set

5 Note that it suffices for correctness to output skf = (K0
f ), where K0

f ∈ Z2m0×λ correspond to the top 2m0 rows of Kf , so
that [B0 | Bf ] ·K0

f ≈ B2. Decryption would then compute c2 −
[
c0 | c1 ·G−1

n1,p(⌊Af ·D⌉p)− ⌊c3 ·HA,f,x ·D⌉p
]
·K0

f

in place of (3).
6 This is also the case in [LLL22]. In particular, the key sizes require multiplicative factors in poly(log d, log ℓ).
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m0 = n0 · ⌈log p⌉, m1 = n1 · ⌈log p⌉, m2 = n1 · ⌈log q⌉,
χ0 = χ1 = λ1, χ2 = λ3

1, χ3 = λ4
1,

τ = λ3
1,

p = λ9
1, n0 = O(log λ1)

1/δ,

q = B · λ8
1 = λ

O(d)
1 , n1 = O(logB + log λ1)

1/δ = O(d · log λ1)
1/δ,

(4)

where in the last line, we use B := m
O(d)
2 ≤ λ

O(d)
1 .

Efficiency. Our ABE scheme achieves

|mpk| = O(ℓ · (n1 · log q)2), |ct| = O(ℓ · n1 · (log q)2 + λ · log p), |sk| = O(n0 · λ · (log p)2).

This yields the following parameter sizes (in bits) for our ABE scheme:

|mpk| = Oλ(ℓ · d2+2/δ), |ct| = Oλ(ℓ · d2+1/δ), |sk| = Oλ(1).

where Oλ(·) hides factors polynomial in λ (bounded by λ3). Here, we use n0 = O(λ), n1 = O(d1/δ · λ), log p =
O(λ), log q = O(d·λ), where we do optimize on the dependency on d but not onλ. In comparison, the BGGHNSVV14
ABE achieves the same |mpk|, |ct| but with |sk| = Oλ(d

2+1/δ).
The running time for encryption is ℓ ·poly(d, λ) and that for key generation is s ·poly(d, λ) where s is the circuit

size for f .

Theorem 3 (Correctness). LetΠ be theKP-ABE construction described above, with parameters set as in Eq. (4). Then,
Π is correct.

Proof. Fix x, f such that f(x) = 0. The bulk of the proof lies in showing that[
c0

∣∣∣ c1 ·G−1
n1,p(⌊Af ·D⌉p)− ⌊c3 ·HA,f,x ·D⌉p

∣∣∣ 0n0×n0

]
= s0 ·

[
B0 | Bf | In0

]
+ e′f,x mod p (5)

where ∥e′f,x∥ is small. Correctness then follows readily from the fact that

c2 − (s0 · [B0 | Bf | In0
] + e′f,x) ·Kf = µ · ⌊p/2⌋+ e2 − e′f,x ·Kf mod p

To prove Eq. (5):

– First, we have that

c1 ·G−1
n1,p(⌊Af ·D⌉p) = (s0 ·B1 + s ·Gn1,p + e1) ·G−1

n1,p(⌊Af ·D⌉p)

= s0 ·B1 ·G−1
n1,p(⌊Af ·D⌉p) + s ·Gn1,p ·G−1

n1,p(⌊Af ·D⌉p)

+ e1 ·G−1
n1,p(⌊Af ·D⌉p)

≈ s0 ·B1 ·G−1
n1,p(⌊Af ·D⌉p) + s · ⌊Af ·D⌉p mod p.

– Second, using the key equation

(A− x⊗Gn1,q) ·HA,f,x = Af mod q,
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as f(x) = 0, we have

⌊c3 ·HA,f,x ·D⌉p = ⌊(s · (A− x⊗Gn1,q) + e3) ·HA,f,x ·D⌉p
= ⌊s · (A− x⊗Gn1,q) ·HA,f,x ·D+ e3 ·HA,f,x ·D⌉p
= ⌊s ·Af ·D+ e3 ·HA,f,x ·D mod q⌉p
= ⌊s ·Af ·D⌉p + ⌊e3 ·HA,f,x ·D⌉p + ε

≈ ⌊s ·Af ·D⌉p
= s · ⌊Af ·D⌉p + es

≈ s · ⌊Af ·D⌉p mod p,

where the fifth equality uses that ⌊s ·Af ·D⌉p = s · ⌊Af ·D⌉p + es, with ∥es∥ ≤ n1 · ∥s∥.
– We deduce that

c1 ·G−1
n1,p(⌊Af ·D⌉p)− ⌊c3 ·HA,f,x ·D⌉p ≈ s0 ·

=Bf︷ ︸︸ ︷
B1 ·G−1

n1,p(⌊Af ·D⌉p) modp.

– We conclude that Eq. (5) holds with

e′f,x = [e0 | e1 ·G−1
n1,p(⌊Af ·D⌉p)− ⌊e3 ·HA,f,x ·D⌉p − ε− es | −s0],

where, using Lemma 3, we have that with overwhelming probability in λ

∥e′f,x∥ ≤ λ · √m0 · χ0 ∥e0∥
+m1 · λ ·

√
m0 · χ2 ∥e1 ·G−1

n1,p(⌊Af ·D⌉p)∥

+
p

q
· ℓ ·m2 ·m2 · λ ·

√
ℓ ·m2 · χ3 ·mO(d)

2 ∥⌊e3 ·HA,f,x ·D⌉p∥

+2 ∥ε∥
+n1 · λ ·

√
n1 · χ3 ∥es∥

+λ · √n0 · χ0 ∥s0∥

It follows that the norm of the final error term is, with overwhelming probability in λ, bounded by

∥e2∥+ ∥e′f,x ·Kf∥ ≤ λ ·
√
λ · χ0

+ λ · (2 ·m0 + n0)
2 · τ ·

(
λ ·
√
m0 · χ0

+m1 · λ ·
√
m0 · χ2

+
p

q
· ℓ ·m2 ·m2 · λ ·

√
ℓ ·m2 · χ3 ·mO(d)

2

+ 2

+ n1 · λ ·
√
n1 · χ3

+ λ ·
√
n0 · χ0

)
,

where we have used that ∥Kf∥ ≤ λ ·
√
(2 ·m0 + n0) · n0 · τ and that e′f,x is a vector of length 2 ·m0 + n0. Since

p ≥ poly(λ) · χ0 + (p/q ·B · χ3 + χ2 + χ3) · poly(m2, ℓ, λ) · τ,

the theorem follows. ⊓⊔
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Hybrid mpk ct trapdoor for skf justification

H0

(B0,TB0)←TrapGen(1n0 , 1m0 , p)
B1←Zn0×m1

p

B2←Zn0×λ
p

A← Zn1×(ℓ·m2)
q

c0 ≈ s0 ·B0

c1 ≈ s0 ·B1 + s ·Gn1,p

c2 ≈ s0 ·B2 + µ · ⌊p/2⌋
c3 ≈ s · (A− x∗ ⊗Gn1,q)

TB0

H1 A =

[
W0 · Ã+E

−Ã

]
+ x∗ ⊗Gn1,q ↓ ↓ sLWEn1−n0,ℓ·m2,χ1,q

H2 ↓ s = s0 ·W + t ↓ noise flooding (Lemma 1)

H3 B1 = B0 ·R−W ·Gn1,p ↓ ↓ LHL (Lemma 2)

H4 ↓ ↓

 Rf

−Im0

−Ef

 SamplePre (Lemma 4)

H5 B0 ← Zn0×m0
p ↓ ↓ TrapGen (Lemma 4)

H6 ↓ c1 = c0 ·R+ t ·Gn1,p + e′
1

c3 = t · (A− x∗ ⊗Gn1,q) + e′
3

↓ noise flooding (Lemma 1)

H7 ↓ c0 ← Zm0
p , c2 ← Zλ

p ↓ sLWEn0,m0+λ,χ0,p

Fig. 2. Summary of our security proof. ↓ denotes the same as the previous hybrid. We omit the noise terms in H0. In H1, we
introduce W = [In0 |W0].

Theorem 4 (Security). LetΠ be the KP-ABE construction described above, with parameters set as in Eq. (4). Then,Π
is selectively secure assuming sLWEn0,m0+λ,χ0,p and sLWEn1−n0,ℓ·m2,χ1,q .

Proof. Consider the following sequence of hybrids, summarized in Fig. 2:

– H0: This is identical to the real security game.
– H1: This is the same as H0, except for the following modification to A in mpk:
• let x∗ the challenge attribute provided by the adversary,
• sample W0←DZn0×(n1−n0),χ1

and set W = [In0 |W0],
• sample Ã←Z(n1−n0)×ℓ·m2

q and E←DZn0×ℓ·m2 ,χ1
,

• set

A :=

[
W0 · Ã+E

−Ã

]
+ x∗ ⊗Gn1,q mod q.

By sLWEn1−n0,ℓ·m2,χ1,q , the distribution of A in H1 is computationally indistinguishable to the one in H0. The
reduction works as follows:
• it receives the sLWE instance (Abot,Atop) ∈ Z(n1−n0)×ℓ·m2

q × Zn0×ℓ·m2
q ,

• it obtains x∗ from the adversary A,
• computes B0, B1, and B2 as in H0, and sets

A :=

[
Atop

−Abot

]
+ x∗ ⊗Gn1,q mod q.

• it answers KeyGen queries using TB0
,

• whenever the adversaryA produces (µ0,µ1), it samples b← {0, 1}, s0←DZn0 ,χ0 , s←DZn1 ,χ3 , e0←DZm0 ,χ0 ,
e1←DZm1 ,χ2

, e2←DZλ,χ0
, e3←DZℓ·m2 ,χ3

, and outputs

ct = (s0 ·B0 + e0, s0 ·B1 + s ·Gn1,p + e1, s0 ·B2 + µb · ⌊p/2⌋+ e2, s · (A− x∗ ⊗Gn1,q) + e3).

Observe that
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• if (Abot,Atop) is a uniform random instance, the view of A is identical to H0;
• if (Abot,Atop) is a structured sLWEn1−n0,ℓ·m2,χ1,q instance, the view of the adversary A is identical to H1.

We conclude that H0 ≈c H1.

– H2: This is the same as H1, except for the following modification to s in the challenge ciphertext:

• sample t←DZn1 ,χ3 and set

s := s0 ·W + t.

Recall that in H1, we have s←DZn1 ,χ3 . By noise flooding (Lemma 1), we have

(s0,W, s) ≈s (s0,W, s0 ·W + t),

as long as

χ3 ≥ n0 ·
√
n0 · χ0 ·

√
n0 · n1 · χ1 · λω(1).

We conclude that H1 ≈s H2. Observe that we can now rewrite (c1, c3) in the challenge ciphertext in H2 as
follows:

c1 = s0 ·B1 + (s0 ·W + t) ·Gn1,p + e1

= s0 · (B1 +W ·Gn1,p) + t ·Gn1,p + e1 mod p,

and

c3 = (s0 ·W + t) · (A− x∗ ⊗Gn1,q) + e3

= t · (A− x∗ ⊗Gn1,q) + s0 ·E+ e3 mod q,

where we used that

W · (A− x∗ ⊗Gn1,q) = [In0
|W0] ·

[
W0 · Ã+E

−Ã

]
= E mod q.

– H3: This is the same as H2, except for the following modification to B1 in mpk:

• sample R←{0, 1}m0×m1 ,
• set B1 := B0 ·R−W ·Gn1,p mod p.

Since R is sampled uniformly and m0 ≥ (n0 + 1) · log p+ 2 · λ, indistinguishability (H2 ≈s H3) follows from
the leftover hash lemma (Lemma 2). Notice that we can now rewrite c1 in the challenge ciphertext in H3 as

c1 = s0 · (B1 +W ·Gn1,p) + t ·Gn1,p + e1

= s0 ·B0 ·R+ t ·Gn1,p + e1 mod p.

– H4: This is the same as H3, except for the following modification to KeyGen queries:

• recall the key equation

(A− x⊗Gn1,q) ·HA,f,x = Af − f(x) ·Gn1,q mod q,

and that a valid adversary can only make KeyGen queries for functions f for which f(x∗) = 1. Using these
facts, one has that
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Bf = B1 ·G−1
n1,p(⌊Af ·D⌉p)

= (B0 ·R−W ·Gn1,p) ·G−1
n1,p(⌊Af ·D⌉p)

= B0 ·R ·G−1
n1,p(⌊Af ·D⌉p)︸ ︷︷ ︸

Rf

−W · ⌊Af ·D⌉p

= B0 ·Rf −W · ⌊((A− x∗ ⊗Gn1,q) ·HA,f,x∗ + f(x∗) ·Gn1,q) ·D⌉p
= B0 ·Rf −W · ⌊((A− x∗ ⊗Gn1,q) ·HA,f,x∗ +Gn1,q) ·D⌉p
= B0 ·Rf − ⌊W · ((A− x∗ ⊗Gn1,q) ·HA,f,x∗ +Gn1,q) ·D⌉p −EW

= B0 ·Rf −

W · (A− x∗ ⊗Gn1,q)︸ ︷︷ ︸
E

·HA,f,x∗ ·D+W ·Gn1,q ·D


p

−EW

= B0 ·Rf −

E ·HA,f,x∗ ·D︸ ︷︷ ︸
E′

+W ·Gn1,q ·D


p

−EW

= B0 ·Rf − ⌊W ·Gn1,q ·D⌉p − (⌊E′⌉p +EW +E+)︸ ︷︷ ︸
Ef

= B0 ·Rf −
⌊
q

p
·Gn0,p

⌉
p

−Ef

= B0 ·Rf −Gn0,p −Ef mod p,

where in the second-to-last equality we have used the definition of W and D.

• compute Tf :=

 Rf

−Im0

−Ef

 and observe that [B0 | Bf | In0
] ·Tf = Gn0,p.

• compute
Kf ← SamplePre([B0 | Bf | In0

],Tf ,B2, τ),

to answer KeyGen queries. By the properties of SamplePre (Lemma 4), this works as long as

τ ≥ 2 · (2 ·m0 + n0) ·
√
n0 · log p · ∥Tf∥

= O(m2
0 · (∥Rf∥+ ∥Ef∥)),

where

∥Rf∥ = ∥R ·G−1
n1,p(⌊Af ·D⌉p)∥

≤ m1,

and

∥Ef∥ = ∥⌊E′⌉p +EW +E+∥
≤ ∥⌊E′⌉p∥+ ∥EW∥+ ∥E+∥
≤ ∥⌊E ·HA,f,x∗ ·D⌉p∥+ n1 ·

√
n0 · n1 · λ · χ1 + 2

≤ p

q
· λ ·

√
n0 · ℓ ·m2 · χ1 · ℓ ·m2 ·mO(d)

2 ·m2 + n1 ·
√
n0 · n1 · λ · χ1 + 2.

Therefore, since τ ≥ poly(m2, ℓ, λ) · p/q · B · χ1 satisfies such constraint, we have that H3 ≈s H4. Notice that
the reduction does not use TB0

anymore.
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– H5: This is the same as H4, except for the following modification to B0 in mpk:
• sample B0←Zn0×m0

p instead of (B0,TB0
)←TrapGen(1n0 , 1m0 , p).

By the properties of the TrapGen algorithm (Lemma 4), the distribution of B0 is statistically indistinguishable
between H4 and H5. Therefore, H4 ≈s H5.

– H6: This is the same as H5, except for the following modification to c1, c3 in the challenge ciphertext:
• sets

c1 := c0 ·R+ t ·Gn1,p + e′1 mod p,

c3 := t · (A− x∗ ⊗Gn1,q) + e′3 mod q,

for t←DZn1 ,χ3
, e′1←DZm1 ,χ2

, and e3←DZm2 ,χ3
.

First, recall that in H5, we have

c1 = (

c0︷ ︸︸ ︷
s0 ·B0 + e0) ·R+ t ·Gn1,p + e1 − e0 ·R mod p,

c3 = t · (A− x∗ ⊗Gn1,q) + s0 ·E+ e3 mod q,

where the boxed terms are the terms in H5 that will be modified in H6. By noise flooding (Lemma 1), we have

(e0,R, e1 − e0 ·R ) ≈s (e0,R, e′1),

(s0,E, s0 ·E+ e3 ) ≈s (s0,E, e′3).

as long as

χ2 ≥ m0 ·
√
m0 · χ0 · λω(1), and

χ3 ≥ n0 ·
√
n0 · χ0 ·

√
n0 · ℓ ·m2 · χ1 · λω(1).

We conclude that H5 ≈s H6.
– H7: This is the same as H6, except for the following modification to c0, c2 in the challenge ciphertext:
• sample

c0←Zm0
p , c2←Zλ

p .

Recall that in H6, we have

[c0 | c2] = s0 · [B0 | B2] + [e0 | e2] + [0 | µb · ⌊p/2⌋].

where s0←DZn0 ,χ0
, e0←DZm0 ,χ0

, e2←DZλ,χ0
. To show that H6 ≈c H7, we rely on sLWEn0,m0+λ,χ0,p. The

reduction works as follows:
• it parses B = [B0 | B2] ∈ Zn0×(m0+λ)

p and c̃ = [c̃0 | c̃2] ∈ Zm0+λ
p obtained from the sLWEn0,m0+λ,χ0,p

instance,
• it obtains x∗ from the adversary A,
• it samples R← {0, 1}m0×m1 , E← DZn0×ℓ·m2 ,χ1

, W0 ← DZn0×(n1−n0),χ1
, and computes A,B1 in mpk as

in H6, while using B0, B2 obtained from the sLWE instance,
• it answers KeyGen queries using Tf (which can be computed starting from R,E) as in H6,
• whenever the adversaryA produces (µ0,µ1), it samples b←{0, 1}, t←DZn1 ,χ3 , e′1←DZm1 ,χ2 , e′3←DZm2 ,χ3 ,

and outputs

ct = (c̃0, c̃0 ·R+ t ·Gn1,p + e′1, c̃2 + µb · ⌊p/2⌋, t · (A− x∗ ⊗Gn1,q) + e′3).

Observe that
• if (B, c̃) is a structured sLWEn0,m0+1,χ0,p instance, the view of the adversary A is identical to H6;
• if (B, c̃) is a uniform random instance, the view of A is identical to H7.
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We conclude that H6 ≈c H7.

Since the message µb and the challenge bit b are perfectly hidden in H7, this concludes the proof. ⊓⊔

Remark 1 (ciphertext pseudorandomness). In fact, we can prove a stronger property, namely that the challenge ci-
phertext is pseudorandom; this is also the case for the BGGHNSVV14 ABE. To do this, we need to show that (c1, c3)
in H7 are pseudorandom. This requires introducing the following additional hybrids:

– H8: use TB0 to simulate secret keys.
– H9: replace c1 with a random c1 ← Zm1

p . We have H8 ≈s H9 via the leftover hash lemma (Lemma 2).
– H10: replace A with a random A← Zn1×(ℓ·m2)

q . We have H9 ≈c H10 from sLWE as in H0 ≈c H1.
– H11: replace c3 with a random c3 ← Zℓm2

q . We have H10 ≈c H11 from sLWE (with t as the LWE secret).

4.1 Reusable Garbled Circuits

Goldwassser et al. [GKP+13], with improvements from Boneh et al. [BGG+14], showed that starting from (i) an ABE
scheme for Fℓ,d,s with mpk, ciphertext and key sizes P (ℓ, d, s), C(ℓ, d, s),K(ℓ, d, s), and (ii) the LWE assumption
(used for FHE), we can construct a reusable garbling scheme for Fℓ,d,s in the CRS model where

– the CRS has size P (ℓ′, d′, s′);
– the garbled input has size ℓ′ + poly(λ) · C(ℓ′, d′, s′);
– the garbled circuit has size s+ poly(λ) ·K(ℓ′, d′, s′);

where ℓ′ = ℓ+ poly(λ, d), d′ = d · poly(λ), s′ = s · poly(λ, d). Here, ℓ′ is the size of a FHE encryption of x ∈ {0, 1}ℓ
and d′, s′ correspond to the depth and the size of the circuit performing FHE homomorphic evaluation of f plus
symmetric-key decryption. Combined with our ABE scheme, we have the following corollary:

Corollary 1 (Reusable garbling scheme). Assuming the hardness of LWE with 2n
δ

modulus-to-noise ratio, we have
a reusable garbling scheme for Fℓ,d,s in the CRS model where

– the CRS has size Oλ(ℓ · d2+2/δ),
– the garbled input has size Oλ(ℓ · d2+1/δ), and
– the garbled circuit has size s+Oλ(1).
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