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Abstract. In Noncommutative Ring Learning With Errors From Cyclic
Algebras, a variant of Learning with Errors from cyclic division algebras,
dubbed ‘Cyclic LWE’, was developed, and security reductions similar
to those known for the ring and module case were given, as well as
a Regev-style encryption scheme. In this work, we make a number of
improvements to that work: namely, we describe methods to increase
the number of cryptographically useful division algebras, demonstrate
the hardness of CLWE from ideal lattices obtained from non-maximal
orders, and study Learning with Rounding in cyclic division algebras.
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1 Introduction

With the advent of quantum computation1, new avenues of cryptographic attack
have arisen, such as cryptanalysis using the famed ‘Shor’s Algorithm’ to factor
integers in polynomial time [36]. The cryptographic community has responded to
these developments by searching for quantum-resistant protocols: one of the most
prominent of these efforts relies on the hardness of solving lattice-based problems,
which appear no easier to solve using quantum than classical algorithms.

One of the most popular of these problems is the Learning with Errors (LWE)
problem, which in its simplest form (informally) runs as follows: take a secret
vector of integers modulo a prime, s ∈ Znq , a uniformly random vector a← Znq ,
and an error e ← Zq chosen according to some distribution χ, and output the
pair (a, 〈a, s〉 + e mod q). There are two problems to solve: firstly, the search
LWE problem is to recover s from a number of LWE samples; secondly, the
decision LWE problem is to decide whether m independent samples are chosen
either according the LWE distribution, or uniformly at random, from Znq × Zq.
In [32], Regev gave a reduction from approximate GapSVP to decision LWE,
guaranteeing it a certain level of hardness, for certain parameters.

The LWE problem was later defined for rings (RLWE) [22] and modules
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(MLWE) [20], amongst a wide range of other algebraic structures such as orders
[8] and group rings [10]. In the ring case, the simplest form of an RLWE sample
is defined as follows: given a number field K with ring of integers OK , a prime
q, and a secret s ∈ OKq , where OKq denotes the set of equivalence classes of
OK modulo q, sample a ← OKq uniformly at random and e ← OKq according
to some error distribution, and output (a, a · s+ e) ∈ OKq ×OKq . This, and the
other forms of LWE mentioned above, are all forms of structured LWE.

To see this, consider the example of K = Q[x]/(xn + 1) for power-of-two n,
and fixing the usual basis, writing a =

∑
i aix

i, s =
∑
i six

i and taking a prime
q, one can write a · s+ e mod q ∈ OKq over the integers as

a0 −an−1 · · · −a1
a1 a0 . . . −a2
...

...
. . .

...
an−1 an−2 . . . a0




s0
s1
...

sn−1

+


e0
e1
...

en−1

 mod q

The motivation to design structured forms of LWE arises due to the relative
inefficiency of general matrix multiplication, and the large public keys of LWE-
based schemes. By choosing particular algebraic structures from which to sample
elements for LWE-style instances, one can obtain greater efficiency, albeit often
as a tradeoff with the security level of the underlying ‘hard problem’. For ex-
ample, the structure of RLWE transposes the matrix-vector multiplications into
polynomial multiplications, which can be computed with greater efficiency. In
addition, the structure of such schemes allows one to store fewer bits of informa-
tion to reconstruct public keys, as will be seen below. Differently structured LWE
variants offer differing balances of security and efficiency; particularly desirable
would be a scheme with the efficiency of RLWE and the security of MLWE.

In [15], a novel noncommutative LWE construction was created, relying on
the structure of cyclic division algebras (CDAs), called ‘Cyclic LWE’, or CLWE.
This work uses the concept of an order in an algebra, that is, subrings which are
also lattices. Analogously to the commutative ring case, ideals in orders form
lattices, and these similarities between orders in CDAs and rings of integers in
number fields were used to develop computationally-intractable lattice problems
from maximal order ideals, and give a security reduction establishing hardness
results for search and decision CLWE from such problems. In addition, a Regev-
style encryption scheme was given. Since the the domain over which RLWE is
implemented is the maximal order of a number field, RLWE is a special case
of CLWE, obtained when the algebra is (trivially) a number field; and a single
sample of CLWE is loosely equivalent to multiple correlated MLWE samples.

Our Results In this paper we continue the development of CLWE, that is,
LWE from cyclic division algebras. Our contributions are four-fold:

1. We discuss the construction of CDAs, focusing on the creation of non-norm
elements. These elements are fundamental to constructing cryptographically-
secure CDAs for CLWE; see [15, Section 3.2] for an attack on CLWE in non-
division cyclic algebras. We generalize a theorem from [15] to increase the



Algebraic Equipage for CLWE 3

number of valid CDAs for CLWE, and give concrete examples of such alge-
bras. In particular, we prove that one can construct CDAs from cyclotomic
fields of arbitrary conductor, rather than just prime-power conductor.

2. We discuss obtaining appropriate prime moduli for CLWE. Recall that for
RLWE, one chooses a prime completely split in a given number field; for
CLWE, one has further constraints on the choice of modulus - we often want
the prime to split in an extension also. We provide methods for finding such
primes, and give examples of algebras together with appropriate moduli that
can be used for CLWE.

3. We analyse the security of CLWE instantiated in suborders of the (so-called)
natural order, proving a reduction from problems on ideal lattices, for in-
vertible ideals obtained from such suborders. We then adapt methods from
[31] to relax the invertibility condition on the ideals used.

4. We generalize Learning with Rounding (LWR) to cyclic algebras, named
Cyclic LWR (CLWR). We adapt the security proof of [6] to hold in this set-
ting, establishing a link between CLWE and CLWR. Our proof holds in the
case of power-of-two degree with super-polynomial modulus; the chief diffi-
culty is the analysis of the statistical distance of the relevant distributions.
Moving to a Learning with Rounding-based scheme can increase efficiency,
since one no longer has to sample an error term.

We present this suite of algebraic results as a step toward taking CLWE from
cryptographic theory to reality, allowing greater flexibility of parameter choices
for the algebras and orders used, facilitating the further development of CLWE.

Previous Work Cyclic divison algebras have been used extensively in coding
theory: they were introduced by Sethuraman et al. [35] and developed by Lah-
tonen [17] and Oggier [30] (amongst others). The appeal of such an algebraic
object was the ability of coding theorists to use them to construct so-called
‘perfect codes’, exploiting properties of the discriminant and determinant of the
algebra, which proved useful when applied to multiple-antenna communication.

Regarding the literature on structured LWE, samples of M/RLWE encode
multiple samples of LWE by fixing a Z-basis and viewing ring multiplication as
matrix-vector multiplication of the matrices obtained with respect to the fixed
basis. In addition to these, polynomial LWE [37], order LWE [8], group ring
LWE [10] and others are alternative forms of structuring LWE.

Paper Organisation After preliminaries, in section 3 we discuss non-norm
elements, in section 4 prime moduli for CLWE, in section 5 give a reduction
from ideals in non-maximal orders, and in section 6 study CLWR.

2 Preliminaries

Lattices An n-dimensional lattice is a discrete additive subgroup of Rn. One
can consider a lattice L to be the set of integer linear combinations of a set of
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vectors B = {b1, . . . ,bk} that are linearly independent, for some k ≤ n, written

L(B) =
{∑k

i=1 zibi : zi ∈ Z
}
. All lattices in this work will have k = n.

The above notion can also be generalised to vector spaces over fields. Let V
be a finite-dimensional vector space over a number field K with ring of integers
OK . An OK-lattice in V is a subspace L ⊂ V such that L is a finitely-generated
OK-module. Equivalently, L is a finitely-generated torsion-free OK-module. L
is full if it contains a K-basis of V , so V = K · L. Taking a basis B of V , the
OK-linear span of B is a full lattice.

Definition 1. Let L be a lattice, and Rn be endowed with inner product 〈·, ·〉.
Then the set L∗ = {v ∈ Rn : 〈L, v〉 ⊂ Z} is called the dual lattice of L.

Informally, examples of lattice problems are finding a shortest vector in the lat-
tice (SVP), finding the closest vector to a given point (CVP), deciding whether
the shortest vector has size less than one or greater than a parameter β (GapSVP),
or outputting n independent sufficiently short vectors (SIVP), when one knows
only a certain basis of the lattice. These are believed to be hard and such prob-
lems have been used to ground the security of problems that are capable of being
used to construct quantum-resistant cryptographic schemes. Such schemes are
often based off approximate variants of the above problems; for example, approx-
SVP is the problem of finding a lattice vector of norm at most a factor of ξ larger
than the shortest vector, for some specified value ξ > 0.

Discrete Gaussians For Rn equipped with (Euclidean) norm ‖ · ‖, and r > 0,
we define the Gaussian function ρr : Rn → (0, 1] by ρr(x) = exp

(
−π‖x‖/r2

)
.

The spherical Gaussian distribution Dr over Rn outputs a vector v with
probability proportional to ρr(v), and an elliptical Gaussian Dr can be sampled
as follows: fix a basis b1, . . . ,bn of Rn, and a vector r = (r1, . . . , rn). Sample
xi ← Dri (independently for i 6= j) and output

∑n
i=1 xibi.

The discrete Gaussian distribution DL,r, defined over a lattice L, outputs x

with probability ρr(x)
ρr(L) for each x ∈ L.

The smoothing parameter, defined below, will be used throughout this work:

Definition 2. Let L be a lattice and ε > 0. Then the smoothing parameter
ηε(L) of L is the smallest r > 0 such that ρ1/r (L∗/{0}) ≤ ε.

The statistical distance between two distributions D,D′ over a discrete set S
is defined ∆(D,D′) = 1

2

∑
x∈S |D(x) − D′(x)|. We may denote the uniform

distribution over S by U(S). The following is a useful lemma:

Lemma 1. [26, Lemma 4.1] For a lattice L over Rn, ε > 0, r ≥ ηε(L), and x ∈
Rn, the statistical distance between (Dr + x) mod L and the uniform distribution

modulo L is bounded above by ε/2. Equivalently, ρr(L+ x) ∈
[
1−ε
1+ε , 1

]
· ρr(L).

Algebraic Number Fields Let K be a number field and OK its ring of in-
tegers. A Dedekind domain is an integrally closed, Noetherian domain in which
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every prime ideal is maximal. In a Dedekind domain every fractional ideal has
a unique factorization into prime ideals. Recall OK is a Dedekind domain.

Let L be a finite extension of K, q a prime ideal of OL, and p a prime ideal of
OK . We say q lies above p if q∩OK = p. Moreover, pOL is an ideal of OL, which
is a Dedekind domain, so pOL has a unique factorization into prime ideals:

pOL =

g∏
i=1

qeii = qe11 ...q
eg
g , (1)

for qi ⊂ OL prime all lying above p. We call eqi|p = ei the ramification index of

qi over p, and fqi|p = fi =
[
OL/qi : OK/p

]
the inertial degree of p in qi. Now

suppose L/K is Galois. Then all the ei and fi are equal and Gal(L/K) acts
transitively on the set of primes lying above any fixed prime of OK , and OL/qi
and OK/p are finite fields.

Proposition 1. The ramification index and inertial degree are multiplicative
over towers of number fields; i.e. for ideals Q/q/q in OM/OL/OK , eQ|q =
eQ|qeq|q and fQ|q = fQ|qfq|q.

Definition 3. An ideal p ⊂ OK ramifies in L if e > 1, and is unramified if
e = 1. Alternatively, we say that L/K is unramified at p. If e = 1 and f = 1, p
splits completely. If f = g = 1, then e = [L : K] and p is totally ramified.

Primes in Cyclotomic Fields Here we consider the ramification of primes p
in cyclotomic fields of the form Q(ζn), for some primitive nth root of unity ζn.

Case 1: p does not divide n. Then

Proposition 2. [25, Proposition 7.7] Let K = Q(ζn). Let p be a rational prime,
gcd(p, n) = 1 and f be the lowest integer such that pf ≡ 1 mod n. Then we have
f = fp|p for any prime ideal p of K lying above p.

Let p be a prime not dividing n. Then p is unramified in Q(ζn), since the only
ramified primes are those dividing the discriminant, whose prime factors are
precisely those of n. This is equivalent to saying that e = 1. So fg = [Q(ζn) :
Q] = φ(n), where φ is the Euler totient function, and one can use the above
proposition to find f , and hence g.

Case 2: p divides n. Write n = pa ·n′, where gcd(p, n′) = 1. Then f is the lowest
positive integer such that pf ≡ 1 mod n′. Also, e = φ(pa), and g = φ(n′)/f ([38]).

We will need Dirichlet’s theorem on arithmetic progressions:

Theorem 1. Let a, n ∈ Z≥1 and gcd(a, n) = 1. Then the natural density of
primes p such that p ≡ a mod n in the set of all primes of Z is 1/φ(n).

Example: Take q such that pa is the highest power of p that divides q−1. Then
q ≡ 1 mod pa, so by the theorem there are infinitely many such q.

The following map between fields will be useful:
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Definition 4. Let L be a number field of degree n over K. Fix a basis of L/K.
Multiplication by an element α of L is a linear map, so has an associated matrix
mα. The norm is defined as the map NL/K : L → K, given by α 7→ det(mα).
Equivalently, for Galois extensions, NL/K(α) =

∏n
i σi(α), where σi ∈ Gal(L/K).

Local Fields We will also need some p-adic theory. For more background in-
formation, the interested reader is directed to [34].

Definition 5. A field equipped with a metric is complete if every Cauchy se-
quence of elements converges. A valuation on a field K is a homomorphism
ν : K → R such that ν(xy) = ν(x) + ν(y), ν(x) = ∞ if and only if x = 0, and
ν(x+ y) ≥ min(ν(a), ν(b)). If the image of ν is Z then ν is said to be a discrete
valuation. If ring R has field of fractions K, and K is equipped with a discrete
valuation such that R = {x : x ∈ K and ν(x) ≥ 0}, then we call R a discrete
valuation ring (DVR).

DVRs are PIDs and have precisely one proper maximal ideal.

The p-adic valuation: Let p ∈ Z. Define νp(x) = r, for x = pra with a = b
c

with gcd(p, b) = gcd(p, c) = 1. Likewise for a Dedekind domain A with field of
fractions K and a prime ideal p, νp(x) := r, for (x) = prbc−1 where b, c are
fractional ideals coprime to p. This valuation is discrete. The completion of Q
with respect to νp is denoted Qp and called the rational field of p-adic numbers.

Definition 6. A local field is a field K that is complete with respect to a discrete
valuation, and has finite residue field. Denote the ramification index of such a
field’s unique prime in a finite extension L by eL/K .

Thus Qp is an example of a local field. We can generate further examples as
follows: let K be a number field, and q a prime ideal of OK lying above q.
Denote the completion of K by q by Kq. This is also a local field, and is a finite
extension of Qq. The following gives important properties of such fields:

Proposition 3. Let K be a local field.

(i) OK is a discrete valuation ring with a unique proper prime (maximal) ideal.
(ii) A generator, π, of the maximal ideal, m, is called a uniformizer. This ele-

ment is irreducible.
(iii) The group of units of OK is denoted O×K = U . The nth unit group is defined

Un = {u ∈ O×K : u ≡ 1 mod mn}. We have U/Un =
(
OK/mn

)×
.

Definition 7. We say an extension of local fields L/K is tamely ramified if
char(K̄) - eL/K , where K̄ is the residue field of K.

Proposition 4. [28, Chapter 2, Proposition 5.3] Let Kq be as above. Then we
have K×q

∼= µq−1 × 〈πq〉 ×U1
q , where µq−1 is a cyclic group of order q − 1, πq is

a uniformizer of Kq, and U1
q is the first unit group of Kq.
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Theorem 2 (Hasse Norm Theorem [16]). Let L/K be a cyclic extension of
number fields. A nonzero element of K is a local norm at all primes p ∈ L lying
over p ∈ K, for all p ∈ K, if and only if it is a norm of an element in L.

Theorem 3 (Local Reciprocity Map [13]). Let Q be a prime ideal of OL
and q be a prime ideal of OK , both lying above q, so LQ/Kq is a finite abelian
extension of local fields. Then there is an isomorphism

Θ : K×q /NLQ/Kq
(L×Q)→Gal(LQ/Kq).

Orders An order O in a number field K is a subring which is also a lattice.
The maximal order (with respect to inclusion) is the ring of integers, OK . The
behaviour of ideals in orders is significantly determined by the conductor ideal :

Definition 8. The conductor of an order O ⊂ OK is defined

c = cO = {x ∈ K : xOK ⊂ O} .

We need the following lemma on the behaviour of ideals in orders:

Lemma 2. [11] Let O be an order in K with conductor c.

1. For each OK-ideal a coprime to c, a ∩ O is an O-ideal coprime to c and the
natural ring homomorphism O/(a ∩ O)→ OK/a is an isomorphism.

2. For each O-ideal b that is coprime to c, bOK is an OK-ideal coprime to c
and the natural ring homomorphism O/b→ OK/bOK is an isomorphism.

3. The nonzero ideals coprime to c in OK and in O are in bijection by a 7→ a∩O
and b 7→ bOK and these bijections are multiplicative.

2.1 Cyclic Division Algebras

Let L/K be a degree d extension of number fields with cyclic Galois group. This
means that there is automorphism of L which generates Gal(L/K) - denote this
element of the Galois group by θ. Consider the following direct sum:

A = L⊕ uL⊕ ...⊕ ud−1L,

where u is an auxiliary element satisfying 1
)
ud = γ, where γ ∈ K×, and 2

)
for

all x ∈ L, we have xu = uθ(x). A is a cyclic algebra, and property 2
)

gives it a
non-commutative multiplication operation. To ensure every element of A has a
multiplicative inverse, we require that γ is a non-norm element :

Definition 9. An element α of K is non-norm (or satisfies the non-norm con-
dition) if there does not exist an element x ∈ L such that αi = NL/K(x), for
0 < i < [L : K]. Equivalently, α is non-norm if α /∈ NL/K(N×) for all proper
intermediate subfields K ⊂ N ⊂ L [29].

Proposition 5. [1, Theorem 11.12, p. 184] The cyclic algebra A is a division
algebra if and only if γ is a non-norm element.



8 C. Ling, A. Mendelsohn

Then A is called a cyclic division algebra (CDA) with non-norm element γ. We
denote this algebra by A = (L/K, θ, γ). In this scenario, A is a K-algebra. We
note that if γ is a norm, A is isomorphic to a matrix algebra over K.

(Maximal) Orders Here we discuss integral structures lying within CDAs. The
chief references are [33] and [19]. We denote a general cyclic K-algebra by A,
and the CDA defined above by A.

Definition 10. An OK-order in A is a full OK-lattice O in A which is a subring
of A. Thus a Z-order O in an algebra A is a finitely generated Z−module that
contains a Q−basis of A, and is also a unital subring of A. If a set is called an
order, it is understood to be an OK-order. Every order in A contains OK .

In any cyclicK-algebra a maximal order always exists (with respect to inclusion),
and every order is contained within a maximal order. We primarily use the
following order of (L/K, θ, γ), where γ ∈ OK , which we call the natural order :

Λ =

d−1⊕
i=0

uiOL = OL ⊕ uOL ⊕ u2OL ⊕ ...⊕ ud−1OL

When γ is a unit, it is possible that the natural order is also maximal, i.e. that
Λ is not contained in any other non-trivial order. When K = Q(ζn) and γ = ζn,
for n a prime power, Λ was shown to be maximal in [15].

Definition 11. Let L be a full OK-lattice in A. The left order of L is defined

Ol(L) = {a ∈ A : aL ⊂ L}.

The right order is defined analogously. They are both OK-orders in A. We note
the following properties:

1. If O is an order, then Ol(O) = Or(O) = O.
2. If L ⊂ O for some lattice L and order O, then O ⊂ Ol(L).

If I and J are full OK-lattices in A, IJ =
{∑j

i=1 xiyi : xi ∈ I, yi ∈ J , j ∈ N
}

is a full OK-lattice, and we say IJ is a proper product if Or(I) = Ol(J ).

Ideals in Maximal Orders We will see how the ideal theory of orders changes
depending on whether a given order is maximal or not. The theory in the case
of maximal orders is much better behaved than for non-maximal orders.

Definition 12. Let O be an order in A. A left integral ideal in O is an additive
subgroup I such that OI ⊂ I. A left fractional ideal is a subset of the form λI,
for some left integral ideal I and λ ∈ OK \ {0}. Right ideals may be defined
analogously, and an ideal which is both left and right is called two-sided. Every
integral ideal is a fractional ideal. An ideal in O may be called an O-ideal.
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For any lattice L, L is a left Ol(L)-ideal and a right Or(L)-ideal, and the left
and right orders of L are the largest orders satisfying this property. Let I be a
left O-ideal. Then it can be seen that I is two-sided if and only if O ⊂ Or(I).
When O is maximal, this is equivalent to Ol(I) = Or(I). We say an ideal is full
if it is full as a lattice, and it turns out any ideal in an order of a division algebra
is full. Following [19], we denote by Frac2(O) the set of full two-sided O-ideals.

The Case of Two-sided Ideals In the following, I and J will be full OK-
lattices. Since the product of left O-ideals is a left O-ideal, and since Ol(IJ ) ⊃
Ol(I), Or(IJ ) ⊃ Or(J ), two-sided ideals are closed under multiplication.

Definition 13. Define the inverse of I to be I−1 = {α ∈ A : IαI ⊂ I}.

Proposition 6. [33, (22.6), (22.7), (23.3)] I−1 is a full OK-lattice in A, and

Ol
(
I−1

)
⊃ Or(I), Or

(
I−1

)
⊃ Ol(I), II−1 ⊂ Ol(I), and I−1I ⊂ Or(I).

If I is a two-sided ideal of a maximal order O, I−1 is also an O-ideal such that
II−1 = I−1I = O.

Thus in a maximal order the full two-sided ideals have unique inverses, with
identity element being the order itself.

As usual, if I,J are O-ideals such that I ⊃ J , we say I divides J and write
I | J . If P is a two-sided ideal in O, we say P is prime if P | IJ implies P | I
or P | J for any two-sided ideals I,J . In CDAs the prime ideals perform a
similar role as in number fields; we have the following theorem:

Theorem 4. [33, Theorem 22.10] Suppose O is a maximal OK-order in A.
Then Frac2(O) is an abelian group with respect to multiplication, and any proper
ideal factors into a product of powers of prime ideals in a unique way.

This theorem does not hold in the non-maximal order case, although ideal mul-
tiplication remains commutative. The theorem also does not hold for one-sided
ideals: while the product of two one-sided ideals is again a one-sided ideal, the
inverse of a one-sided O-ideal is not in general an O-ideal, even if O is maximal.

Finally, we record an important property of prime ideals of maximal orders
of central simple K-algebras:

Proposition 7. [33, Theorem 32.1] The prime ideals of a maximal order co-
incide with its maximal two-sided ideals. There is a bijective correspondence
between the nonzero prime ideals p ⊂ OK and the prime ideals P ⊂ O such that
p = P ∩ OK . Moreover, we have pO = Pep for some integer ep ≥ 1.

The Case of One-Sided Ideals We now develop the one-sided ideal theory.
In the following, I will be a full OK-lattice. The product of two left O-ideals is
again a left O-ideal, and Ol(IJ ) ⊃ Ol(I) and Or(IJ ) ⊃ Or(J ). So we have
closure under multiplication of left (or right) ideals in a fixed order.

The following proposition is a one-sided analogue of Proposition 6.
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Proposition 8. I−1 is a full OK lattice in A. We have Ol
(
I−1

)
⊃ Or(I),

Or
(
I−1

)
⊃ Ol(I), II−1 ⊂ Ol(I), and I−1I ⊂ Or(I).

Definition 14. Say a lattice I is left invertible if II−1 ⊂ Ol(I). Right invert-
ibility is defined similarly, and for one-sided ideals one can replace lattice with
ideal in the definition. In general, left and right invertibility are not equivalent.

Definition 15. An ideal I of a maximal order is called normal. If I is normal,
I is integral if it is integral for its left order.

Proposition 9. [33, §21.2, §22.9] Let I be a full OK-lattice in A. Then Ol(I)
is a maximal order if and only if Or(I) is. If I is normal with left order O and
right order O′, then I is integral as a left O-ideal if and only if it is integral as
a right O′-ideal, i.e., I ⊂ O if and only if O ⊂ O′.

Lemma 3. [33, Theorem 22.15] Let m be a maximal left ideal of a maximal
order O. Then P = {α ∈ O : αO ⊂ m} is a prime ideal of O.

The lemma means that each maximal one-sided ideal m of a maximal order has
an unique associated prime ideal P. While the above results are insufficient to
form a group on one-sided ideals, one can describe the Brandt groupoid instead,
which is the set of normal ideals of A with multiplication restricted to proper
products (we do not expand on this here). We make the following observations
for I with O = Ol(I) and O′ = Or(I): if J ⊂ O is two-sided, then J I is a right
O′-ideal, I−1J is a left O′-ideal, and I−1J I is a two-sided O′-ideal.

Quotients of Lattices We now develop useful ideal-theoretic notions for non-
maximal orders, generalising lemmas from [31, Section 2] for use in Section 5.

Definition 16. Let L,L′ ⊂ A be lattices. Define the ‘lattice quotient’

(L : L′)l = {x ∈ A : xL′ ⊂ L} and (L : L′)r = {x ∈ A : L′x ⊂ L}.

Note that Ol(L) = (L : L)l and Or(L) = (L : L)r. Observe that the lattice
quotient satisfies additive closure. Moreover, IL′ ⊂ L if and only if I ⊂ (L :
L′)l, for sets I ⊂ A. Finally, we have (L : L′)l(L′ : L′′)l ⊂ (L : L′′)l, since
(L : L′)l(L′ : L′′)lL′′ ⊂ (L : L′)lL′ ⊂ L.

Lemma 4. Let O be an order, and I, I ′ be fractional two-sided O-ideals such
that I ′ is invertible. Then (I : I ′)l = II ′−1.

Proof. II ′−1I ′ = I ⇒ II ′−1 ⊂ (I : I ′)l. Then I = II ′−1I ′ ⊂ (I : I ′)lI ′ ⊂ I.

So (I : I ′)l ⊂ II ′−1. Thus II ′−1 ⊂ (I : I ′)l ⊂ II ′−1 gives the result.

Lemma 5. Let L,L′ ⊂ A be lattices. Then (L : L′)l = (L′L∨)∨.

Proof. Let x ∈ A. We have x ∈ (L′L∨)∨ ⇐⇒ Tr(xL′L∨) ⊂ Z ⇐⇒ xL′ ⊂
L∨∨ = L ⇐⇒ x ∈ (L : L′)l.
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Lemma 6. We have Ol(L) ⊂ Ol((L : L′)l) and Ol(L′) ⊂ Or((L : L′)l). More-
over, (L : L′)l is a left ideal in Ol(L) and a right ideal in Ol(L′).

Proof. For the latter statements: Ol(L)(L : L′)l = (L : L)l(L : L′)l ⊂ (L : L′)l,
and (L : L′)lOl(L′) = (L : L′)l(L′ : L′)l ⊂ (L : L′)l. For the former, note that the
previous line implies that Ol(L) ⊂ Ol((L : L′)l) and Ol(L′) ⊂ Or((L : L′)l).
Lemma 7. Suppose L ⊂ L′ are lattices in A. Then (L : L′)l is integral in Ol(L)
and in Ol(L′).

Proof. L ⊂ L′ ⇒ 1 ∈ (L′ : L)l. Then (L : L′)l ⊂ (L : L′)l(L′ : L)l ⊂ (L : L)l =
Ol(L), and (L : L′)l ⊂ (L′ : L)l(L : L′)l ⊂ (L′ : L′)l = Ol(L′).

If O is a non-maximal order contained in O′, then (O : O′)l is not an invertible
left O-ideal. For suppose there exists a (right) O-ideal I such that I(O : O′)l =
O. Then O′ = OO′ = I(O : O′)lO′ = I(O : O′)l = O, a contradiction.

Definition 17. The left ‘pseudoinverse’ of a two-sided O-ideal I is (O : I)l.

We record two properties of pseudoinverses: first, if I is a two-sided ideal of O,
(O : I)l is a two-sided ideal of O. To see this, note is a left ideal by Lemma 6.
Consider x ∈ (O : I)l and a ∈ O. Then xaI ⊂ xI ⊂ O.

Second, if I is a two-sided invertible O-ideal, by Lemma 4 (O : I)l = I−1.

Embedding CDAs into Rm Consider a CDA A = (L/K, θ, γ) with [L : K] =
d. Fixing the L-basis of A, {ui}i≥0, we can express an element as the linear map
φ(x) given by left multiplication on the ui. For example, if x = ⊕d−1i=0 u

ixi ∈ A,

φ(x) =


x0 γθ(xd−1) . . . γθd−1(x1)
x1 θ(x0) . . . γθd−1(x2)
. . . . . . . . . . . .
xd−1 θ(xd−2) . . . θd−1(x0)

 .

If we denote the n embeddings K ↪→ C by α, we can extend these to embeddings
of L (which, in an abuse of notation, we also denote by α). Since all the nd em-
beddings of L are obtained by extending the set of L-automorphisms {α ◦ θi}α,i
to embeddings of L, we may form a vector in Rnd2 from x by concatenating
the vectorized images of the α(φ(x)) for all α ∈ Emb(K). Then the image of

any discrete additive subgroup of A is a lattice in Rnd2 . When γ is a unit,
this embedding is equivalent to extending the canonical (Minkowski) embed-
ding of L coefficientwise to algebra elements. We then define three norms on A:
we set ‖x‖pp =

∑
α∈Emb(K)

∑
i,j |α(φ(x)i,j)|p, and ‖x‖∞ = maxα,i,j |α(φ(x)i,j)|,

where φ(x)i,j denotes the i, jth entry of φ(x), and finally we set ‖x‖2,∞ =

maxα,j

√(∑d−1
i=0 |α ◦ θj (xi)|2

)
. We may denote ‖ · ‖2 by ‖ · ‖.

Let the trace Tr(·) of x ∈ A be defined Tr(x) = TK/Q ◦ trace(φ(x)), where
TK/Q is the field trace. This map is symmetric. The dual of an ideal I is the set

I∨ = {x ∈ A : Tr(xI) ⊂ Z}.

The codifferent ideal of Λ is Λ∨. We may denote Λ/qΛ by Λq.
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The CLWE Problem In [15], LWE was instantiated using the natural order
inside a CDA. We first define the following distribution:

Definition 18 (The CLWE Distribution). Let L/K be a Galois extension of
number fields of dimension [L : K] = d, [K : Q] = n with cyclic Galois group
generated by θ. Let A := (L/K, θ, γ) be a cyclic division algebra with element u
such that ud = γ ∈ OK . Let Λ be the natural order ofA. For an error distribution
ψ over ⊕d−1i=0 u

iLR, integer modulus q ≥ 2, and a secret s ∈ Λ∨q , a sample from the
CLWE distribution Πq,s,ψ is obtained by sampling a← Λq uniformly at random,
e← ψ, and outputting (a, b) = (a, (a · s)/q + e mod Λ∨) ∈

(
Λq,⊕d−1i=0 u

iLR/Λ
∨).

The public value a has matrix representation φ(a), and to construct this matrix
only the first column need be stored by a user. As for RLWE, via the matrix
representation one can see that CLWE is a form of structured LWE. We now
define search and decision problems, where Ψ is a family of error distributions.:

Definition 19. LetΠq,s,ψ be a CLWE distribution for parameters q ≥ 2, s ∈ Λ∨q ,
and error distribution ψ ∈ Ψ . The search CLWE problem, denoted CLWEq,s,ψ,
is to recover s from a collection of independent samples from Πq,s,ψ.

Definition 20. Let Υ be a distribution on a family of error distributions over⊕d−1
i=0 u

iLR and UΛ the uniform distribution on
(
Λq,
(⊕d−1

i=0 u
iLR

)
/Λ∨

)
. The

decision CLWE problem, DCLWEq,Υ , is given a collection of independent sam-
ples from either Πq,s,ψ for a random choice of (s, ψ)← U

(
Λ∨q
)
×Υ , or from UΛ,

to decide which is the case with non-negligible advantage.

3 Non-Norm Elements for General Cyclotomic Fields

In [15], the authors used the work of [27] to construct CDAs containing nth roots
of unity for prime-power n. Recall the method runs as follows: let n = pr for
some prime p and r ∈ N, and set K = Q(ζn). Let ` = 1 mod n, ` 6= 1 mod pn
be a prime, and set M = Q(ζn, ζ`) = Q(ζn`). One then fixes a subfield of
degree d over K inside M by taking the fixed field of σd, where d divides n
and Gal(M/K) = 〈σ〉, and the resulting algebra (L/K, θ, ζn) is division, where
Gal(L/K) = 〈θ〉 - that is to say, ζn is non-norm. In this section, we extend this
method to composite n. The main result of this section is the following theorem:

Theorem 5. Let n ∈ N≥2. Set K = Q(ζn), where ζn is a primitive nth root of
unity. Then there exist infinitely many cyclic Galois extensions L/K of degree
n such that ζn satisfies the non-norm condition.

Proof. Write n = pe11 ...p
ek
k , for p1, ..., pk pairwise coprime. Pick ` ∈ Z prime such

that pe11 ...p
ek
k | `− 1, and such that ei is the highest power of pi such that this is

true, for all i, so we have `− 1 = pe11 ...p
ek
k p

ek+1

k+1 ...p
er
r for some primes pk+1, ..., pr

distinct from the pj for 1 ≤ j ≤ k, and integers ei ≥ 1. By Theorem 1, there are
infinitely many such primes q. Note that gcd(n, `) = 1.



Algebraic Equipage for CLWE 13

Now consider M = K(ζ`) = Q(ζn, ζ`). We have Gal(M/K) ∼= (Z/`Z)∗. Let
σ be a generator of Gal(M/K). Then σn fixes an extension, denoted L, of de-
gree n over K. We have Gal(L/K) ∼= Gal(M/K)/Gal(M/L), which implies that
Gal(L/K) is also cyclic. We will use Theorem 2 to prove the result by localizing
at a certain prime ideal. Let the prime ideal Q lie above Q lie above q lie above
` in the tower of fields M/L/K/Q. Proposition 2 implies that the inertial degree
fq|` = 1. This is equivalent to [OK/q : F`] = 1.

Now, ` | n` exactly once, since gcd(`, n) = 1. Then fQ|` is the smallest f

such that `f ≡ 1 mod n. But ` ≡ 1 mod n, so fQ|` = 1. The inertial degree is
multiplicative, that is fQ|` = fQ|qfq|`, so fQ|q = 1 also. We have found fQ|q by
considering the tower M/K/Q; we now consider the tower M/L/K, which yields
that fQ|q = fQ|QfQ|q. Hence fQ|q = 1 implies fQ|q = 1 also.

Denote the completions of the fields L,K, and Q by the corresponding val-
uations by LQ, Kq, and Q` respectively. Then, since g = 1 in extensions of
local fields, we combine this with the above discussion on the inertial degrees
to conclude that LQ/Kq is totally ramified. Further, since the characteristic of
the residue field of Kq is `, but total ramification of LQ/Kq means that the
ramification index eLQ/Kq

= [LQ : Kq] = n, we obtain that LQ/Kq is tamely

ramified. Using the local reciprocity map, we obtain [K×q : NLQ/Kq
(L×Q)] =

|Gal(LQ

/
Kq)| = [LQ : Kq] = n. Moreover, a standard result of local fields is

that for a totally and tamely ramified finite extension of local number fields,
NLQ/Kq

(L×Q) contains a uniformizer πq of Kq, as well as U1
q (see [13, page 115]).

Pulling together the above in conjunction with the local reciprocity map, we
obtain the following commutative diagram:

µ`−1 Gal(LQ/Kq)

K×q

h

f

g (2)

Here g is the homomorphism defined by the local reciprocity map, with kernel
NLQ/Kq

(L×Q) and image Gal(LQ/Kq) ∼= Z/pe11 Z× ...×Z/p
ek
k Z, h is the inclusion

of µ`−1 into K×q
∼= µ`−1 × 〈πq〉 × U1

q , and f is the natural surjection from the
CRT decomposition of µ`−1 ∼=

∏r
i=1 Z/p

ei
i Z onto Z/pe11 Z× ...× Z/p

ek
k Z.

We have f = g ◦h, where f, g and h are homomorphisms. Since f maps non-
identity elements of order dividing n non-trivially, by commutativity of the dia-
gram g also maps such elements non-trivially, so they are not contained in ker(g).
But by the local reciprocity map, ker(g) = NLQ/Kq

(L×Q); so ζin /∈ NLQ/Kq
(L×Q),

for 0 < i < pe11 ...p
ek
k , as required. The Hasse norm theorem gives the result.

Corollary 1. Let n = pe11 ...p
ek
k and K = Q(ζpe11 ...p

ek
k

), where the pi are pairwise

coprime. There exists a cyclic Galois extension E/K of any index d dividing n,
such that ζn is non-norm in E/K, i.e. ζn is not a norm for 0 < i < d.

Proof. Mutatis mutandis, identical to [15].
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These results allow us to create many new CDAs with roots of unity as
non-norm elements. We give two examples.

Examples 1. Set n = 32 · 26 = 576. Note ` = 577 is prime, and ` − 1 = 576 is
divisible by 576, with neither 27 nor 128 dividing `− 1. So 577 satisfies the con-
ditions of Theorem 5. Observe M := Q(ζn, ζ`) = Q(ζ576, ζ577) is an extension of
K := Q(ζ576) of degree 576. Let Gal(M/K) = 〈σ〉. Then, as in the proof above,
σn = e fixes an extension of degree n = 576 over K - in this case the extension
is M itself. By the theorem ζ576 is a non-norm element in Q(ζ576, ζ577)/Q(ζ576).
Apply Corollary 1 to fix a degree 2 cyclic Galois extension of K, denoted E,
which is possible since 2 divides 576. This extension also has the property that
ζ576 is a non-norm element over K. Let Gal(E/K) be generated by θ. Then the
cyclic algebra (E/K, θ, ζ576) has dimension 22 ·192 = 768 over Q, and is division.

2. Set n = 33 ·25 = 864. Note that ` = 16, 417 is prime, 16, 416 ≡ 0 mod 864, and
neither 81 nor 64 divide `− 1 = 16, 416. So ` satisfies the required properties to
apply Theorem 5. Observe M := Q(ζn, ζ`) = Q(ζ864, ζ16,417) is a cyclic extension
of K := Q(ζ864), of degree 16, 416. Let Gal(M/K) = 〈σ〉. Then, as in the proof
above, σn = σ864 fixes an extension of degree n = 864 over K, denoted L. The
theorem indicates that ζ864 is a non-norm element in L/Q(ζ864). We can then
apply Corollary 1 to fix a cyclic Galois extension of K of degree 2 over K, since
2 divides 16, 416. This extension also has the property that ζ864 is a non-norm
element over K. Call this extension E and let Gal(E/K) = 〈θ〉. Then the cyclic
algebra (E/K, θ, ζ864) has dimension 22 · 288 = 1152 over Q, and is division.

Maximality of the Natural Order We note that [15, Theorem 3] states that
the natural order in the above prime-power case (n = pr) is maximal. It can be
shown with an identical proof that when one takes n = pa11 ...p

al
l , as long as `

satisfies ` ≡ 1 mod n and pin - ` − 1 for i = 1, ..., l, the result still holds: note
that the ramification of ideals above ` in OK in OM is the same as before (since
the inertial degree depends on ` ≡ 1 mod n to equal 1), the ramification index is
φ(`), and gM/K = [M : K]/φ(`) = 1; this can be summarised by noting that the
relevant properties depend on the prime `, and not the degree of K. However, if
γ is not a unit, the natural order is not (in general) maximal.

4 Cryptographic Moduli for CDAs from Any Cyclotomics

Here we provide methods to find the primes needed to construct CDAs over cy-
clotomic fields of composite conductor for CLWE, and give concrete examples.
To build algebras meeting the requirements of the previous theorem, we need to
find a small degree extension L of K = Q(ζn) and a non-norm element for L/K.
As explained above, this is done by taking a large prime ` satisfying certain
conditions, taking the compositum of K and Q(ζ`), and taking an intermediate
extension L of K of desired degree. If chosen well, ζn will be a non-norm element.
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Recall that ` must satisfy two conditions: firstly, that ` ≡ 1 mod n, and sec-
ondly, that ` 6≡ 1 mod pi · n, for i = 1, ..., k, where pi is a prime in the prime
factorization of n = pe11 ...p

ek
k . We can find such an ` by considering the arith-

metic progression 1 + pe11 ...p
ek
k +

∑m
i=0 p

e1+1
1 ...pek+1

k , for m = 0, 1, 2, .... Theorem
1 implies there are infinitely many primes in this progression, and for our pa-
rameters searching elements in the progression can be done efficiently.

Similarly to RLWE [22]2, the security proof of CLWE holds for primes q
completely split in OK . Moreover, to enable efficient multiplication, it will be
convenient to have q also completely split in L. We can use the fact that if q
splits completely in M , it splits completely in all subfields. Thus the most naive
approach to find a prime that splits completely in L and K is to find a prime
that splits completely in M = Q(ζn`). This is equivalent to q ≡ 1 mod `n.

This approach is limited, however. Since ` ≡ 1 mod n, we have ` > n; since
q ≡ 1 mod `n, we have q > `n > n2. In general, we want [K : Q] = φ(n) to
be large, and [L : K] small. As we want q not to be too large, this forces n
to be small. Moreover, the larger n gets, the smaller ` is required to be. For
example, take n = 100. Then [K : Q] = 40, and, if we can find an appropri-
ate non-norm element, we could take a degree 5 extension of K for an algebra
of degree 1000 over Q. 101 is prime, so we can take ` = 101; then we have
q ≥ 100 · 101 + 1 = 10101. Since 10101 is not prime, the next smallest possible
option for q is 2`n + 1 = 20203, which is also not prime. The search continues
in this manner, with the size of q rapidly growing.

The Quadratic Case We first consider extensions L/K of degree 2, and write
L as the compositum of K and a quadratic subfield E of E′ := Q(ζ`). Since E′

is cyclotomic with prime conductor, E is the unique quadratic subfield of E′.
This can be written explicitly as follows [18, Theorem 9.3]:

E =

{
Q(
√
`), if ` ≡ 1 mod 4

Q(
√
−`), if ` ≡ 3 mod 4.

The discriminant of this field, dE , is also well known, being dE = ` if ` ≡ 1 mod
4, else dE = 4` if ` ≡ 3 mod 4. A final fact is that a prime q splits completely in
E if and only if dE is a quadratic residue modulo q, i.e. there exists x ∈ Z/qZ
such that dE ≡ x2 mod q [28, Proposition 8.5].

A prime q splits in L if and only if q splits in both K and E. Thus to find
primes that split in both L and K we search for primes q such that q ≡ 1 mod
n, with dE becoming a quadratic residue modulo q. Finally, to ensure we can
find non-norm elements, we require that gcd(n, 2) 6= 1 (cf. [15, Theorem 10]).

Here we run through an example. Set n = 320. With d = 2, we obtain a
degree 512 algebra. Since 1601 ≡ 1 mod 320 and is prime, we can set ` = 1601.
Then ` ≡ 1 mod 4, so dE = ` = 1601. There are many small primes that are
congruent to 1 mod 320 and have dE as a quadratic residue; for example, 4481
suffices. It is prime, and 4481 = 320 ·14 + 1. Furthermore, we have 12132 ≡ 1601

2 Subsequent works have allayed this restriction on the modulus.
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mod 4481. Below is a table of results for quadratic extensions of Q(ζn). Listed
are n, [A : Q], `, example value(s) of q, and ‘min log rop’. This last quantity is
obtained by running the lattice estimator3 [2] with similar parameters for the
secret, error, and default number of samples as Kyber512, but replacing the
lattice dimension and modulus with the corresponding entries of the table. We
list the minimum of the base-2 logarithms over the given values of q in the row.
The ‘meaning’ of the rop results is to estimate the number of ring operations
required to solve the corresponding LWE instances.

n [A : Q] ` q min log rop

320 512 1601 4481, 7681, 9601, 13121 120.6
324 432 1621 3889, 6481, 8101, 10369 104.9
352 640 353 3169, 6337, 11617, 13729 151.2
400 640 401 4001, 4801, 14401 150.5
432 576 433 3889, 8209, 12097, 15121 133.8
448 768 449 4481, 8513, 10753 190.6
484 880 1453 3389, 11617, 13553, 15973 215.9
576 768 577 7489, 10369, 13249, 14401 185.0
640 1024 641 7681, 9601, 12161, 13441 265.3
648 864 7129 3889, 6481, 9721, 10369 220.2
864 1152 2593 3457, 10369 316.4

Table 1: The ‘Naive’ Quadratic Case

The Naive Method for Higher Values of d In this section we address
extensions L such that [L : K] > 2. Unlike in the quadratic case we cannot, in
general, write down explicitly what a low-degree subfield of Q(ζ`) is. We return to
the naive method explained above, finding q ≡ 1 mod `n. Though cumbersome,
one can still obtain some limited results by this method, although the resulting
algebras are slightly small since the largest n that can be taken is 141, if one
imposes, say, q < 20000. A simple method to find appropriate values of ` is to
fix prime ` and set n = `− 1. Some results are below:

n d [A : Q] ` q min log rop

25 5 500 101 5051 130.5
52 6 864 53 8269 225.2
58 6 1008 59 10267 267.0
60 6 720 61 7321 184.0
66 6 720 67 4423 194.4
78 6 936 79 6163 256.0
82 4 640 83 13613 151.3
82 6 1440 83 13613 414.7
138 4 704 139 19183 162.7

Table 2: The ‘Naive’ Case for d > 2

Refined Naive Method There is, however, a refinement on the above method
by which we relax the condition that q ≡ 1 mod `n. Again write L as the com-
positum of K and a subfield E of E′ = Q(ζ`). Since ` > 2 is prime, the maximal

3 Commit 564470e.
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real subfield E′
+

= Q(ζ` + ζ−1` ) of E′ has degree `−1
2 over Q, and Galois group

isomorphic to Gal(E′/Q)/{±1}. The primes that ramify in E′
+

are the primes
dividing the discriminant of E′, which is only `. This makes it easy to select
unramified primes. The inertial degree is also well known in the maximal real
subfield: it is the smallest integer f such that qf ≡ ±1 mod `. So if E is contained
in E′

+
, we need to find prime q such that q ≡ ±1 mod ` and q ≡ 1 mod n.

So which subfields are contained in E′+? Since Gal(E′/Q) is cyclic and
Gal(E′/E′+) is one of its subgroups, Gal(E′/E′+) is cyclic, so the quotient
of the two groups is cyclic and isomorphic to Gal(E′+/Q), of order `−1

2 . The
subgroups of a cyclic group Z/mZ correspond to divisors d of m, and there is
a single subgroup of order d for each divisor. Hence in Gal(E′+/Q) there is a
subgroup for each divisor of `−1

2 , and by the Galois correspondence there is a
unique Galois subfield of E′+ with degree over Q equal to that divisor. Since
this is also a subfield of E′, this subfield is also the unique subfield of the given
degree in E′. Note also that any Galois extension of Q is either totally real or
totally imaginary, so odd-degree subfields of Q(ζ`) are totally real.

In light of this, our approach is as follows: we look for small values of n, so
that we can find small values of `, and hence find a value of q in the appro-
priate range. We will also look for values of ` such that our desired values of
d = [L : K] divide `−1

2 , so that E will be totally real and we can apply this
‘refined naive method’ in our hunt for q. A final constraint to note is that we
must have gcd(n, d) ≥ 2, else we will not have ζn be a non-norm element.

Here we run through the previous example again. We have n = 100, [K :
Q] = 40, and want a degree 5 extension of K to obtain an algebra of degree
1000 over Q. Since 101 is prime, we can take ` = 101. This time, instead of
requiring q ≡ 1 mod `n, we need q ≡ ±1 mod ` and q ≡ 1 mod n. Note that
5 | 101−12 = 50, so a subfield of degree 5 of the maximal totally real subfield ex-
ists. One finds that 10301 satisfies both of these conditions: 10301 = 100 ·103+1,
and 10301 = 101 · 102− 1. Furthermore, 10301 is of the appropriate size; where
the naive method failed, the tweaked version yielded a small prime.

Below is a table, Table 3, giving examples of valid primes using this method.
Listed are n, the degree d = [L : K], [A : Q], and possible values for ` and q.

n d [A : Q] ` q min log rop

32 5 400 97 18913 91.8
45 5 600 181 16651 138.4
70 5 600 71 9941 145.9
70 7 1176 71 9941 326.3
90 5 600 2791 5581 155.2
100 5 1000 101 10301 264.1
102 3 288 103 10711 72.1
130 5 1200 131 17291 318.7

Table 3: The Refined ‘Naive’ Case for d > 2
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Completely Splitting Primes in Subfields of Cyclotomics We now con-
sider primes in subextensions of higher degree. The results in Tables 4 and 5 are
based off the following theorem:

Theorem 6. [24, Theorem 30] Let ` be a prime, E′ = Q(ζ`), and denote its
unique subfield of degree d over Q by E′d. Let q be a prime coprime to `. Then q
splits completely in E′d if and only if q is a dth power modulo `.

This allows us to generalize the method of the quadratic case to larger degree
subfields of E′. As examples, we list results for cubic and quartic extensions of
K: we list, in addition to the previous values, an x for which q ≡ xd mod `. We
illustrate the quartic case with extensions of Q(ζ128), which yields [A : Q] = 1024.

n [A : Q] ` x q min log rop

111 648 4441 2152 12211 155.1
171 972 6841 2112 3079 291.8
183 1080 8053 1422 7321 301.1
201 1188 4423 2246 4021 363.9
360 864 2521 461 6121 232.3

Table 4: The Cubic Case

n ` x q min log rop

128 2689 275 3329 304.8
128 641 147 3457 303.8
128 3457 780 4481 295.7
128 12161 10957 4993 292.3
128 4481 571 6529 287.8

Table 5: The Quartic Case

5 Hardness of CLWE from Ideal Lattices in Suborders

In this section we define LWE in suborders of Λ, and obtain a security reduction
analogous to the maximal order case. In order for this proof to hold, we initally
restrict our ideals to those coprime to the ideal generated in a suborder of Λ by
the conductor ideal of an OK-suborder of OL, as described below. Similarly to
CLWE, one step of the reduction requires a restricted secret space.

Constructing Non-Maximal Orders Here we construct families of non-
maximal orders in A = (L/K, θ, γ) where K = Q(ζn), L is constructed as in
[15], and γ = ζn. We do this as follows: let O′ ( OL be an order in L. Define

O :=

d−1⊕
i=0

uiO′ = O′ ⊕ uO′ ⊕ ...⊕ ud−1O′.

This is an additively closed subset of Λ. Since O′ is multiplicatively closed and
γ ∈ O′, we conclude that O is a subring of Λ, and so discrete. Since O′ ·Q = L,
we have O ·Q = A. Thus we have

Proposition 10. Let A and O be as above. Then O is a suborder of A.

Ideal Lattice Problems in Non-maximal Orders As shown above, when
an order is maximal it has a ‘nice’ ideal theory closely related to the ideals of
OK . When an order is not maximal, many of these properties (e.g. two-sided
ideals forming an abelian group) may be lost. However, we can still define the
standard lattice problems on lattices obtained from embeddings of these ideals.
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Definition 21. Let A be a cyclic algebra, let I be ideal of an order O, and let
0 < δ < λ1(I)/2. Then the A-BDDO,I,δ problem, on input y = x+ e for x ∈ I
and e ∈

⊕d−1
i=0 u

iLR satisfying ‖e‖2,∞ ≤ δ, is to compute x.

Definition 22. For any q ≥ 2, the qA-BDDO,I,d problem is as follows: given
an instance of the A-BDDO,I,δ problem y = x+ e with solution x ∈ I and error

e ∈
⊕d−1

i=0 u
iLR satisfying ‖e‖2,∞ ≤ δ, output x mod qI.

Lemma 8. For any q ≥ 2 and order ideal I, there is a deterministic polynomial
time reduction from A-BDDO,I,δ to qA-BDDO,I,δ

Proof. Adapted from [32, Lemma 3.5], which is lattice preserving.

Cyclic Order LWE We call CLWE over a possibly non-maximal order Cyclic
Order LWE, COLWE. We define the COLWE distribution analogously to CLWE:

Definition 23. Let L/K be a Galois extension of number fields of dimension
[L : K] = d with cyclic Galois group generated by θ. Let A := (L/K, θ, γ) be the
resulting cyclic algebra with center K and invariant u with ud = γ ∈ OK . Let
O ⊂ Λ be a non-maximal order of A. For an error distribution ψ over ⊕d−1i=0 u

iLR,
an integer modulus q ≥ 2, and a secret s ∈ O∨q , a sample from the COLWE
distribution ΠO,q,s,ψ is obtained by sampling a ← Oq uniformly at random,
e← ψ, and outputting (a, b) = (a, (a ·s)/q+e mod O∨) ∈ Oq×(⊕d−1i=0 u

iLR)/O∨.

Definition 24. Let Ψ be a family of error distributions over
⊕d−1

i=0 u
iLR. The

search COLWE problem, denoted by COLWEO,q,s,ψ, is to recover s from a col-
lection of independent samples from ΠO,q,s,ψ for any s ∈ O∨q and ψ ∈ Ψ .

Definition 25. Let Υ be a distribution on a family of error distributions over⊕d−1
i=0 u

iLR. Let UO denote the uniform distribution on
(
Oq,

(⊕d−1
i=0 u

iLR

)
/O∨

)
.

Then, the decision COLWE problem, DCOLWEO,q,Υ , is given a collection of in-
dependent samples from either Πq,s,ψ for a random choice of (s, ψ)← U

(
O∨q
)
×Υ

or from UO, decide which is the case with non-negligible advantage.

Security Reductions A proof of the hardness of search COLWE from BDD
over ideals in non-maximal orders requires one to restrict to invertible ideals (as
is done for group ring LWE and for OLWE). We note in passing that a proof of
the hardness of search COLWE from BDD over one-sided ideals in non-maximal
orders is also plausible, possibly requiring further restrictions to the valid ideals.

The Technical Lemmas We adapt the method of [8]. Let assO(I) = {pi : I ⊂
pi} be the associated primes of the ideal I, where the pi are prime ideals of O.

Lemma 9. Let I be an invertible ideal of non-maximal order O and J be an
integral ideal of O. Then there exists a t ∈ I∩OK such that the ideal t ·I−1 ⊂ O
is coprime to J , and we can compute such a t efficiently given I and assO(J ).
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Proof. Let {p1, ..., pr} = assO(J) and t ∈ (I \
⋃
i piI) ∩ OK . Suppose t · I−1 +

J 6= O. So t · I−1 + J ⊂ M for maximal ideal M ⊂ O. Maximal ideals are
prime, so t · I−1 lies in an associated prime of J . This implies t ∈ piI for some
pi ∈ assO(J ), a contradiction. To construct such a t, take an OK element in
I \ piI for all i, and compute the preimage under the CRT (see [33, §22.3]).

Lemma 10. Let O be as above. Let I,J be ideals of O, with I invertible, and
t ∈ I ∩OK chosen such that t · I−1 and J are coprime as ideals, and let P be an
arbitrary fractional ideal of O. Then, the function χt : A → A defined as χt(x) =
t ·x induces a module isomorphism from P/J ·P → I ·P/I ·J ·P. Furthermore,
if J = 〈q〉 for an unramified prime q ∈ Z we can efficiently compute the inverse.

Proof. The standard argument which relies on coprimality of the ideals.

Hardness of the Search Problem from Invertible Ideals We first state a
lemma from [15], which enables the quantum step of the proof to hold:

Lemma 11. There is an efficient quantum algorithm that given any nd2 dimen-
sional lattice L := σA(I) for some ideal I ⊂ O, 0 < δ < λ1 (L∗) /(2

√
2nd), and

an oracle that solves A-BDDO,L∗,δ with all but negligible probability, outputs an
independent sample from DL,

√
dω(
√

log(nd))/
√
2δ

.

We now prove an important lemma:

Lemma 12. Let A = (L/K, θ, γ) be a CDA constructed as above, and O ⊂ Λ be
a non-maximal order. There is a ppt. algorithm that given an unramified prime
q ≥ 2, an invertible fractional O-ideal I∨, a qA-BDDO,I∨,αq·ω(

√
log(nd))/

√
2nd·r

instance y = x+ e, a parameter r ≥
√

2q · η(I), and DI,r′ samples with r′ ≥ r,
outputs samples within negligible statistical distance of the COLWE distribution
ΠO,q,s,Σ for a secret s = χt (x mod qI∨) ∈ O∨q , where χt is as in Lemma 9 and
Σ is an error distribution such that if |γ| = 1 the resulting error e′′ has Gaussian
marginal distribution in its i, jth coordinate with parameter ri,j ≤ α.

Proof. First compute t ∈ I such that I−1 · t and qO are coprime using the
Lemma 9. We now create a sample from the COLWE distribution as follows:
sample z ← DI,r′ , e

′ ← Dα/
√
2, and compute a pair

(a, b) =
(
χ−1t (z mod qI), (z · y)/q + e′ mod O∨

)
∈ Oq ×

d−1⊕
i=0

uiLR/O∨

We show that (a, b) is within negligible statistical distance of the COLWE dis-
tribution and s is uniformly random. First, note that r ≥ q · η(I) so Lemma 1
implies the statistical distance between z mod qI and the uniform distribution
is at most 2ε. As χt is bijective, a = χ−1t (z mod qI) is statistical distance 2ε of
the uniform distribution over Oq, as required. We now show that b = a ·s/q+e′′,
for an error e′′ and uniform s, conditioned on some fixed a. We have

b = (z · y)/q + e′ mod O∨

= (z · x)/q + (z · e)/q + e′ mod O∨,
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so since z = t · a mod O∨q and t lies in the center of A it follows that (z · x)/q =
(a · t · x)/q = (a · s)/q mod O∨ for s := χt (x mod qI∨) (this only holds for
invertible ideals). Hence s is uniformly random over O∨q , if x is uniform over I∨,
since χt is a bijection. The analysis of the error is as in [15, Lemma 11].

Combining Lemma 12 and Lemma 11, we arrive at the following:

Theorem 7. Given a COLWEO,q,Σα oracle for input α ∈ (0, 1), q ∈ Z≥2, an

ideal I ⊂ O, r ≥
√

2q · η(I) satisfying r′ = r · ω(
√

logN)/(αq) >
√

2N/λ1 (I∨),
and polynomially many samples from the discrete Gaussian DI,r there exists an
efficient quantum algorithm that outputs an independent sample from DI,r′ .

Corollary 2. Let A,O, α and q be as above. Then there is a polynomial-time
quantum reduction from A-SIVPξ to COLWEO,q,Σα when

√
8Ndξ = ω(

√
dn)/α.

Search to Decision Reduction Here we adapt the standard search-to-decision
reduction for structured LWE. Consider the following CRT-style decomposition:

Lemma 13. [30] Let Λ be the natural order of a cyclic division algebra A =
(L/K, θ, γ) with γ ∈ OK and let I be an ideal of OK which splits completely as
I = q1 . . . qn as an ideal of OK . Then, we have the isomorphism

Λ/IΛ ∼= R1 × . . .×Rn

where Ri =
⊕d−1

j=0 u
j (OL/qiOL) is the ring subject to relations (`+ qiOL)u =

u (θ(`) + qiOL) and ud = γ + qi.

When γ is a unit, Λ∨ =
⊕

i u
iO∨L. The above lemma is also valid when each

instance of OL and Λ is replaced by its respective dual. For the following we
will assume γ is a unit. In this case, as a consequence of Wedderburn’s theorem,
each Ri is isomorphic to the matrix ring Md(Fq).

In order to obtain a search to decision reduction for LWE in suborders of Λ,
we need to obtain a decomposition similar to that stated in the above lemma.
Here we restrict our proof to a large class of suborders and prime moduli as
follows, in order to guarantee such a decomposition.

Let A = (L/K, θ, ζn) be a CDA constructed as usual, and let O′ ⊂ OL and
O = ⊕d−1i=0 u

iO′ be as above. Denote the conductor ideal of O′ by c. Then

Proposition 11. Let A = (L/K, θ, ζn), Λ, O′ ⊂ OL, and O = ⊕d−1i=0 u
iO′ be as

above. Let q be an integer prime, either completely split in K and inert in L/K,
or completely split in L. If gcd(qO′, c) = 1, then O/qO ∼= Λ/qΛ.

Proof. We have

O/qO = (⊕d−1i=0 u
iO′)/q(⊕d−1i=0 u

iO′) ∼= ⊕d−1i=0 u
iO′/qO′

∼= ⊕d−1i=0 u
iOL/qOL ∼= Λ/qΛ,

where the second isomorphism follows from Lemma 2.
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This result means that we can use a decomposition of O/qO into the direct
product of matrix rings, provided that q is coprime to c, which we assume. The
rest of the reduction is then identical to that of [15], and we obtain

Theorem 8. Let O ⊂ Λ be a suborder of the natural order of a CDA A =
(L/K, θ, ζn) as above, q ∈ poly(n) completely split in K such that gcd(qO′, c) =
1, and αq ≥ ηε (Λ∨) for a negligible ε = ε(n). Then there is a ppt. reduction from
COLWEO,q,Σα,G for any pairwise difference set G ⊂ Λ∨q to DCOLWEO,q,Υα .

Above, a pairwise difference set G is a set G =
∏n
i=1Gi where each Gi is such

that g 6= h ∈ Gi implies g − h is invertible. G is of size |G| ≤ qnd. We are
currently unable to avoid this restriction. For more on this restriction, see [15].

COLWE Hardness from Other Ideals The reduction from ideal lattice
problems to search COLWE above used invertible ideals of suborders. Here we
weaken this restriction, using analogous methods to [31]. We begin with:

Lemma 14. Let O ⊂ A be an order, Q and I be two-sided O-ideals, and suppose
that (O : I)l (I : O)l + Q = O. Then there exists t ∈ (I : O)l ∩ OK such that
(O : I)l t + Q = O, and such a t can be found in polynomial time given O, I,
and the associated O-primes of Q.

Proof. Let {p1, ..., pr} = assO(Q). Let t ∈ ((I : O)l\∪ri=1pi (I : O)l)∩OK . Then

(O : I)lt+Q ⊂ (O : I)l (I : O)l +Q = O.

Suppose the containment is strict. Then (O : I)lt+Q ⊂ m for some maximal left
ideal m of O. Since Q is two-sided, Q ⊂ m implies that the associated two-sided
prime ideal of m is one of the pi. We thus have (O : I)lt ⊂ mi. Recall that
(O : I)l is two-sided when I is two-sided; thus in fact (O : I)lt ⊂ pi also. Then

Ot = ((O : I)l (I : O)l +Q)t ⊂ (O : I)l (I : O)l t+Qt.

Since t ∈ OK , it commutes with other algebra elements, so we have

Ot ⊂ (O : I)l t (I : O)l +Qt
⊂ pi (I : O)l + pi (I : O)l
= pi (I : O)l ,

which is a contradiction.
Finally, we show there exists such a t, that is, ((I : O)l\∪ri=1pi (I : O)l)∩OK

is non-empty. It suffices by the CRT to show that ((I : O)l \ pi (I : O)l) ∩ Z is
non-empty for any i. Note that (I : O)l = I, and recall that any ideal of O has
finite index. Then the smallest non-zero integer contained in I is |O/I|, and that
in piI is |O/piI|; but since pi is a proper prime ideal, we have |O/I| < |O/piI|,
so we have |O/I| ∈ ((I : O)l \ pi (I : O)l) ∩ Z.
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Lemma 15. Let O ⊂ A be an order, Q and I be O-ideals, J be a fractional
O-ideal, and t ∈ (I : O)l ∩OK such that (O : I)l t+Q = O. Then the map χt :
A → A, u 7→ t · u induces an O-module isomorphism from J /JQ to IJ /IJQ.

Proof. We follow [31, Lemma 2.14]. Consider the function f : J → IJ mod
IJQ induced by multiplication by t. It is clearly an O-module homomorphism.
The kernel of f contains JQ, because t ∈ (I : O) = I. We now show ker f = JQ.

Suppose tu ∈ IJQ for some u ∈ J . Then (O : I)l tu ⊂ (O : I)l IJQ ⊂ JQ.
Because (O : I)l t+Q = O, we find u ∈ Ou = ((O : I)l t+Q)u ⊂ JQ+QJ ⊂
JQ, as desired. Thus f mod JQ is injective.

We now construct a preimage for any v ∈ IJ . Since (O : I)l t +Q = O by
assumption, we can find some c ∈ (O : I)l t such that c = 1 mod Q. Set a = cv ∈
(O : I)l tIJ ⊂ tJ . Then a− v = (c− 1)v ∈ IJQ. Now set w = a · t−1 ∈ J , so
χt(w) = a = v mod IJQ, and w mod JQ is the preimage of v mod IJQ.

Lemma 16. Let O ⊂ Λ be a non-maximal order, and I be a two-sided O-ideal
such that Ol(I) = O. Then there is a ppt. algorithm that on input a prime q ≥ 2,
a qA-BDDO,I,αq·ω(

√
log(nd))/

√
2ndr

instance y = x + e with x ∈ I∨, r ≥
√

2q ·
η(I), and samples from DI,r outputs samples that are within negligible statistical
distance of the COLWE distribution ΠO,q,s,Σ where s = χt(x mod qI∨) ∈ O∨q ,
χt is as in Lemma 15, and Σ is an error distribution as in Lemma 12.

Proof. The proof is similar to that of Lemma 12. By Lemma 14, compute a
t ∈ (I : O)l∩OK to obtain χt. Sample z ← DI,r and create the COLWE sample

(a, b) :=
(
χ−1
t (z mod qI), (z · y)/q + e′ mod Ol(I)∨

)
∈

(
Oq ×

(
d−1⊕
i=0

uiLR

)
/Ol(I)∨

)
where e′ ← Dα/

√
2. As before, these samples are within negligible statistical

distance of the CLWE distribution and s is uniformly random. We have that
a ∈ Oq is statistically close to uniform since r ≥ q · η(I) and χt

−1 is a bijection.
As for b, we show that it has the shape (a · s)/q + e′′ for an error e′′ of the

specified distribution, and uniformly random s. Observe that

b : = (z · y)/q + e′ mod Ol(I)∨

= (z · x)/q + (z · e)/q + e′ mod Ol(I)∨.

We now use χt with J = I∨, and obtain (by Lemma 5)

χt : I∨/I∨q → II∨/II∨q = (I : I)∨l /(I : I)∨l q = Ol(I)∨/Ol(I)∨q

Thus, since z = t · a mod O∨q , setting s = t · x, if s is uniformly distributed over
I∨q , it is uniformly distributed over Ol(I)∨q = O∨q .

The distribution of the error can be analysed as in [15, Lemma 11].

6 Cyclic Learning with Rounding

In this section we extend Learning with Rounding to samples taken from the
natural order of a CDA. We begin with the definition of the rounding function.



24 C. Ling, A. Mendelsohn

Definition 26. Let q > p ∈ Z≥2. Set Zp := Z/pZ. Define the function b·ep :
Zq → Zp by bxep = bpq · xe mod p, for all x ∈ Zq. We extend this to vectors
component-wise, and to the ring case coefficient-wise, i.e. for a = a0 +a1x+ ...+
an−1x

n−1 ∈ Rq, a polynomial ring with coefficients in Zq, we have

baep =

⌊
p

q
· a0
⌉

+

⌊
p

q
· a1
⌉
x+ ...+

⌊
p

q
· an−1

⌉
xn−1 ∈ Rp.

Learning with Rounding This function is then used to deterministically gen-
erate errors, as opposed to probabilistically sampling vectors or polynomials
from an error distribution and adding this noise to a lattice point. We state the
standard decision problems in the plain and module cases.

Definition 27. Let s ∈ Znq . Given uniformly random a← Znq , output a LWRq,p

sample (a, b〈a · s〉ep) ∈ Znq ×Zp. Then the decision-LWRq,p problem is: given m
independent LWRq,p samples, distinguish them with non-negligible probability
from m samples (a, u)← U

(
Znq × Zp

)
.

Definition 28. (MLWR) Let s ∈ Rnq and A← U
(
Rn×dq

)
. Output (A, bAtsep) ∈

Rn×dq ×Rdp. The decision MLWR problem is: given m independent MLWR sam-
ples, distinguish them with non-negligible probability from m samples (A, u)←
U(Rn×dq ×Rdp).

To ensure that b〈a · s〉ep is uniformly distributed, one takes p such that p - q.

Cyclic Learning with Rounding Here we extend the function b·ep to the
natural order as follows: let a ∈ Λq, with a = a0 + ua1 + ... + ud−1ad−1, with
every ai ∈ OL/qOL, so we can write ai = ai,0 + ai,1x + ... + ai,nd−1x

nd−1 with
ai,j ∈ Zq for j = 0, ..., nd− 1. Then we apply b·ep to a coefficient-wise.

Definition 29. Let s ∈ Λq and q >> p. A CLWRq,p,s sample is sampled by tak-
ing a← U (Λq) and outputting (a, ba · sep) ∈ Λq×Λp. Then the decision CLWR
(DCLWRq,p,s) problem is: given m independent CLWRq,p,s samples, distinguish
them with non-negligible probability from m samples (a, u)← U (Λq × Λp).

The Hardness of LWR There have been numerous attempts to obtain reduc-
tions from LWE to ensure the hardness of LWR. In [6], LWR was introduced,
extended to rings (RLWR) and a proof given bounding the hardness of LWR by
LWE. The proof relies on the distribution of the error being bounded, as stated
in Definition 30, and on the modulus q being super-polynomial.

In [3], a proof is given for MLWR. Other papers giving reductions for LWR
and its variants include [4], [7], [9], and [21].

The Hardness of CLWR We adapt work done in [6], which shows that
decision-LWR is at least as hard as decision-LWE, to cyclic algebras. This is
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done by applying the triangle inequality to the probability that an adversary
can distinguish between samples obtained from various ‘games’. Our proof too
needs super-polynomial q. After preliminary definitions, we define five games.

Definition 30. [6, §3.1] A probability distribution χ over Z is B-bounded if
Prx←χ[|x| > B] ≤ neg(n). A distribution χ over a ring R is B-bounded if the
marginal distribution of every coefficient (with respect to a fixed basis) of x← χ
is B-bounded. A distribution χ over Λ is B-bounded if the marginal distribution
of every coefficient (with respect to the basis {ui}) of x← χ is B-bounded.

We extend this to the natural order as follows: a distribution over the natural
order is B-bounded if the marginal distribution of every coefficient, with respect
to the power basis {ui}, is B-bounded, in the sense given above.

Definition 31. [6, §2.1] The distinguishing advantage of an adversary A for
games H0, H1 is AdvH0,H1(A) := |Pr [A accepts in H0]−Pr [A accepts in H1] |.

The variant of CLWE we use below is called the ‘primal’ form in [14], which we
denote CLWEq,s,χ and has a reduction from standard CLWE defined over Λ∨.

Let fB = b0 + ub1 + ... + ud−1bd−1 ∈ Λq be such that each bi ∈ OLq is
B-bounded. Then if, for fixed b, bb+ fBep 6= bbep, we call this a bad event (de-
noted BAD below). We now define the following distinguishing games (as in [6]):

Game 0: Choose s ∈ Λq and generate a number of CLWR samples upon the
request of the attacker. The attacker must distinguish these from the same num-
ber of samples taken uniformly at random from Λq × Λp.
Game 1: Choose s ∈ Λq. Upon the request of the attacker, generate (a, b) =
(a, a ·s+e) ∈ Λq×Λq as in CLWEq,s,χ, and output (a, bbep) ∈ Λq×Λp. In Game
1, if we encounter a bad event, we abort the game.
Game 2: Upon the request of the attacker, take (a, b)← U(Λq×Λq) and output
(a, bbep) ∈ Λq × Λp. If we encounter a bad event, we abort the game.
Game 3: Upon the request of the attacker, choose (a, b) ← U(Λq × Λq) and
output (a, bbep) ∈ Λq × Λp (note there is no condition on bad events occuring).
Game 4: Upon the request of the attacker, choose (a, b) ← U(Λq × Λp) and
output this to the attacker.

Lemma 17. Let (a, b)← U(Λq × Λq) and denote Game i by Gi. Then
Pr [BAD occurs on b in G2] ≤ (2B + 1) · p · nd2/q.

Proof. For the case of plain LWR, that is b ∈ Zq, by [6] we have

Pr [BAD occurs on b in G2] ≤ (2B + 1) · p/q.

Lemma 18. Let K/Q be a cyclotomic field of power-of-2 degree, and L/K
a cyclic Galois extension of power-of-2 degree. Then the statistical distance
∆
(
U
(
Λnq × Λp

)
, U
(
Λnq
)
× bU (Λq)ep

)
≤ neg(n) for some q exponential in p, n.

In our cases, the quantities |Λp|, |Λq| will always be powers of p and q respectively.

We usually take q split completely in K, in which case |Λq| = qnd
2

.
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Proof. See appendix.

Theorem 9. Let χ be an efficiently sampleable B-bounded distribution over Λ
and q ≥ pBd2 · nω(1) such that ∆ = neg(n). For any distribution over s ∈ Λq,
DCLWRq,p,s is at least as hard as DCLWEq,s,χ for the same distribution over s.

Proof. By Lemmas 17, 18, the same as [6, Theorem 3.2] mutatis mutandis.

Thus one could replace the sampled errors of CLWE with errors introduced by
deterministic rounding (for specific parameters) with a certain level of confidence
in the security of such a procedure. We note the popularity of rounding-based
schemes [12],[5], and leave open the development of CLWR-based schemes.
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A Proof of Lemma 18

Consider P (bOKqep = x). Coefficients are rounded independently, so P (baep =

x) =
∏n−1
i=0 P (baiep = xi), for a ∈ OKq with Zq-coefficients ai and x xi. Since

P (baiep = xi) ∈ {yq ,
y+1
q }, P (baep = x) ∈ {y

n

qn ,
yn−1(y+1)

qn , ..., y(y+1)n−1

qn , (y+1)n

qn }.
Let q = py + r with r minimal. The statistical distance is then
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We pair the first and last terms, and consider inner terms one by one. For the

outer terms 1
2

[
rn
∣∣∣ 1
pn −

(y+1)n

qn
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Since n is a power of two this is a difference of two squares. Factoring it as a
product of a sum and difference, the difference is also a difference of two squares.

We iterate this to factor out | r(y+1)
q − r

p |, which is bounded by p
q by [6]. Formally,∣∣∣∣(1− r
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We can do similarly for rn
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qn

∣∣∣; we have, factorising,
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Combining these, we find that the sum of the outer terms
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We remove the previously mentioned factor:
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A term inside the large brackets has equal powers of q on the numerator and
denominator. Multiplying the bracket by p

q , it has as a polynomial in q de-
gree −1, as required. For inner terms of the statistical distance, the ith term is
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1
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q-degree n, as required. Putting the above together, we find
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and so by the previous analysis there exists some q′ exponentially large in p and
n such that for all q ≥ q′, the considered statistical distance is negligible.

We now find P (bΛqep = x). This is the same as above, since the coefficients
are rounded independently: namely, since by assumption [Λ : Q] = 2r for some

r, we have P (baep = x) =
∏nd2−1
i=0 P (baiep = xi) for any a ∈ Λq with coefficients

ai. To find the statistical distance, the argument then proceeds identically.
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