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Abstract. Time-lock puzzles are unique cryptographic primitives that
use computational complexity to keep information secret for some pe-
riod of time, after which security expires. This topic, while over 25 years
old, is still in a state where foundations are not well understood: For
example, current analysis techniques of time-lock primitives provide no
sound mechanism to build composed multi-party cryptographic proto-
cols which use expiring security as a building block. Further, there are
analyses that employ idealizations and simulators of unrealistic compu-
tational power to be an acceptable sound security argument. Our goal
with this short paper is to advocate for understanding what approaches
may lead to sound modeling beyond idealization, and what approaches
may, in fact, be hopeless at this task of sound modeling.
We explain in this paper how existing attempts at this subtle problem
lack either composability, a fully consistent analysis, or functionality. The
subtle flaws in the existing frameworks reduce to an impossibility result
by Mahmoody et al., who showed that time-lock puzzles with super-
polynomial gaps (between committer and solver) cannot be constructed
from random oracles alone (or any repetitive computation where the next
state is completely random given the prior state); yet still the analyses
of algebraic puzzles today treat the solving process as if each step is a
generic or random oracle. We point out that if the generation process
relies on a trapdoor function that cannot be treated as a random oracle
(to allow efficient generation while avoiding this impossibility result),
then, to be consistent, the analysis of the solving process should also not
treat such a trapdoor function (and its intermediate states) as a random
oracle.
We also delineate additional issues with the proof techniques used for
time-lock puzzles. Specifically, when a time-lock puzzle must retain pri-
vacy for some amount of time, the reduction should bound the running
time of the simulator. A simulator that can “simulate” if given time that
if given to an adversary allows said adversary to solve the puzzle is not
a valid security argument. We survey the adherence of various attempts
to this principle, as well as the properties that different attempts achieve
toward composition.

⋆ Work performed partially while at SRI International.
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1 Introduction

A healthy tradition in cryptographic modeling has been to review an area where
results under various models have been produced, and view then from a critic’s
point of view for further insights. See Canneti, Halevi, and Goldreich [11] Naor [23],
and Goldwasser and Kalai [18] as examples of the above. The objective of
this short paper is to apply this tradition to the relatively new area of timed-
cryptography, and specifically time-lock puzzles.

Time-lock puzzles are unique cryptographic primitives that use computa-
tional complexity to keep information secret for some (polynomially long) period
of time, after which security expires. The temporal nature of security is quite
unique and challenging. We focus on several issues and challenges that should
be addressed to establish sound lasting foundations for timed-cryptography.

The first challenge is that existing models (see table 1) idealize the security
analysis of time-lock puzzles in a way that presents contradictions with estab-
lished results [21]. As we explain in Section 2, the generation of a puzzle is
typically analyzed in an algebraic model (enabling efficient generation of puzzles
based on standard hardness assumptions such as in [25]), while the security of
the puzzle solving process is analyzed in a random oracle or generic model. Such
an analyzed solving process (relying on random oracles only, whether explicitly
or implicitly) cannot achieve the super-polynomial gap between generation time
and solving time due to an impossibility result by Mahmoody et al.[21]. The
“gap” is the difference between the time to generate a time-lock puzzle and the
time required to solve it. Current works effectively exhibit an exclusive OR of
two basic properties: the “super-poly gap property” (required for correctness of
the functionality and its security) and “consistent analysis property” (for the
security guarantees via rigorous analysis to make sense).

Moreover, we note that the existing idealized analyses of time-lock primitives
are all in non-falsifiable models [23], whereas eventually we need to model it as
in other areas of cryptography, relying on falsifiable assumptions.

In this paper, we present arguments that we believe complete the discussion
of time-lock primitives, and which to the best of our knowledge are not com-
prehensively addressed in any existing work. In Section 3 we present a potential
remediation for the issue of modeling intermediate states as random. In Section 4
we recall the foundational simulation arguments for secure multiparty compu-
tation (MPC) and explain how current attempts fall short of complete proofs
for this standard. In Section 5 we survey how a few additional notable works on
composable security achieve consistent results but fall short of full composability.

Given the relatively early stage of development of carefully examined timed
primitives in general, we argue that any formal and rigorous analysis is appreci-
ated and such an inconsistent situation – while initially tolerated – should not
persist forever. While we appreciate all existing efforts and the careful analysis
(in Table 1), and the difficulty of coming up with lasting foundations of such
an intricate topic, we still argue that the community should strive towards a
long-term viable solution to resolve such inconsistencies.
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Analytical Model

Protocol Generate Solve
Super-
poly Gap

Consistent

Arapinis et al. [2] Idealized (RO) Idealized (RO) NO YES

Baum et al. ‘20b [5] Algebraic Idealized (RO) YES NO

Baum et al. ‘20a [6] Algebraic Idealized (RO) YES NO

Katz et al. [19] Algebraic Idealized (SAGM) YES NO

Chvojka, Jager [12] Algebraic Idealized (†) YES NO

Table 1: Properties of Analytical Models for Composable Timed Primitives. “Gen-
erate” and “Solve” describe the analytical framework used for the respective TLP
algorithms, whether they are in algebraic or idealized models. RO stands for “Random
Oracle” and SAGM stands for “Strong Algebraic Group Model.” “Superpoly Gap”
describes whether the analytical framework admits a superpolynomial gap between
generation and solving. The “Consistent” column describes whether the analyses of
generation and solving are consistent. (†) Depends on the Strong Sequential Squaring
Assumption, but is effectively treated as a Random Oracle (RO) in the security proof.

2 Subtleties and Inconsistencies in Random Oracle Based
Analysis for Time-Lock Puzzles

We discuss here the details of the subtleties and inconsistencies in (explicit and
implicit/hidden) random oracle and generic domain based security analysis of
timed-primitives. Similar to the classical result of [10] in the random oracle
(RO) model and [13, 17] about the Fiat-Shamir transform [14], we argue that
the desired properties of realizable time-lock puzzles do not follow from the
current analyses.

All current computational puzzles follow the following blueprint:

1. Puzzle generation uses a trapdoor to efficiently sample a puzzle (efficient
generation, in fact, is part of the functionality’s definition).

2. Puzzle solving uses a sequential algorithm. The puzzle is parameterized
such that the (polynomial) sequential algorithm is faster than any known
(super-polynomial) method to recover the trapdoor.

For a puzzle to be a useful functionality, it must be efficient to generate and
hard to solve. The trapdoor is therefore required for utility, while the hardness
of the computational problem is required for time-lock security.

However, analysis of these algorithms occurs in inconsistent models (see Ta-
ble 1). For all existing constructions that claim to achieve a super-polynomial
gap between generation and solving:

– The generation algorithm is analyzed in an algebraic model.
– The solution algorithm is analyzed as if each step is a random oracle.

To elucidate the inconsistency, we quote directly from the approach of [5]
(full version [4] page 5, second paragraph). In the excerpt, they describe the
leakage provided by their time-delay functionality:
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“The intermediate states leaked to the adversary by the functionality
are not concrete representations of actual intermediate states but generic
random labels assigned to states (similarly to the generic group model
treatment given to the RSW assumption in [6]). Learning these interme-
diate generic states does not allow the environment (or the adversary)
any advantage in computing the next states before they are revealed by
the functionality, as these states are sampled uniformly at random.”

In both of these works [5, 6] – as well as any analyses using either the RO or
the strong algebraic group model – the proofs explicitly assume that no informa-
tion is revealed to the adversary at each step of the solving process, and that each
intermediate state is sampled uniformly at random. The analysis therefore effec-
tively turns the algebraic structure into a random oracle with properties identical
to the impossibility by Mahmoody et al [21]. We stress that it is inconsistent to
analyze puzzle generation in an algebraic model – where super-polynomial gaps
are believed to be achieved – and solution in a random oracle model – which can
only achieve polynomial gaps. The current literature overlooks this inconsistency
which we argue should be resolved for the topic to progress and be developed
on a sound and a consistent basis.

The Strong Algebraic Group Model. In the strong algebraic group model of [3,
19] and the generic ring model of [26], each element is expressed as a function
of factors or as an inverse of another element, which gives algebraic structure to
the elements that have been seen, but leaks no more about the solution than a
random oracle. It therefore incurs the same problems as the previous analysis.
As discussed, this is also how some work [5, 6] analyzes the utilized algebraic
functionalities.

Other Approaches with Similar Subtleties. Other works do not explicitly model
the solving process via a random oracle, but either the modeling implies a random
oracle or it overlooks leakage as the puzzle is partially solved. For example, the
base time-lock puzzle in the construction of Freitag et al.[16] defer to analysis
by Pietrzak [24] that assumes the hardness of repeated squaring. Chvojka and
Jager [12] similarly reduce to the Strong Sequential Squaring assumption. These
formalizations simply assume it is infeasible to guess the solution of a repeated
squaring until the final squaring; either it implicitly treats the process as if the
probability of guessing the solution before the end is negligible, or it uses a game-
based definition that implies the solution process is essentially a random oracle
until the very end. Therefore, these techniques as well are not differentiated in
any meaningful way from the analysis of Mahmoody et al. [21].

3 On Random Oracles, Generic Models, and Inconsistent
Analysis

We point out inconsistencies inherent in the approaches described in Section 2.
It may be the case that previous efforts could not find a better way to argue or
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prove security in the desired models, but in this case justification is required for
the difficult modeling issues.

We point out that it is inconsistent to argue that puzzle generation occurs
in one model (algebraic) and puzzle solving occurs in another model (random,
or generic which implicitly models the random oracle). The impossibility by
Mahmoody argues that puzzle generation in the random oracle model cannot be
“sped up” exactly because of this randomness – in order to compute the solution,
one must go through the effort of computing all the steps of the solution. It is
for this reason that researchers may be turning to generic algebraic models,
because the algebraic structure allows for some trapdoor which circumvents the
issue raised by Mahmoody. We argue that this is too good to be true: the generic
group approaches explicitly treat the intermediate states as elements with exactly
the same properties used by Mahmoody in order to prove the impossibility.

We claim that intermediate states in the generic group model are effectively
random states that model the same properties used by Mahmoody et al. in their
impossibility result. If this is not actually the case, and there are additional
subtleties overlooked by our claim, then this should be falsified. We invite the
community to develop approaches to rigorously argue this point.

Looks Random to Whom? One may justify utilizing the generic group model by
arguing that such intermediate states are not actually random. Instead, they only
“look” random to a distinguisher that is computationally bounded, specifically
by the length of time required to solve the puzzle.

This may be the case, but then the following questions must be asked:

1. Is treating the intermediate states of a puzzle as random consistent with the
goals of the proof?

2. More specifically, to whom must the sequence look random, and is that party
bounded in computation sufficiently for these states to look random?

3. If the algebraic sequence looks random to the right parties, then is it even
possible to utilize an algebraic structure for the proof?

Rather than answering the above questions satisfactorily, we find that in-
stead the current analyses lose sight of the goal. More often, it is not the case
that the sequence of intermediate states look random to the party in question,
because that party is provided with sufficient computational power (i.e., time) to
distinguish the sequence of states from a random one, or more specifically, there
is a point at which this occurs that is not explicitly handled by the analysis.

Random to Some. As an example for the sake of illustration, we recall the defi-
nition of the generalized Blum-Blum-Shub assumption [7]. The assumption was
introduced by [7] in the design of a pseudorandom generator, and later general-
ized by [8] in the development of timed commitments. We will use this assump-
tion to highlight the fact that to some computationally bounded distinguisher, a
sequence of numbers may look random (or the next number in the sequence may
look random), but a (slightly) more powerful distinguisher can easily distinguish
such a distribution from random.
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Definition 1 ((n, n′, δ, ε)-Generalized BBS Assumption [8]). For g ∈ Z
and a positive integer k > n′, let Wg,k = ⟨g2, g4, g8, . . . , g2i , . . . , g2k⟩. Then for
any integer n′ < k < n and any PRAM algorithm A whose running time is less
than δ ∗ 2k, we have that

| Pr[A(N, g, k,Wg,k mod N, g2
2k+1

]− Pr[A(N, g, k,Wg,k mod N,R2] |≤ ε

where the probability is taken over the random choice of an n-bit RSA modulus
N = p1p2, where p1 and p2 are equal length primes satisfying p1 = p2 = 3
mod 4, and element g ∈ ZN ,and R ∈ ZN .

As noted in [8], the assumption states that given the sequence of repeated squares

Wg,k, the next element in the sequence g2
2k+1

is indistinguishable from a random
quadratic residue, for any party whose running time is much less than 2k. This
assumption suffices for showing the pseudo-randomness of the BBS generator [7].
However, for time-lock puzzles, where eventually the depth of the puzzle solver
must approach the sequence length 2k, the guarantee of the BBS assumption
breaks down. Indeed, the guarantee of the assumption breaks down at the point
that a time-lock puzzle begins to lose its “time-lock” property, since the next
item in the sequence can be predicted when δ is quite close to 1.

When proving the security of a time-lock primitive, if one makes the argu-
ment that the intermediate states look random, then one must take care that
the running time of the simulator does not approach the bound by which the
intermediate states stop looking random.

4 Meaningful Simulation of Time-Lock Puzzles

When proving security via simulation for timed primitives, we find that there
is an argument missing for the validity of the simulation. Because timed prim-
itives are specifically constructed for security against computationally bounded
adversaries, the simulation argument must also account for the computational
power of the simulator.

Recall the standard definition of security of secure multiparty computation
(MPC) defined via the Real-Ideal paradigm. A protocol π securely realizes func-
tionality F if for every adversary A and environment Z there exists a simulator
S such that the ensembles

{REALπ,A(z),Z(x)}x,z,λ

and
{IDEALF,S(z),Z(x)}x,z,λ

are computationally indistinguishable.
Consider the reduction and its meaning. By showing that the distribution

of views produced by the simulator is indistinguishable from the view of the
adversary, we imply that the adversary can do “no worse” than a simulator
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that did not know the honest parties’ inputs. Therefore, it is concluded that
the adversary can learn only what it gleans from its own inputs and from the
protocol output. When moving into a paradigm where the timing of the protocol
matters – such as the time spent solving a puzzle – the relationship between the
adversary and the simulator must be preserved, inasmuch as we wish to show
that the adversary can “do no worse” than a given simulator which did not know
any inputs.

However, in the common practice today, some simulator are still by default
assumed to be granted arbitrary polynomial time to conduct their simulations,
and in some cases proofs are written in which a simulator explicitly solves a
time-lock puzzle. When such a proof it written, it argues for privacy against an
adversary that can “do no worse” than a simulator which can explicitly solve the
puzzle guarding privacy!

Such an argument may be the correct one, depending on context. But the
point remains that every simulator written for a timed primitive must be forthright
about the computational bounds on the simulator, in order for the argument to
be complete.

How Much is Too Much: Simulation is a proof technique that argues about the
ability of a computationally bounded adversary to break a given primitive or
protocol. For all applications of the simulation technique, there is some bound
on the adversary that the simulator must respect. Let F represent a class of
functions for which we wish to prove that any circuit A, whose size (as a function
of the security parameter) belongs to a function in F , cannot break a given
primitive. In the simulation argument used in the proof, the simulator must also
be bounded by the class F . As an example, for any argument that no non-uniform
probabilistic polynomial time adversary can break primitive P , one cannot argue
this fact by designing a simulator which runs in super-polynomial time!

Sound Simulation: A Step-by-Step Companion. The most common, and
obvious, technique for simulating the result of a time-release primitive (whether
time-lock puzzle, verified delay function, or other), is the step-by-step revela-
tion pattern. Simply, as the adversary makes each step towards solving a puzzle,
through whatever idealization/functionality exists to gatekeep the next inter-
mediate state, the simulator is one step ahead of the adversary and queries the
appropriate functionality so that it can provide the right answer to the adversary.
We argue that this is the most natural design pattern for simulation, and indeed
it formalizes the notion that the simulator is just as powerful as the adversary!
(We mean just as powerful computationally, since it will cheat to equivocate
puzzles, either by programming a random oracle or by reading the input to a
functionality which it emulates.)

Global Clocks and Untethered Simulators. As a case study in the use
of time, consider the work of Baum et al.[6]. To model time without requiring
specific control of time-based resources, they delegate to a global time-keeping
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functionality in the GUC model ([9]), adapting the spirit of Kiayias et al.[20]
by relinquishing the responsibility of all parties to keep track of the global time,
and simply deferring to a global timekeeper.

Importantly in this framework, functionalities must tick the global timekeep-
ing functionality in order for the protocol time to move forward. This removes
control of time from the domain of the adversary, and effectively constrains the
adversary’s ability to solve a puzzle to the limits of the time elapse controlled
by the functionalities.

However, although (to the authors credit) great care is taken in the framework
to idealize the functionality of a time-lock puzzle and limit the queries that the
adversary makes to the solve routine – whose query limit depends on the global
clock beyond the adversary’s control – unfortunately, no such care is taken to
limit the power of the simulator. In fact, the simulator in the reduction(s) is
able to explicitly follow the honest party’s solution algorithm in order to open
puzzles without ticking the global functionality. What results in the reduction
is an adversary that is strongly constrained in ways that the simulator is not,
particularly with the ability to advance a time-lock computation.

The work of Arapinis et al.[1], which is the only other construction to claim
UC-security for time-lock puzzles (but does not suffer from inconsistent model-
ing because it resides entirely in the RO model), similarly abstracts time to a
global functionality. Although the simulator in their proofs does not explicitly
solve a time-lock puzzle, they also do not explicitly bound the computation of
the simulator. With access to the appropriate random oracles, their simulator
therefore could potentially solve a time-lock puzzle on its own by following the
honest party’s solving strategy.

5 Limited Composition

Other works on the composition of time-lock puzzles fall short of sufficient com-
posability properties that they can be placed within MPC.

Combining Puzzles. For example, the work of Malavolta and Thyagarajan [22]
achieves homomorphic time-lock puzzle constructions which combine time-lock
puzzles. But this exists only to compose time-lock puzzles with other time-lock
puzzles, with the result of a single time-lock primitive. Although all of the ad-
versaries in their analyses and reductions are properly bounded in depth to be
less than the time to solve a puzzle, they do not achieve composition with a sec-
ond primitive or another copy of a time-lock puzzle that isn’t homomorphically
combined.

Concurrent Puzzles. The work by Freitag et al.[16] achieves functional non-
malleability, which securely achieves solving multiple puzzles simultaneously,
while preventing the adversary from constructing a puzzle whose solution is a
function of an honest party’s puzzle. In this work as well, the computational
constraints of all machines are explicitly stated. However, the analysis does not
yield general composition for MPC.
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In an addendum to their work [15], Freitag et al. expand upon their defini-
tion of functional non-malleability and its relationship to nonmalleability with
a depth-bounded distinguisher. Intuitively, in their nonmalleability definition,
they insert a function f that pre-processes the output of the man-in-the-middle
adversary and potentially changes the length of the output. (This function is
necessary because they originally considered only distinguishers with unbounded
depth.) When the function has low depth and small output length (such as a
single bit), then this function essentially serves as the distinguisher.

The following commentary is not in the domain of [16, 15], whose analysis is
self-consistent. However, for the purpose of simulation-based analysis, we argue
that the distinguisher (or this intermediate function f) should always have depth
at least that of the simulator, because the distinguisher should always at least
be able to run the simulator as part of its algorithm.

For example, let the simulator in such an analysis depend upon the (func-
tional) non-malleability of time-lock puzzles. The simulator may depend on the
fact that the (man-in-the-middle adversary, distinguisher) pair cannot together
distinguish real puzzles from puzzles constructed via dummy inputs. The dis-
tinguishing environment may run f on the output produced by the experiment.
If the protocol is only analyzed for f with low depth, this may not capture the
power of the distinguishing environment.

IND-CCA. The works of Katz et al.[19] and later Chvojka and Jager [12] achieve
IND-CCA security. Katz et al. provide the running time of all of their simulators.
All of the proofs by Chvojka and Jager avoid the need to brute-force solve a
puzzle within the security argument. We have argued that these are necessary
arguments for a full proof of timed cryptographic primitives. However, these
works still fall short of the composability standards for composing with MPC.

6 Conclusion and Moving Forward

The foundations of timed cryptography are still not fully understood. Our posi-
tion is that new directions are needed to understand which approaches may lead
to sound modeling and which approaches may, in fact, be hopeless at this task.

To recap, in this paper we have shown how current analysis techniques of
time-lock primitives exhibit the following shortcomings:

1. Concurrently employ idealizations and proof techniques which are inconsis-
tent when paired together in one argument.

2. Fail to constrain the computational power of simulators to imply meaningful
statements about the adversary.

3. Provide no sound mechanism to build (composed) multi-party protocols with
expiring security as a building block.

Specifically, the first issue we highlight is that existing models idealize the
security analysis of time-lock puzzles (by modeling intermediate states as tags
from random oracles) in a way that presents contradictions with established
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impossibility results. The established impossibility result we refer to shows time-
lock puzzles with super-polynomial gaps (between committer and solver) cannot
be constructed from random oracles alone. The same impossibility result applies
also for constructions from any repetitive computation where the next state is
completely random given the prior state.

The second issue is that a simulator which serves as part of a security ar-
gument in timed-cryptography requires additional attention so that it does not
serve as an underlying problem breaker which trivializes the security argument.

The third issue is that we would like the model of timed cryptography to
support (general) composability of timed protocols as a subroutine in a larger
cryptographic protocols (again, as in other cryptographic protocol areas).

We argue that inconsistent and incomplete modeling and analysis should be
considered an initial and temporary state of investigation. Given the issues we
discuss above, such idealized inconsistent modeling and security analyses should
not be regarded as the final word on actual realizable timed-cryptographic pro-
tocols and constructions. We appreciate the fact that indeed there are profound
difficulties due to the peculiarities of timed-cryptography. Furthermore, we com-
pletely accept the fact that initial investigations took shortcuts and used ideal-
izations to probe a formal treatment of the area, and hence provided insights
that will guide future investigations. This has been the tradition in designing
primitives in cryptography throughout modern cryptography; the profound dif-
ficulties posed by timed primitives should not deter us from the solid and tested
tradition which is at the core of the field. As we move forward, the field should
establish foundations of composable timed cryptography in consistent models.
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