
The transition to post-quantum cryptography,
metaphorically

Stefan-Lukas Gazdag1(�) and Sophia Grundner-Culemann2(�)

1 genua GmbH, Kirchheim near Munich, Germany
stefan-lukas_gazdag@genua.de

2 Ludwig-Maximilians-Universität, Munich, Germany
grundner-culemann@nm.ifi.lmu.de

Abstract. Are we there yet? Are we there yet? No, kids, the road to
quantum-safety is long and sturdy. But let me tell you a story:
Once upon a time, science discovered a great threat to Cryptography
World: The scalable quantum computer! Nobody had ever seen one, but
everyone understood it would break the mechanisms used to secure Inter-
net communication since times of yore (or the late 20th century, anyway).
The greatest minds from all corners of the land were gathered to invent,
implement, and test newer, stronger tools. They worked day and night,
but alas, when smaller quantum computers already started to emerge,
no end to their research was in sight. How could that be?
This paper provides a collection of carefully wrought, more or less cre-
ative and more or less consistent metaphors to explain to audiences at
all expertise levels the manifold challenges researchers and practitioners
face in the ongoing quest for post-quantum migration.
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1 Introduction

The potential rise of quantum computers may be one of the most disruptive
developments in technology in the somewhat near future. The workings of such
machines as well as their feasibility are understood better every day [36], for bet-
ter and for worse. A major consequence is a cryptographic apocalypse, breaking
today’s asymmetric encryption and signature algorithms and at least weakening
symmetric crypto. By now the need to transition to post-quantum cryptogra-
phy (PQC) (= alternative algorithms that are not only secure in the classical
context but against a quantum adversary) is glaringly obvious and widely ac-
cepted as inevitable. Thousands of people are working in this field right now,
ranging from academia and researchers, standardization gremiums, and regulat-
ing authorities to programmers and engineers. Even salespeople and marketing
have hopped on board.

Despite years of hard work and first success stories, the transition advances
rather slowly. At the same time, governments and IT-security agencies base their
recommendations for cryptographic mechanisms on the working hypothesis that
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How it started How it’s going

Fig. 1: The well captured current state of the transition to post-quantum cryp-
tography. On the left one can see where we started, on the right one can clearly
see where we are right now. Picture of Sisyphus by Titian via Wikimedia Pun-
ishment_sisyph.jpg in the public domain.

quantum computers may be a serious threat by the early to mid 2030s or at least
that the first major phase of transition has to be finished by then [20,21,28,36].

So far, the undertaking reminds us of the Greek myth of Sisyphus: This
tragic king cheated death twice and got punished by Hades. He now has to move
a stone up a mountain for eternity, and each time, just before he arrives at the
top, the stone rolls all the way back down for the hardship to begin yet again
(see Figure 13). But the task will surely be completed by the end of eternity.

Luckily, in the case of the PQC transition, each of the single undertakings
– research projects, PQC experiments, commercial feature development – is an
important step forward in the whole picture. Citing the late Hans Rosling [30],
slow change is still change. The reasons for this slow pace are quite diverse and
lie in various problems and challenges.

For example, professional programmers are not necessarily educated cryp-
tographers, while expert cryptographers do not necessarily know how to write
good and secure code (with some striking exceptions). Yet, both sides have to
cooperate on this complex topic, in which it is not even clear where to start.

In this rather non-technical paper we try to explain aspects of cryptography
and of the PQC transition using metaphors and analogies, to help make the
topic more accessible.

In Section 2 we introduce basic concepts of cryptography. In Section 3 we
explain secure communication. Section 4 discusses the workings and peculiar-

3 https://knowyourmeme.com/memes/how-it-started-vs-how-its-going
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ities of secure communication in that ecosystem called the Internet. Section 5
illustrates the post-quantum tools at our disposal. We then briefly talk about
the uncertainty of crypto security in Section 6. This leads us to crypto-agility
in Section 7. We complete this metaphoric excursion with political remarks in
Section 8.

The style of this paper is neither too serious nor very scientific (as you might
have noticed) and rather intended to bring a smile to the reader’s lips. Due
to abstraction not every single detail may be true to the expert’s eye. We try
to give a veritable account as much as possible, but may omit or over-simplify
some aspects hopefully gaining a better comprehensibility in return. That way
we hope to give an accessible introduction into this highly interesting research
field, that may even be used by the experts to explain the topic to others who
may lack a technical background.

2 Basic cryptographic concepts or Let’s feast!

Let’s learn about basic cryptographic concepts with a culinaric approach. Get
some snacks ready for this excursion into the field of trophology and let’s feast.

We want to order some food from our favorite pizza place by robot-delivery (see
Figure 2). But we don’t want anyone to mess with our precious pizza on the way
from the pizza place to our home. It’s pizza after all! So how do we achieve this?

2.1 Padlocks and Encryption

Symmetric cryptography When we call the pizza place, they tell us a secret
four-digit code. The pizza robot arrives and we see that it is locked with a
digital combination lock. We open it using the code, et voilà: Pizza! Since we
used the same combination as the pizza place, this is an example of symmetric
cryptography. Seems to be easy, but we need to exchange the code in a way we
consider secure.

Asymmetric cryptography Now imagine living in a time before phones (but
with robot delivery, for some reason) and having a broken foot. This means, you
cannot go to the pizza place in person, and you can not get a secret code for
the delivery robot remotely. Your friend Joey will go and place the order for
you, but you’re hesitant to trust Joey with the secret code - he loves pizza a bit
too much! So you hand him a padlock for which only you have a key you keep
secret. Joey places your order and hands over your high-quality padlock. The
pizza baker can easily use it to lock the robot’s trunk, but it will be hard for even
skilled lock pickers to open without the key. This is an example of asymmetric
cryptography where users have both, a public key (the lock) that anyone may
know and use to encrypt messages, and a private key (the key) that is hard to
find and allows only the owner to decrypt the message.
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Fig. 2: Could this be the truly secure way of pizza delivery? Let the trunk be
locked with a padlock of our own that only we have a private key for. In addition
the trunk could be sealed by the pizza place with an unforgeable seal. Detail of
a picture by Oregon State University, CC BY-SA 2.0, https://flickr.com/
photos/oregonstateuniversity/50507269361/

2.2 Key Encapsulation Mechanisms

The pizza place owner, Paula, hears about your broken foot and that you sent
Joey over with a padlock to ensure a safe delivery. She anticipates more orders
by you over the coming weeks, always relying on Joey and the padlock. She has
an idea: She writes a note with a four-digit code and locks it in the delivery
robot along with the pizza. Next time Joey is kind enough to place an order for
you, he will not have to bring your padlock - from now on, both you and the
pizza place can use the shared code to lock and unlock the robot.

Paula has used a Key Encapsulation Mechanism [11]: This technique has
become popular in PQC research. They allow two parties to establish a shared
key in the following way: One party sends the other a public key for which she
knows a secret key. The other chooses a shared secret to encapsulate, encrypts
it with the public key, and sends this cipher back. When the cipher is decrypted
with the secret key, both parties know the shared secret.

To avoid bad behaviour of the party that chooses the key (like Paula choosing
the code ’1234’, which Joey can easily crack), there are mechanisms that enforce
good shared secrets (compare [17]). However, a proper, "Diffie-Hellman-style"
key exchange mechanism as described in Section 2.4 is missing from the PQC
landscape (since the most promising solution turned out to be insecure [8] and
the NIST PQC standardization process focused on KEMs4).

4 See old Q14 in the NIST PQC FAQ https://csrc.nist.gov/Projects/post-
quantum-cryptography/faqs and the mailing list https://groups.google.com/a/
list.nist.gov/g/pqc-forum/c/oc3Xl0ZKLGI/m/m_23qpdtBgAJ

https://flickr.com/photos/oregonstateuniversity/50507269361/
https://flickr.com/photos/oregonstateuniversity/50507269361/
https://csrc.nist.gov/Projects/post-quantum-cryptography/faqs
https://csrc.nist.gov/Projects/post-quantum-cryptography/faqs
https://groups.google.com/a/list.nist.gov/g/pqc-forum/c/oc3Xl0ZKLGI/m/m_23qpdtBgAJ
https://groups.google.com/a/list.nist.gov/g/pqc-forum/c/oc3Xl0ZKLGI/m/m_23qpdtBgAJ


S. Gazdag et al., PQC transition metaphorically 5

2.3 Signed and Sealed

To assure you that the pizza delivery robot is coming from the right place, Paula
can apply a seal to the robot with her stamp on it: As long as no one can forge
her stamp, only she will be able to seal the robot to your satisfaction, and you
can easily check the validity.

Digital signatures work in the same way: One party can sign a message
with her secret key, and everyone else can easily check the signature with the
corresponding public key [7].

2.4 Shared secrets: Pizza á la Diffie-Hellman

We know how to securely exchange information or things with people we know or
people we can provide with our public key. But what if we have to dynamically
set up a transfer with someone we just met? How do we agree on a shared
secret? Again we need something, that is easy to do for the owner of a key, but
hard to detect and that can be used to establish a shared secret. Imagine two
pizza bakers who are said to make the best pizza in the world. Each of them
has a secret ingredient that makes their pizza fantastic, but none of them wants
their own ingredient ever to be unveiled. In this world, it is impossible to taste
ingredients from pizza (dough). This is the security assumption.

With the following process, they can make the world’s very best pizza com-
bining their secrets without revealing it to the other (or anyone)

1. They agree on a pizza dough and each one prepares dough of the same kind.
2. Each pizza baker includes the secret ingredient.
3. The pizza bakers exchange the dough batches. This can happen over any

channel - even if the dough is intercepted, no one can find out the secret
ingredient. Then, each adds their own secret ingredient to the received batch.

Both pizza bakers now have the same kind of enhanced pizza dough without
disclosing their individual secret ingredients.

This is the mechanism of a Diffie-Hellman style key exchange [12]: Two par-
ties with individual secret keys exchange them in such a way that an outsider
listening in can not learn the secrets, but both parties end up with the same
shared key. Also, unlike KEMs, a Diffie-Hellman exchange gives both parties
equal control over the result.

2.5 Using asymmetric vs. symmetric cryptography

Asymmetric cryptography is usually rather slow but key management is easy -
public keys can be broadcast and anyone can use them. There is no need for a
secure channel to exchange keys.

Symmetric cryptography is usually fast, but communication parties have to
securely share the key beforehand.

In practice, both methods are combined: Communication partners agree on
or share a secret key for symmetric encryption by using an asymmetric scheme.
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When traditional cryptography can no longer be used, this will become
harder, because established routines can not handle PQC keys. It is as if the
padlock needs to become bigger and bigger over time. At some point, the robot
will no longer be able to carry it. Section 4 explains this problem in greater
detail after Section 3 lays out the basics.

3 Securing Internet communication or: Building walls

Providing security in the Internet often means building walls. A common example
is the classical perimeter paradigm. Computers or whole computer networks are
treated like medieval fortresses surrounded by big walls to keep attackers out.

And just like fortresses rely on moats and other additional fortifications,
digital high-security relies on several layers of counter-attack mechanisms. This
is called the in-depth security paradigm.

3.1 Tunnels between fortresses or: Virtual Private Networks

Communication between two fortresses is difficult - sending messages out over the
open fields risks them being intercepted or manipulated. In the digital landscape,
it is possible to build figurative tunnels between them: Any observer can see the
tunnel or bridge - during or after construction -, its beginning and end, and the
bricks it is made of. But it is hard to interfere with the construction process
and the bricks are very sturdy. The digital analogy are Virtual Private Network
(VPNs) which protect Internet traffic.

3.2 Different bricks and adding layers or: Post-quantum VPNs

The problem is: A quantum computer could tell an attacker how to destroy
specific bricks or how to weaken some of them. Right now the crypto community
is trying to find alternative bricks, but so far they have various drawbacks: Some
are too big, others have odd shapes that are not suitable for tunnel-building or
are made from material with strange behavior. Often it is unclear how long the
material will last being exposed to the ever-lasting rain of cryptanalysis, the art
of finding attacks.

Because those novel bricks or the ways they are integrated into the walls
are not yet trusted to last on their own, the tunnels are often fortified using a
hybrid approach, i.e. laying another layer of bricks on top of an old one. However,
applying this outer coating can be troublesome as the construct may become too
big or heavy to be actually practicable.

4 Limits of the ecosystem or: Running a train.

A cryptographer’s life is full of conceptual work: Some invent crypto schemes,
scrutinize their security, find and fix errors. Others implement such schemes
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including hardening and testing the actual software code. Others adapt protocols
to be compatible with this new cryptography.

But even if this important work is done meticulously, it may fail to take
restrictions imposed by the real-world and the present ecosystem into account.
This is not uncommon: Even networking experts with years of experience who
know many pitfalls sometimes stumble over strange behavior of the Internet.
The latter basically acts as a railway system for messages with billions of trains
traveling the whole world every day.

4.1 The Internet Protocol or: Railway Infrastructures

If we want to send data via the Internet, the railway network is already there.
There are tracks of fixed width. Depending on these, the train may reach a
specific top speed. There are railway control centers that take care of routing
trains to their destination. The locomotive knows where it has to go. It signals
all the necessary information to the control center. It’s the head of possibly many
railway cars to follow, each car carrying a certain amount of cargo.

This can be compared to communication via the Internet Protocol [1]: Ev-
ery message has a header (the locomotive) containing information about the
message’s (train’s) destination and length. This information is processed by the
routers that forward the message through the network. A message can have
several parts, each carrying a certain amount of data. But, invisible to the in-
experienced eye, the Internet exhibits a few historically grown quirks, explained
in the next section.

4.2 Maximal Transport Unit (MTU) or: Train in Transit

In our metaphoric ecosystem, the length of a single train car is capped, cor-
responding to the Maximum Transmission Unit (MTU), a limit that exists of
different networking layers and protocols. Sometimes a car may be allowed to
be quite long with a relaxed MTU. But in other cases, especially when many
long trains with long cars want to pass, the network may reduce the maximum
allowed length dynamically and drastically.

The control centers (routers and other devices on the way) may also operate
in a way that deviates from the network regulations (as specified by standardiza-
tion gremiums): For example, upon learning that your car length used to be too
long and you split it into smaller cars (= IP fragmentation), some systems (the
middleware) may simply push your cars off the tracks without informing you5.
Other times, systems wait for a specific number of cars to arrive and only forward
the cars once there are enough, as if to ferry them across a river (buffering).

5 There are just so many quirks about MTU, IP fragmentation and so on. For example,
have a look here https://lwn.net/Articles/960913/

https://lwn.net/Articles/960913/
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4.3 Connection Timeout or: No exit here!

Finally, the train may be close to its �nal destination, the train station aka
computer or server is in sight. But train stations have restrictions of their own:

Maybe the station master only allows a speci�c number of cars behind your
locomotive. Or your locomotive and the cars have to pull into the station within
a given time. If you try to get too many cars into the station or you take too
long, the station master may simply deny further entry and either send you all
the way back home or message your station of origin that your train is now to
be considered lost6.

With post-quantum cryptography these problems might increase one order
of magnitude: Let a normal train with one car represent a classical key exchange
�tting into one packet of up to 1.5 kB including all headers.

To use the PQC encryption mechanism McEliece, a highly trusted approach,
with the most secure parameter set and a 1.5 MB public key, the �nal train
station would need to reserve space for a train with 1,000 times the usual length.
This would mean missing out on hosting 1,000 classical trains instead.

4.4 Never change a running (train) system

Replacing classical cargo with PQC cargo is a di�cult endeavour: Only few PQC
approaches are interoperable with the current trains and network; others require
more or much longer cars, or they signi�cantly slow the trains down.

However, renewing the whole railway network with better tracks would be
extremely costly and may be unfeasible7.

Thus, we will likely have to continue �nding workarounds to deal with the lim-
its imposed by the tracks. This is arguably the biggest hindrance in the smooth
introduction of post-quantum solutions or fancier crypto mechanisms [31,35].

This is just a limited insight into the dirty details about the workings of the
Internet as of today. Even many experienced computer scientists are not aware of
the full extent of the problems and even skilled practitioners and implementors
sometimes quarrel with it. Yet it is extremely important to understand that
especially tentative implementors at companies, standardization organizations
and so on are not simply nay-sayers who refuse new technolgoy. Usually, when
very experienced practitioners become edgy, it's these practical issues that make
them nervous and cautious.

4.5 Excursion: VPNs on literal trains

Let us support this metaphorical journey with a real-world example: Maybe
you have travelled by train and luckily had access to the Internet via WLAN
provided by the railroad company. You were able to connect to the network

6 Compare, for example, https://tldr.fail
7 There are proposals for new network architectures, though, e.g. SCION https://

scion-architecture.net/

https://tldr.fail
https://scion-architecture.net/
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and the infotainment websites provided by the train. You might even have had
smooth access to some websites via your browser. But for some reason, the VPN
to your company network did not work at all. How come?

Well, just as described above, the MTU has to be taken into account: A
single packet can only have a maximum data size that is allowed on the route to
its destination. Each system on the path to the destination may have a di�erent
limit. So the lowest limit counts. The limit is usually considered to be around
1.5 kB. Quite often it's a bit lower than that, more like 1.2 to 1.4 kB. For the
WLAN connection, this value is �ne: You can access the websites provided by
the server on the train.

But once your communication leaves the train via mobile protocols, the MTU
may decrease drastically to 800-900 B or even less (especially when the train is
moving fast). For some cases, this su�ces; in other cases, the application or
protocol has some mechanisms to detect and adapt to the MTU. But some
applications have a hard time to suitably reduce package size.

In the latter case, your computer or smartphone may report a perfectly good
WLAN connection, but some applications fail because only some or none of the
packets can leave the train network. Then all of a sudden, the connection may
be perfectly �ne, e. g. because the train is slowing down, until there's hiccup
soon after, and the mobile connection turns bad again.

5 New cryptographic tools or: Cleaning the stables

In the classical Greek myth about Heracles, the divine hero has to clean the
Augean stables. He is faced with the poisonous feces of 3,000 cattle - a seem-
ingly impossible task. But Heracles achieves the impossible by digging ditches,
�lling them with the unwelcome residues and redirecting the rivers Alpheios and
Pineios to wash them out8.

Today's Internet - an ever-growing laboratory experiment that got slightly
out of hand - is a similar mess in need of care to make it secure or safe to cross
for messengers and messages. To deal with this task, we usually use pitchforks,
spades and shovels - our classical cryptography. Those are tools we are familiar
with. We have years of experience.

Pitchforks are easy to handle, but it is strenuous work. Analysis and tests
tell us that the pitchforks' quality and strength will be good enough at least for
a while, though we know from experience that it is necessary to increase the size
of the pitchforks every once in a while: attackers want to hinder us doing the
chores by messing with our tools which have to be built sturdier.

Sooner or later, pitchforks will probably become too big to handle properly,
but increasing the size is currently our best approach.

Scalable quantum computers are looming on the horizon, though - and they
will break pitchforks of any reasonable size.

8 https://en.wikipedia.org/wiki/Heracles
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So curvy... McEliece?

Fig. 3: Digging into the dirt? You're used to spades and shovels? Well, they
are all broken, because attackers know how to break the shafts easily. But
we've got some alternatives. Now choose your tool wisely!A selection of
Georgian-Victorian English sterling silver tableware spoons (c. 1790 � c. 1850)
by Grenadille - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/
w/index.php?curid=74660583 and By © Raimond Spekking / CC BY-SA 4.0
(via Wikimedia Commons), CC BY-SA 4.0, https://commons.wikimedia.org/
w/index.php?curid=26908766 Both via Wikimedia Commons.

PQC o�ers a variety of other tools to help with the mess: There are spoons
and big mesh colanders - and for extreme cases, gigantic bucket-wheel excava-
tors (see Fig. 3). They are all suitable for the task in principle, but with various
advantages and disadvantages:

Most experts agree that the giant excavator, the McEliece crypto system [23]
(the name of the famous mathematician, not a crypto mining company) can be
trusted to do the job even in the long-term future. But moving this excavator
to the relevant locations can be di�cult due to its size.

The big mesh colanders are quite e�cient and can serve as drop-in replace-
ments for pitchforks to some extent. But choosing the right structure of the
mesh (doesn't it remind you of a lattice?) is critical for its e�ectiveness and
security [29].

Spoons with a certain curvature (namely that of an elliptic curve as used
for isogeny-based cryptography) are also suitable for the task. They are easily
transported, but it might take a lot of time to do the actual work. And already,
a promising spoon design was shown to be faulty in the material [8]. This has
decreased trust - though for other tools it is also unclear when material fatigue
will set in. Evidently, choosing the right tool is a daunting task - but residue is
piling up fast, so choose we must.
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