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Abstract

Generative Pre-Trained Transformer models have been shown to be surprisingly effective at a variety of natural language processing tasks – including generating computer code. However, in general GPT models have been shown to not be incredibly effective at handling specific computational tasks (such as evaluating mathematical functions). In this study, we evaluate the effectiveness of open source GPT models, with no fine-tuning, and with context introduced by the langchain and localGPT Large Language Model (LLM) framework, for the task of automatic identification of the presence of vulnerable code syntax (specifically targeting C and C++ source code). This task is evaluated on a selection of 36 source code examples from the NIST SARD dataset, which are specifically curated to not contain natural English that indicates the presence, or lack thereof, of a particular vulnerability (including the removal of all source code comments). The NIST SARD source code dataset contains identified vulnerable lines of source code that are examples of one out of the 839 distinct Common Weakness Enumerations (CWE), allowing for exact quantification of the GPT output classification error rate. A total of 5 GPT models are evaluated, using 10 different inference temperatures and 100 repetitions at each setting, resulting in 5,000 GPT queries per vulnerable source code analyzed. Ultimately, we find that the open source GPT models that we evaluated are not suitable for fully automated vulnerability scanning because the false positive and false negative rates are too high to likely be useful in practice. However, we do find that the GPT models perform surprisingly well at automated vulnerability detection for some of the test cases, in particular surpassing random sampling (for some GPT models and inference temperatures), and being able to identify the exact lines of code that are vulnerable albeit at a low success rate. The best performing GPT model result found was Llama-2-70b-chat-hf with inference temperature of 0.1 applied to NIST SARD test case 149165 (which is an example of a buffer overflow vulnerability), which had a binary classification recall score of 1.0 and a precision of 1.0 for correctly and uniquely identifying the vulnerable line of code and the correct CWE number. Additionally, the GPT models are able to, with a rate quantifiably better than random sampling, identify the specific line of source that contains the identified CWE for many of the NIST SARD test cases.

1 Introduction

Generative Pre-Trained Transformer (GPT) models, built using the attention architecture \cite{1}, have been shown to be surprisingly effective at a variety of information processing tasks including computer code generation and natural language text summarization \cite{2,3,4,5}. GPT models are intended to work very well with language, and are typically referred to as a class of Large Language Model (LLM). Notably however, GPT models can, in certain settings, also perform algorithmic tasks such as learning the greatest common divisor algorithm \cite{6}. The surprising capability of GPT models to perform well at tasks involving computer code leads to the natural question of whether GPT models could be used for determine security properties of static software samples. In this study, we examine whether current open source GPT models can be used to correctly identify software vulnerabilities and weaknesses in source code correctly.

The evaluation of our study is based on a set of 36 labeled examples from the highly credible NIST SARD dataset \cite{7}. Each source code example in this dataset is meticulously mapped to the Common Weakness Enumeration (CWE) framework \cite{8,9}, providing a solid foundation for our research on software vulnerability detection. The Common Weakness Enumeration (CWE) is a categorization of known types of software weaknesses, hardware weaknesses, and software vulnerabilities.
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Static code vulnerability scanners are an important field of study because they speed up the process of identifying and thus patching software and even potentially hardware vulnerabilities and flaws that cause security problems in computer systems. There are a wide variety of static code analysis scanners that have been developed, usually focusing on specific domains or specific languages [10–18]. A challenge with static vulnerability analysis is that the outputs typically have high false positive rates because the tools usually use string pattern matching to identify known syntax representing an instance of a specific code flaw. The main advantage of static code analysis is that it is much faster and easier to apply than dynamic program analysis.

Ref. [19] studies the task of repairing CWE examples using GPT models. Ref. [20] examined source code vulnerability detection using several code language models (namely BERT variants) on a large dataset of software examples.

Our study introduces novel methods compared to existing research, particularly in the use of highly curated datasets that include the exact vulnerable line of source code. The structured GPT prompt we employ with these GPT models enables the automated extraction of vulnerability detection data from the output, facilitating large-scale, repeatable, accuracy analysis. This dataset combined with structured JSON prompting and parsing allows us to fully leverage the capabilities of GPT models for automated vulnerability detection, requiring no manual processing of the GPT output. In total, we generate and process 100·10·36·5 = 180000 discrete GPT text outputs (each of these being a separate, independent, and complete text inference computations. All of the GPT model computations are performed locally, on a local GPU compute server, using open source GPT models.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Reference(s)</th>
<th>Context Length</th>
<th>Architecture type</th>
<th>Model Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>llama-2-70b-chat-hf</td>
<td>[5]</td>
<td>4096 Tokens</td>
<td>llama</td>
<td>70B params</td>
</tr>
<tr>
<td>zephyr-7b-alpha</td>
<td>[21]</td>
<td>32768 Tokens</td>
<td>mistral</td>
<td>7.24B params</td>
</tr>
<tr>
<td>zephyr-7b-beta</td>
<td>[21, 22]</td>
<td>32768 Tokens</td>
<td>mistral</td>
<td>7.24B params</td>
</tr>
<tr>
<td>Mistral-7B-Instruct-v0.1</td>
<td>[23]</td>
<td>32768 Tokens</td>
<td>mistral</td>
<td>7.24B params</td>
</tr>
<tr>
<td>Turdus</td>
<td>[24]</td>
<td>32768 Tokens</td>
<td>mistral</td>
<td>7.24B params</td>
</tr>
</tbody>
</table>

Table 1: Summary of the 6 Generative Pre-trained Transformers models used in this study. Here B denotes the order of magnitude billion.

## 2 Methods

The five open-source GPT models used in this study are summarized in Table 1. These GPT models were selected for their general performance among available GPT models - and all of these models can generate and parse computer code. Although a large number of different GPT models could be utilized for this study - due to the high computation time required to perform these experiments, a small number of GPT models were selected. These GPT models are from the huggingface GPT repository [25] and the GPT models are run using the Python3 modules pytorch [26] and transformers, using a local compute server that has four Nvidia A100 GPU’s [27] (each with 82 Gigabytes of memory), and CUDA Version 12.4.

GPT models can be used to predict the most likely token, given the previous $N$ tokens (where $N$ is the context window for current GPT models on the order of $4096 – 32768$). When used in this manner, the text produced by the GPT models is deterministic, given that the previous tokens are the same. However, GPT models can learn and generate probability distributions of the most likely subsequent tokens - and we can add stochasticity in the text generation process by sampling from that distribution, weighted by their respective probabilities. The parameter that controls this sampling is known as *temperature*. This stochastic text generation is part of what makes generative machine learning models able to produce a wide variety of outputs. In the context of investigating the usage of these models as code-scanning tools, these models will only perform somewhat well at this task. Moreover, we need outputs to vary somewhat to determine the possible range of characteristics of the output since the text generation process of GPT models can be stochastic. Therefore, we vary the text generation inference temperature from $0.1$ to $1.0$ in increments of $0.1$. The huggingface python 3 module used to execute this GPT model inference allows temperatures up to 100, where 0 denotes deterministic output (with no sampling), and 100 denotes closer to uniform token sampling. We choose relatively low temperatures because we need the output to conform to parsable data structures. Critically, because the outputs vary significantly, we view this task as a *stochastic sampling* problem, where we characterize the proportion of samples with specific required properties (the most basic being whether the data could be automatically parsed). 100 samples (GPT outputs) are generated for each inference temperature, GPT model, and source code test case.
<table>
<thead>
<tr>
<th>NIST SARD Test Case</th>
<th>CWE id</th>
<th>CWE name</th>
<th>Language</th>
<th>Number of Lines of Source Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1792</td>
<td>CWE-79</td>
<td>Improper Neutralization of Input During Web Page Generation</td>
<td>C</td>
<td>24</td>
</tr>
<tr>
<td>500843</td>
<td>CWE-476</td>
<td>NULL Pointer Dereference</td>
<td>C++</td>
<td>11</td>
</tr>
<tr>
<td>1779</td>
<td>CWE-463</td>
<td>Deletion of Data Structure Sentinel</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>1645</td>
<td>CWE-20</td>
<td>Improper Input Validation</td>
<td>C</td>
<td>21</td>
</tr>
<tr>
<td>149165</td>
<td>CWE-121</td>
<td>Stack-based Buffer Overflow</td>
<td>C</td>
<td>35</td>
</tr>
<tr>
<td>2015</td>
<td>CWE-329</td>
<td>Generation of Predictable IV with CBC Mode</td>
<td>C</td>
<td>12</td>
</tr>
<tr>
<td>500757</td>
<td>CWE-787</td>
<td>Out-of-bounds Write</td>
<td>C++</td>
<td>7</td>
</tr>
<tr>
<td>149135</td>
<td>CWE-489</td>
<td>Active Debug Code</td>
<td>C</td>
<td>35</td>
</tr>
<tr>
<td>149203</td>
<td>CWE-416</td>
<td>Use After Free</td>
<td>C</td>
<td>30</td>
</tr>
<tr>
<td>149111</td>
<td>CWE-134</td>
<td>Use of Externally-Controlled Format String</td>
<td>C</td>
<td>18</td>
</tr>
<tr>
<td>149185</td>
<td>CWE-391</td>
<td>Unchecked Error Condition</td>
<td>C</td>
<td>11</td>
</tr>
<tr>
<td>1494</td>
<td>CWE-74</td>
<td>Improper Neutralization of Special Elements in Output Used by a Downstream Component</td>
<td>C++</td>
<td>12</td>
</tr>
<tr>
<td>149179</td>
<td>CWE-401</td>
<td>Missing Release of Memory after Effective Lifetime</td>
<td>C</td>
<td>17</td>
</tr>
<tr>
<td>149107</td>
<td>CWE-415</td>
<td>Double Free</td>
<td>C</td>
<td>55</td>
</tr>
<tr>
<td>148871</td>
<td>CWE-188</td>
<td>Reliance on Data/Memory Layout</td>
<td>C</td>
<td>77</td>
</tr>
<tr>
<td>149143</td>
<td>CWE-120</td>
<td>Buffer Copy without Checking Size of Input</td>
<td>C</td>
<td>13</td>
</tr>
<tr>
<td>149103</td>
<td>CWE-367</td>
<td>Time-of-check Time-of-use (TOCTOU) Race Condition</td>
<td>C</td>
<td>86</td>
</tr>
<tr>
<td>1501</td>
<td>CWE-822</td>
<td>Untrusted Pointer Dereference</td>
<td>C++</td>
<td>17</td>
</tr>
<tr>
<td>149199</td>
<td>CWE-412</td>
<td>Unrestricted Externally Accessible Lock</td>
<td>C</td>
<td>17</td>
</tr>
<tr>
<td>149183</td>
<td>CWE-468</td>
<td>Incorrect Pointer Scaling</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>149085</td>
<td>CWE-244</td>
<td>Improper Clearing of Heap Memory Before Release</td>
<td>C</td>
<td>37</td>
</tr>
<tr>
<td>2079</td>
<td>CWE-464</td>
<td>Addition of Data Structure Sentinel</td>
<td>C</td>
<td>13</td>
</tr>
<tr>
<td>72</td>
<td>CWE-248</td>
<td>Uncaught Exception</td>
<td>C++</td>
<td>25</td>
</tr>
<tr>
<td>2046</td>
<td>CWE-259</td>
<td>Use of Hard-coded Password</td>
<td>C++</td>
<td>48</td>
</tr>
<tr>
<td>2060</td>
<td>CWE-457</td>
<td>Use of Uninitialized Variable</td>
<td>C++</td>
<td>20</td>
</tr>
<tr>
<td>1989</td>
<td>CWE-89</td>
<td>Improper Neutralization of Special Elements used in an SQL Command</td>
<td>C++</td>
<td>34</td>
</tr>
<tr>
<td>114</td>
<td>CWE-532</td>
<td>Insertion of Sensitive Information into Log File</td>
<td>C</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td>CWE-118</td>
<td>Incorrect Access of Indexable Resource</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>1887</td>
<td>CWE-22</td>
<td>Improper Limitation of a Pathname to a Restricted Directory</td>
<td>C</td>
<td>48</td>
</tr>
<tr>
<td>313</td>
<td>CWE-119</td>
<td>Improper Restriction of Operations within the Bounds of a Memory Buffer</td>
<td>C</td>
<td>12</td>
</tr>
<tr>
<td>2016</td>
<td>CWE-378</td>
<td>Creation of Temporary File With Insecure Permissions</td>
<td>C</td>
<td>12</td>
</tr>
<tr>
<td>149125</td>
<td>CWE-122</td>
<td>Heap-based Buffer Overflow</td>
<td>C</td>
<td>53</td>
</tr>
<tr>
<td>501035</td>
<td>CWE-563</td>
<td>Assignment to Variable without Use</td>
<td>C++</td>
<td>11</td>
</tr>
<tr>
<td>1852</td>
<td>CWE-170</td>
<td>Improper Null Termination</td>
<td>C</td>
<td>13</td>
</tr>
<tr>
<td>149163</td>
<td>CWE-99</td>
<td>Improper Control of Resource Identifiers</td>
<td>C</td>
<td>23</td>
</tr>
<tr>
<td>149241</td>
<td>CWE-78</td>
<td>Improper Neutralization of Special Elements used in an OS Command</td>
<td>C</td>
<td>41</td>
</tr>
</tbody>
</table>

Table 2: NIST SARD test cases that are used in this study. Each of these target test functions has exactly one line of source code that has been identified as being an example of a CWE. The number of lines of source code field is computed by the absolute number of lines of code syntax from the original dataset, not including lines containing only whitespace, and with all comments having been removed, and with no manual formatting (for example, curly brace placement).

To ground the GPT model output in the definitions of the Common Weakness Enumeration (CWE) framework, we utilize a technique known as retrieval augmented generation [28]. Specifically, we use a codebase known as
localGPT \[29\] that uses langchain \[30\] to augment the capabilities of GPT models by using additional word embeddings of reference documents (not as part of the model pre-training). Specifically, the source documents are split into character maximum chunk sizes of 1000, with chunk overlap of 200 characters.

The localGPT prompt template is a combination of context and then the user prompt question. No chat history was used, meaning that each text generation call is independent. The prompt construction uses a system prompt \[29\] followed subsequently by the context of the generated word embeddings and then the user prompt. The system prompt used in this study, which is from a version of the localGPT codebase \[29\], is given below:

```
You are a helpful assistant, you will use the provided context to answer user questions. Read the given context before answering questions and think step by step. If you can not answer a user question based on the provided context, inform the user. Do not use any other information for answering user. Provide a detailed answer to the question.
```

The reference documents that are used to provide context for the GPT model inference calls are the following: one text file for each of the 839 CWEs that are currently defined, where the text file contains the CWE number, the name of the software weakness, and the complete description of the CWE from Mitre\[1\]. Next is a text file with a brief definition of the CWE framework. And lastly, two books (PDF files of the books) on software, security, and vulnerabilities (specifically for the C family languages) \[31, 32\].

Table 2 outlines the exact code test cases that are analyzed in this study. Note that NIST SARD test case 148871 is the vulnerable code that was tracked by CVE-2009-3549, and test case 149199 is an example of an implementation of CVE-2002-1869. All of the selected NIST SARD test cases have a few specific properties that we manually selected these for. First, each test case is an example of a different CWE, which makes the results representative of a variety of different possible software weaknesses. Second, each test case contains exactly one line of source code that is an example of a particular CWE; this simplifies the parsing and accuracy metrics. Third, each test case contains no variable names, text, or function names that indicate whether the source code contains a vulnerability or not. In cases where there is a string or function name that indicates what type of example the source code is, we manually remove, or change, that string before parsing by the GPT models. Fourth, for no test cases does the vulnerable line of code occur more than once in the entire source code; this eliminates ambiguity for measuring the accuracy rate of the GPT models for identifying specific lines of source code. Any comments in the source code examples are removed before parsing by the GPT models so as to not give the GPT models natural language that describes the test cases.

Appendix \[B\] shows the exact source code for 10 of these NIST SARD test cases. The phrase `vulnerable line of source` will be used throughout the text to refer to the exact syntax of the vulnerable line of code – not line number. Line numbers can be somewhat ambiguous, especially for these C syntax test cases, and moreover having the GPT model output the exact source code makes checking the validity of that output much clearer.

The exact prompt that is used for all of the GPT models is given in the text box below. Note the use of the triple backticks to delineate where the source code is, and where the JSON datastructure is. The use of the triple backticks in the prompt allows the GPT outputs to be automatically parsed by using the triple backticks, and possibly the markdown code identifier, as the delimiter. Note that this triple backtick parsing does not always work, in particular if the JSON is not correctly formatted or the triple backticks are not correctly used in the GPT output. The prompt is intended to be very source code agnostic; there are no details given of the source code in the prompt. The prompt is also intended to not bias the output towards specifying a specific number of vulnerabilities. In the case of the 36 NIST SARD test cases used in this study, the number of CWEs is always exactly 1, however the goal is for this method to more general than only identifying a single CWE and moreover we want the GPT model to be able to fail in a variety of ways in order to rigorously evaluate its accuracy (in this case, identifying more CWEs than are present would constitute a high false positive rate).

\[https://cwe.mitre.org\]
I am seeking assistance to analyze provided source code for the purpose of detecting potential Common Weakness Enumeration (CWE) vulnerabilities. The key requirement is for the analysis results to be exclusively formatted in JSON enclosed by triple backticks, listing only the CWEs that are detected as 'Present' in the code, thereby omitting any 'Not Present' entries for a cleaner output. The exact line, or lines, of code which have this CWE vulnerability needs to be specified in the returned JSON structure, along with a succinct description of what the vulnerability category is for this source code. The JSON output should enumerate each identified CWE with its identification number, the exact source code syntax that causes the CWE, and a description of the vulnerability, as shown in the example structure below:

```json
{"findings": [ 
{
"CWE_Number": "CWE-XX",
"Status": "Present",
"Source_Code": "Vulnerable source code syntax",
"Description": "Summary of the category of software vulnerability, and why this code is vulnerable"
},
{
"CWE_Number": "CWE-YY",
"Status": "Present",
"Source_Code": "Vulnerable source code syntax",
"Description": "Summary of the category of software vulnerability, and why this code is vulnerable"
}
]}```

Source code:
```---
```

Re-check that your output contains the required JSON data-structure before emitting text.

The actual GPT prompt is generated by replacing the vulnerable source code in place of the text `--Source Code--`. The usage of requesting the vulnerable code syntax and the description of the vulnerability has two uses:

1. Ground the GPT response to only respond based on the provided source code
2. To check whether the provided syntax is correct. Because of potential ambiguity with line numbers, only exact syntax string matches are checked for, not integer line number responses.

The description field is not parsed for accuracy or correctness, but the text contained in that field is an interesting indicator of how correct (or incorrect) the GPT output is. For this reason, when reporting results (in Section 3), we provide specific instances of GPT outputs, including the description fields.

Some of the raw GPT output includes characters that are not ascii and can cause issues with saving and parsing the output. Therefore, the raw GPT output is encoded as utf-8 where character parsing errors are ignored and decoded into a parsable string using utf-8. The field in the JSON output Source_Code has repeated excess whitespace removed, as is done with the reference vulnerable line of source code from each of the NIST SARD samples; this ensures that when the string equality check is performed, the only relevant characteristic with respect to whitespace in the string that is being checked is that the whitespace is delineating characters (for example, repeated spaces, tabs, newlines do not impact this accuracy check).

The GPT output is (attempted to be) parsed in several stages, as follows:
1. First, if there are triple backtick delimiters in the output, then the output is split at those characters and the first enclosed set of strings is attempted to be parsed as a valid JSON structure. Interestingly, occasionally the GPT model will add in markdown code identifiers immediately after the triple backticks - in these cases we automatically check for these and remove them if they occur so that the structure can be parsed. These markdown identifiers are given in Appendix A.

2. If the previous step failed, then we attempt an unstructured JSON parsing approach, where output strings are incrementally deleted from the beginning and from the end until a JSON structure can be parsed (or, not).

Using this parsing, any valid JSON strings that are produced as part of the GPT output will be automatically parsed. This allows this study to perform a systematic evaluation of the accuracy rates of the GPT inference output. This type of data parsing is also highly scalable to a large number of static code samples - and importantly does not require any manual input, tuning, or processing. In other words, this analysis pipeline is entirely automated.

2.1 CWE Identification Accuracy Measures

This section lists several measures for quantifying the success rate of the GPT models for identifying known vulnerable source code.

The first four metrics that are checked are defined as follows:

1. Count of parsable GPT outputs (being able to extract a JSON structure and parse it into Python, with not necessarily correct JSON fields. For example a JSON with an empty list is a valid parse. However, this step does require that there is at least one JSON key, which is correctly named as findings. The subsequent value is allowed to be empty or have any sort of incorrect structure (which could denote that the model is returning no found CWEs) but we need at least this key to validate that a JSON datastructure was parsed.

2. The CWE field is labeled as Present is correct (meaning, the correct CW number is listed), but the identified source code is not correct (meaning, it is not the labeled line of code that has the vulnerability) and does not contain the vulnerable line of code either.

3. The CWE is correct and identified as Present and the vulnerable code is contained within the identified code syntax but also includes other lines of code from the test case that are not themselves vulnerable as defined by the NIST SARD dataset. These instances can be interpreted as being partially correct.

4. Count of fully correct instances where the CWE is correct (and identified as Present) and the identified line of code is correctly identified as the vulnerable code.

This last metric (metric number 4) is the most important accuracy measure because it counts out of the 1,000 GPT outputs how many correctly performed the computation that we are attempting to prompt the GPT model to perform.

For none of these four metrics is the Description field, or any other additional field in the JSON, parsed for correctness or even considered. All of these measures are integers, where the larger the integer is the better the GPT model performed, but the absolute correct metric is measure 4. Note that the quantities measured in metrics 2, 3, and 4 (in the immediately preceding list of measures) are always disjoint; there are no instances that are counted in two or more of these measures. An important, and informative, aspect of these metrics is finding cases where the GPT output correctly identified the vulnerable line of code. However, since line numbers of the code are not checked or requested in the prompt (since they are somewhat ambiguously defined especially for C-family languages), a potential source of error in this quantification is if there exist multiple lines of code with the same syntax, but only one is vulnerable. This does happen, but only in one of the test cases. This is NIST SARD test case 149107, which is CWE-415 (Double Free) which by its definition contains two lines of memory free calls. Therefore, for this one test instance the identification of the vulnerable line of code is ambiguous, but for all others the unique identification is valid and correct.

Another set of metrics that are measured are binary classification error rates. This is computed by considering the GPT output for identified CWEs as a vector of True or False entries, with length equal to the number of valid CWEs (which is currently 839). This measure disregards both the requested Source_Code and Description fields (and in particular does not consider whether these entries even exist in the JSON structure. For all CWE_Number entries (that identifies a valid CWE number), and whose Status is exactly Present (allowing for different capitalizations), that is measured as a binary state of True. All other entries (including instances of identified CWE numbers that are not valid) are measured as binary classifications of False. JSON dictionaries that are completely empty are a valid GPT output that is identifying no CWEs (meaning a binary classification vector of length 839.
that is all False entries). These measures are only computed on the outputs that can be parsed; all outputs that can not be parsed are not counted towards any classification accuracy. These binary classification measures allow rates of false negatives, false positives, true negatives, and true positives to be measured, and then standard machine learning classification measures such as recall and precision can thus be computed. Precision is intuitively defined as the classifier (which in this case is a GPT language model) being able to not label as positive a sample that is negative. Recall is intuitively defined as the classifier (which in this case is a GPT language model) being able to find all of the positive samples. These metrics being 0 corresponds to the highest possible error rate, and 1 is the best measure these metrics can be.

All parsing steps require the field names in the JSON data structure to be correct (correct spelling, no ancillary text), but differing capitalizations are always allowed.

3 Results

For each of the 36 NIST SARD test cases in Table 2, a total of 5,000 inference calls are performed using the methods described in Section 2 for the 5 different open-sourced GPT models. The accuracy measures from these outputs are then summarized using several high-level metrics. Tables 3 and 4 present two different accuracy measure summaries. Table 3 counts how many of the GPT outputs were parsable and correctly identified the CWE number and vulnerable line of code. Table 4 shows the binary classification measures recall and precision. Table 5 reports the absolute integer count of how many of the GPT outputs correctly identified the single line of vulnerable source code; importantly, these counts are independent of correct identification of the relevant CWE. These counts, as a proportion out of 1000 should be compared against uniform random sampling of the total lines of source code (shown in Table 2). Table 6 shows that the correct identification of vulnerable lines of code is much higher than the correct identification of the CWE number and the vulnerable line of source code, as measured in Table 3. Notably in Table 5, only for a few of the NIST SARD test cases is the count of ever correctly identifying the syntax of vulnerable line of source code zero across all GPT models and settings; namely test cases 149203, 148871, and 2046. For some of the test cases, the proportion of correctly identified vulnerable line of source code is very high. The test cases where the vulnerable line of source was not uniquely identified in Table 5 does not necessarily mean that the correct CWE identification was always 0 (when analyzing strictly whether the identified CWE was correct) - an example of this is test case 2046.

Table 4 shows that for the code test cases where the accuracy is 0, the 5 different language models do not perform uniformly bad – for some of the models the accuracy is always 0 for a given test case, but then when analyzed with a different model the accuracy is non-zero (an example of this is NIST SARD test case 500757). This means that some of the GPT models do perform better than other GPT models for specific test cases. And moreover, there is not consistently a single model that always outperforms the other models.

Table 6 shows the best performing GPT model and inference temperature in terms of recall and precision measures. Finally, Table 7 counts the most frequently identified false positives. The best performing GPT model and inference temperature shows that there is no specific model, or temperature setting, that consistently performs the best - and in particular, every one of the tested GPT models was the best performer for at least one of the CWE test cases. This shows that this task does require diversity of the model architecture, and very likely the type of text on which the models were trained. Lastly, even with these best performing GPT models and inference temperatures some of the CWE test cases were never correctly identified, meaning that the accuracy rates for all GPT models and settings were always 0 - that happened for 11 out of 36 of the test cases as denoted by asterisks in Table 6.

Section 3.1 then gives several examples of correct JSON output from the GPT models where the vulnerable line of source code was identified, and where the description is correct in some cases and incorrect in other cases.

Table 7 quantifies the exact counts of false positive CWE id occurrences for the full matrix of the 5 GPT models and NIST SARD test cases. Specifically, for each NIST SARD test case and GPT model, Table 7 reports the most frequently mis-identified CWE number. Table 7 demonstrates two important trends. First, the proportion of false positives is very high, and this is consistent across the different GPT models. Second, for most test cases and GPT models the distribution of incorrect CWE ids is not uniformly distributed across the possible CWE numbers - it is heavily biased towards a few specific CWE numbers. For example, Mistral-7B-Instruct-v0.1 shows a clear bias towards predicting CWE-124 for multiple test cases. Similarly, Llama-2-70b-chat-hf shows a consistent bias for (incorrectly) predicting CWE-123, and TurduC shows a consistent bias for (incorrectly) predicting CWE-476.

---

2 In the case where a JSON entry contains multiple entries with the same CWE number, that case is treated as the GPT model having identified that CWE number only once; in other words, repeated entries are ignored. This specifically works for this accuracy metric of binary classification since all other fields (except Status) are ignored.
Table 3: Summary of the four accuracy metrics that take into account the identification, or failure to identify, the vulnerable source code, for each of the 5 GPT models. The four metrics are given as list of integers in each entry in the table. These measures, for each entry in the table, are taken from the 10 different inference temperature settings used for each model, meaning all four quantities reported in each cell are out of distinct 1,000 GPT outputs. The accuracy metrics are described in Section 2.1, but briefly the first integer is a count of how many of the GPT outputs could be parsed into a datastructure, the second integer is that the identified CWE number was correct (and uniquely identified) but the identified line of code was not correct, the third integer is that the CWE number was correct (and uniquely identified) but the identified lines of code included the vulnerable line of code plus additional syntax from the source code, and the fourth integer is a count of how many of the GPT outputs correctly and uniquely identified both the CWE number and the vulnerable line of code.

### 3.1 Example Correctly Identified Vulnerable Lines of Code

This section enumerates several parsed JSON outputs from the various GPT models and code test cases. These outputs were hand selected to be representative of cases that are correct (in the sense that the CWE number is correctly identified, as is the vulnerable line of source code), but whose description fields are in some cases correct and in other cases incorrect. Showing explicit examples of the output is intended to primarily show the variability of the generated Description field, and also to show concretely what successful static code analysis identification
<table>
<thead>
<tr>
<th>NIST SARD Test Case</th>
<th>Llama-2-70b-chat-hf</th>
<th>zephyr-7b-alpha</th>
<th>zephyr-7b-beta</th>
<th>Mistral-7B-Instruct-v0.1</th>
<th>Turdus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1792 (CWE-79)</td>
<td>0.022, 0.019</td>
<td>0, 0</td>
<td>0.015, 0.01</td>
<td>0.005, 0.01</td>
<td>0.026, 0.021</td>
</tr>
<tr>
<td>500843 (CWE-476)</td>
<td>0.012, 0.011</td>
<td>0.119, 0.101</td>
<td>0.055, 0.034</td>
<td>0, 0</td>
<td>0.224, 0.393</td>
</tr>
<tr>
<td>1779 (CWE-463)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>1645 (CWE-20)</td>
<td>0.225, 0.159</td>
<td>0.062, 0.047</td>
<td>0.435, 0.299</td>
<td>0, 0</td>
<td>0.008, 0.008</td>
</tr>
<tr>
<td>149165 (CWE-121)</td>
<td>0.386, 0.283</td>
<td>0.084, 0.072</td>
<td>0.221, 0.16</td>
<td>0.001, 0.002</td>
<td>0, 0</td>
</tr>
<tr>
<td>2015 (CWE-329)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.008, 0.006</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>500757 (CWE-787)</td>
<td>0, 0</td>
<td>0.023, 0.022</td>
<td>0.012, 0.009</td>
<td>0, 0</td>
<td>0.091, 0.096</td>
</tr>
<tr>
<td>149135 (CWE-489)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>149203 (CWE-416)</td>
<td>0.0520, 0.016</td>
<td>0.139, 0.07</td>
<td>0.108, 0.046</td>
<td>0.006, 0.007</td>
<td>0.017, 0.012</td>
</tr>
<tr>
<td>149111 (CWE-134)</td>
<td>0.545, 0.454</td>
<td>0.011, 0.01</td>
<td>0.007, 0.006</td>
<td>0.041, 0.069</td>
<td>0.002, 0.002</td>
</tr>
<tr>
<td>149185 (CWE-391)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>1494 (CWE-74)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.003, 0.005</td>
<td>0.001, 0.001</td>
<td>0, 0</td>
</tr>
<tr>
<td>149179 (CWE-401)</td>
<td>0.005, 0.005</td>
<td>0.024, 0.022</td>
<td>0.171, 0.117</td>
<td>0, 0</td>
<td>0.011, 0.011</td>
</tr>
<tr>
<td>149107 (CWE-415)</td>
<td>0, 0</td>
<td>0.018, 0.007</td>
<td>0, 0</td>
<td>0.002, 0.001</td>
<td>0, 0</td>
</tr>
<tr>
<td>148871 (CWE-188)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>149143 (CWE-120)</td>
<td>0.048, 0.041</td>
<td>0.094, 0.094</td>
<td>0, 0</td>
<td>0.009, 0.012</td>
<td>0.123, 0.125</td>
</tr>
<tr>
<td>149103 (CWE-367)</td>
<td>0.001, 0</td>
<td>0.014, 0.01</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>1501 (CWE-822)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.001, 0.002</td>
<td>0, 0</td>
</tr>
<tr>
<td>149199 (CWE-412)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.003, 0.003</td>
<td>0.002, 0.002</td>
</tr>
<tr>
<td>149183 (CWE-468)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>149085 (CWE-244)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>2079 (CWE-464)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.003, 0.003</td>
<td>0, 0</td>
</tr>
<tr>
<td>72 (CWE-248)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>2046 (CWE-259)</td>
<td>0.148, 0.039</td>
<td>0.024, 0.016</td>
<td>0.027, 0.015</td>
<td>0.005, 0.004</td>
<td>0.001, 0.001</td>
</tr>
<tr>
<td>2060 (CWE-457)</td>
<td>0.002, 0.001</td>
<td>0, 0</td>
<td>0.009, 0.006</td>
<td>0, 0</td>
<td>0.002, 0.002</td>
</tr>
<tr>
<td>1989 (CWE-89)</td>
<td>0.602, 0.586</td>
<td>0.725, 0.617</td>
<td>0.654, 0.415</td>
<td>0.008, 0.011</td>
<td>0.762, 0.665</td>
</tr>
<tr>
<td>114 (CWE-532)</td>
<td>0, 0</td>
<td>0.006, 0.006</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>20 (CWE-118)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>1887 (CWE-22)</td>
<td>0.657, 0.186</td>
<td>0.01, 0.006</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.003, 0.002</td>
</tr>
<tr>
<td>313 (CWE-119)</td>
<td>0.001, 0.001</td>
<td>0.019, 0.019</td>
<td>0, 0</td>
<td>0.136, 0.16</td>
<td>0.015, 0.015</td>
</tr>
<tr>
<td>2016 (CWE-378)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>149125 (CWE-122)</td>
<td>0.015, 0.005</td>
<td>0.086, 0.053</td>
<td>0.149, 0.082</td>
<td>0.004, 0.005</td>
<td>0.038, 0.028</td>
</tr>
<tr>
<td>501035 (CWE-563)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>1852 (CWE-170)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>149163 (CWE-99)</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0, 0</td>
<td>0.002, 0.002</td>
<td>0, 0</td>
</tr>
<tr>
<td>149241 (CWE-78)</td>
<td>0.801, 0.439</td>
<td>0.12, 0.074</td>
<td>0.073, 0.04</td>
<td>0, 0</td>
<td>0.087, 0.104</td>
</tr>
</tbody>
</table>

Table 4: Recall and Precision binary classification metrics for each of the 5 GPT models, taken as the complete vector of 100 inference calls for each of the 10 temperature settings. Of these 1,000 GPT outputs, only those that were able to be parsed contribute to the recall and precision accuracy measures. All quantities are rounded to 3 decimal places.

It looks like from the GPT models.

No text changes were made to these GPT outputs except for formatting to fit within the text boxes. Note that these outputs are specifically examples of text from the enclosed triple backtick fields - any additional prose or output from the model is not shown.
<table>
<thead>
<tr>
<th>NIST SARD Test Case</th>
<th>Llama-2-70b-chat-hf</th>
<th>zephyr-7b-alpha</th>
<th>zephyr-7b-beta</th>
<th>Mistral-7B-Instruct-v0.1</th>
<th>Turdus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1792 (CWE-79)</td>
<td>0</td>
<td>9</td>
<td>3</td>
<td>48</td>
<td>120</td>
</tr>
<tr>
<td>500843 (CWE-476)</td>
<td>181</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>60</td>
</tr>
<tr>
<td>1779 (CWE-463)</td>
<td>284</td>
<td>3</td>
<td>0</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>1645 (CWE-20)</td>
<td>1</td>
<td>23</td>
<td>6</td>
<td>156</td>
<td>157</td>
</tr>
<tr>
<td>149165 (CWE-121)</td>
<td>627</td>
<td>101</td>
<td>33</td>
<td>399</td>
<td>274</td>
</tr>
<tr>
<td>2015 (CWE-329)</td>
<td>328</td>
<td>12</td>
<td>5</td>
<td>94</td>
<td>46</td>
</tr>
<tr>
<td>500757 (CWE-787)</td>
<td>268</td>
<td>89</td>
<td>47</td>
<td>169</td>
<td>98</td>
</tr>
<tr>
<td>149135 (CWE-489)</td>
<td>19</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>149203 (CWE-416)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>149111 (CWE-134)</td>
<td>59</td>
<td>224</td>
<td>48</td>
<td>36</td>
<td>281</td>
</tr>
<tr>
<td>149185 (CWE-391)</td>
<td>543</td>
<td>94</td>
<td>15</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>1494 (CWE-74)</td>
<td>950</td>
<td>188</td>
<td>47</td>
<td>155</td>
<td>368</td>
</tr>
<tr>
<td>149179 (CWE-401)</td>
<td>0</td>
<td>24</td>
<td>10</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>149107 (CWE-415)</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>148871 (CWE-188)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>149143 (CWE-120)</td>
<td>686</td>
<td>144</td>
<td>42</td>
<td>26</td>
<td>621</td>
</tr>
<tr>
<td>149103 (CWE-367)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1501 (CWE-822)</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>149199 (CWE-412)</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>149183 (CWE-468)</td>
<td>158</td>
<td>162</td>
<td>90</td>
<td>19</td>
<td>151</td>
</tr>
<tr>
<td>149085 (CWE-244)</td>
<td>12</td>
<td>21</td>
<td>8</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>2079 (CWE-464)</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>72 (CWE-248)</td>
<td>86</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>2046 (CWE-259)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2060 (CWE-457)</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1989 (CWE-89)</td>
<td>403</td>
<td>13</td>
<td>6</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>114 (CWE-532)</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20 (CWE-118)</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>1887 (CWE-22)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>313 (CWE-119)</td>
<td>941</td>
<td>258</td>
<td>50</td>
<td>54</td>
<td>416</td>
</tr>
<tr>
<td>2016 (CWE-378)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>149125 (CWE-122)</td>
<td>2</td>
<td>59</td>
<td>3</td>
<td>7</td>
<td>67</td>
</tr>
<tr>
<td>501035 (CWE-563)</td>
<td>20</td>
<td>16</td>
<td>2</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>1852 (CWE-170)</td>
<td>3</td>
<td>24</td>
<td>8</td>
<td>1</td>
<td>42</td>
</tr>
<tr>
<td>149163 (CWE-99)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46</td>
</tr>
<tr>
<td>149241 (CWE-78)</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 5: Count of unique and correct identification of the vulnerable line of source code, but not necessarily correctly identified CWE number (or being qualified as being present, or not present). The maximum possible quantity reported in each cell is 1000.

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 500843. Produced from the Turdus GPT model with temperature 0.8. Note that the generated description is partially correct - CWE-476 is NULL pointer dereference but the description also mentions Divison-by-Zero which is not correct.

```json
{ 'findings': [{ 'CWE_Number': 'CWE-476', 'Status': 'Present', 'Source_Code': 'first->str();', 'Description': 'Summary of the category of software vulnerability (Division By Zero) due to potential NULL pointer dereference when calling str() on 'first''}]
```
<table>
<thead>
<tr>
<th>NIST SARD Test Case</th>
<th>Best performing GPT model and inference temperature (recall, precision, proportion of parseability)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1792 (CWE-79)</td>
<td>zephyr-7b-beta 0.4: (0.125, 0.0667, 0.08)</td>
</tr>
<tr>
<td>500843 (CWE-476)</td>
<td>Turdus 0.1: (0.319, 0.6, 0.47)</td>
</tr>
<tr>
<td>1779 (CWE-463)</td>
<td>*</td>
</tr>
<tr>
<td>1645 (CWE-20)</td>
<td>zephyr-7b-beta 0.4: (0.611, 0.297, 0.18)</td>
</tr>
<tr>
<td>149165 (CWE-121)</td>
<td>Llama-2-70b-chat-hf 0.1: (1.0, 1.0, 1.0)</td>
</tr>
<tr>
<td>2015 (CWE-329)</td>
<td>zephyr-7b-beta 0.7: (0.077, 0.048, 0.13)</td>
</tr>
<tr>
<td>500757 (CWE-787)</td>
<td>Turdus 0.9: (0.183, 0.177, 0.6)</td>
</tr>
<tr>
<td>149135 (CWE-489)</td>
<td>*</td>
</tr>
<tr>
<td>149203 (CWE-416)</td>
<td>zephyr-7b-alpha 0.8: (0.24, 0.12, 0.25)</td>
</tr>
<tr>
<td>149111 (CWE-134)</td>
<td>Llama-2-70b-chat-hf 0.5: (0.727, 0.675, 0.77)</td>
</tr>
<tr>
<td>149185 (CWE-391)</td>
<td>*</td>
</tr>
<tr>
<td>1494 (CWE-74)</td>
<td>Mistral-7B-Instruct-v0.1 0.9: (0.029, 0.033, 0.67)</td>
</tr>
<tr>
<td>149179 (CWE-401)</td>
<td>zephyr-7b-beta 0.3: (0.25, 0.167, 0.16)</td>
</tr>
<tr>
<td>149107 (CWE-415)</td>
<td>zephyr-7b-alpha 0.2: (0.064, 0.029, 0.31)</td>
</tr>
<tr>
<td>148871 (CWE-188)</td>
<td>*</td>
</tr>
<tr>
<td>149143 (CWE-120)</td>
<td>Turdus 1.0: (0.237, 0.229, 0.8)</td>
</tr>
<tr>
<td>149103 (CWE-367)</td>
<td>zephyr-7b-alpha 0.6: (0.111, 0.083, 0.09)</td>
</tr>
<tr>
<td>1501 (CWE-822)</td>
<td>Mistral-7B-Instruct-v0.1 0.7: (0.014, 0.015, 0.73)</td>
</tr>
<tr>
<td>149199 (CWE-412)</td>
<td>Mistral-7B-Instruct-v0.1 0.8: (0.019, 0.02, 0.53)</td>
</tr>
<tr>
<td>149183 (CWE-468)</td>
<td>*</td>
</tr>
<tr>
<td>149085 (CWE-244)</td>
<td>*</td>
</tr>
<tr>
<td>2079 (CWE-464)</td>
<td>Turdus 0.9: (0.0159, 0.0175, 0.63)</td>
</tr>
<tr>
<td>72 (CWE-248)</td>
<td>*</td>
</tr>
<tr>
<td>2046 (CWE-259)</td>
<td>Llama-2-70b-chat-hf 0.1: (0.24, 0.0559, 1.0)</td>
</tr>
<tr>
<td>2060 (CWE-457)</td>
<td>zephyr-7b-beta 0.5: (0.1, 0.0556, 0.1)</td>
</tr>
<tr>
<td>1989 (CWE-89)</td>
<td>Llama-2-70b-chat-hf 0.1: (1.0, 1.0, 1.0)</td>
</tr>
<tr>
<td>114 (CWE-532)</td>
<td>zephyr-7b-alpha 0.9: (0.0645, 0.0689, 0.31)</td>
</tr>
<tr>
<td>20 (CWE-118)</td>
<td>*</td>
</tr>
<tr>
<td>1887 (CWE-22)</td>
<td>Llama-2-70b-chat-hf 0.1: (1.0, 0.304, 1.0)</td>
</tr>
<tr>
<td>313 (CWE-119)</td>
<td>Mistral-7B-Instruct-v0.1 0.1: (0.48, 0.48, 0.77)</td>
</tr>
<tr>
<td>2016 (CWE-378)</td>
<td>*</td>
</tr>
<tr>
<td>149125 (CWE-122)</td>
<td>zephyr-7b-beta 0.5: (0.46, 0.15, 0.13)</td>
</tr>
<tr>
<td>501035 (CWE-563)</td>
<td>*</td>
</tr>
<tr>
<td>1852 (CWE-170)</td>
<td>*</td>
</tr>
<tr>
<td>149163 (CWE-99)</td>
<td>Mistral-7B-Instruct-v0.1 0.8: (0.0196, 0.026, 0.51)</td>
</tr>
<tr>
<td>149241 (CWE-78)</td>
<td>Llama-2-70b-chat-hf 0.1: (1.0, 0.5, 1.0)</td>
</tr>
</tbody>
</table>

Table 6: Best Recall and Precision binary classification metrics (specifically the best mean of the recall and precision measures), in terms of GPT model and inference temperature, for each CWE NIST SARD test case. Data presentation is GPT model name: inference temperature (recall, precision, parsing rate). These metrics are taken from the dataset of 100 inference calls (for the best performing GPT model and inference temperature). The proportion of the 100 GPT outputs that were able to be parsed and to have a binary vector extracted is also reported as the third real number. The closer these three metrics are to 1.0, the better the GPT model performed. The proportion of the outputs that could be parsed are not used for computing the best performing model and inference temperature, but it is useful to show the parse-ability success rate. These recall and precision metrics are quantifying the GPT models ability to correctly identify both the CWE number and the vulnerable line of source code. * denotes that all recall and precision metrics were 0 for all GPT models and settings. Note that there is occasionally a complication that for all 100 GPT output strings there are no parse-able outputs, but in these cases there are just no metrics that can be computed. If any of the settings resulted in the same F1 score, the GPT configuration with higher parsability rates is reported.
Table 7: Distribution of False Positives; the most frequent incorrectly identified CWE's (labeled as being Present in the returned JSON datastructure) for each of the GPT models and each of the NIST SARD test cases. The frequency counts are from the totals out of the 10 temperature settings, meaning that the maximum possible count in each cell is 1000x. The proportion of the GPT output that gave that incorrect CWE is reported to the right of the CWE number. The counts are obtained from all parse-able CWE entries, not just those that identify only a single CWE. If there are multiple CWEs with most frequency counts, all of the CWEs with the same most frequent counts are shown.

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 500843. Produced from the zephyr-7b-alpha GPT model with temperature 0.7. Note that the generated description is entirely incorrect.

```json
{
    'findings': [{
        'CWE_Number': 'CWE-476',
        'Status': 'Present',
        'Source_Code': 'first->str()','
        'Description': "The function 'f' takes a linked list of Tokens as an argument.
        If the last token in the list is a string, that string will be printed to stdout.
        This code is vulnerable to a format string attack because the 'f' function is using the 'str' method of the last token in the list, which could contain a format string.
        An attacker can pass a format string as an argument to this function and potentially execute arbitrary code or cause a Denial of Service."}
    ]
}
```
Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 500843. Produced from the Turdus GPT model with temperature 1.0. Note that the generated description is entirely incorrect.

```json
{
    'findings': [[
        'CWE_Number': 'CWE-476',
        'Status': 'Present',
        'Source_Code': 'first->str();',
        'Description': 'This code is vulnerable as it executes an untrusted input without proper validation before calling\'str()\'. This may result in memory corruption issues such as buffer overflow.]]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 500843. Produced from the Llama-2-70b-chat-hf GPT model with temperature 0.8. Note that the provided description is mostly correct in that the correct vulnerability name was identified but there is not a function named f in the source code.

```json
{
    'findings': [[
        'CWE_Number': 'CWE-476',
        'Status': 'Present',
        'Source_Code': 'first->str();',
        'Description': 'Potential null pointer dereference vulnerability in function f']]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 1792. Produced from the Turdus GPT model with temperature 0.3. Note that the generated description is correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-79',
         'Status': 'Present',
         'Source_Code': 'fprintf(cgiOut, "Value number %d = %s<br />", i, q[i]);',
         'Description': 'This code is vulnerable to Cross-site Scripting (XSS) attacks due to insufficient input validation and sanitization.'}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 1792. Produced from the Turdus GPT model with temperature 0.4. Note that the generated description is correct except that the identified print statement in the description text is incorrect.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-79',
         'Status': 'Present',
         'Source_Code': 'fprintf(cgiOut, "Value number %d = %s<br />", i, q[i]);',
         'Description': 'This code is vulnerable as it uses sprintf() on user-supplied input without proper validation or sanitization, which can lead to security risks such as Cross-Site Scripting (XSS)'}
    ]
}
```
Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 1645. Produced from the Turdus GPT model with temperature 0.5. The generated Description field in this example is correct.

```json
{
    "findings": [
        {
            'CWE_Number': 'CWE-20',
            'Status': 'Present',
            'Source_Code': 'system(buf);',
            'Description': "This code falls victim to Improper Input Validation where user input isn't validated before being used in a system() call, potentially allowing malicious commands to be executed."}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 1645. Produced from the zephyr-7b-alpha GPT model with temperature 0.9. The generated Description field in this example is correct.

```json
{
    "findings": [
        {
            'CWE_Number': 'CWE-20',
            'Status': 'Present',
            'Source_Code': 'system(buf);',
            'Description': 'The application uses system() to execute a user-supplied string without sanitizing the input, which is a potential injection vulnerability (CWE-20).'
        }
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149165. Produced from the Llama-2-70b-chat-hf GPT model with temperature 0.9. The generated Description field in this example is entirely incorrect.

```json
{
    "findings": [
        {
            'CWE_Number': 'CWE-121',
            'Status': 'Present',
            'Source_Code': "buffer[plop()] = '!';",
            'Description': 'The use of a weak random number generator can lead to predictable output, which can be exploited by an attacker to execute arbitrary code.'
        }
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149165. Produced from the Llama-2-70b-chat-hf GPT model with temperature 0.1. The generated Description field in this example is correct.

```json
{
    "findings": [
        {
            'CWE_Number': 'CWE-121',
            'Status': 'Present',
            'Source_Code': "buffer[plop()] = '!';",
            'Description': 'Buffer overflow vulnerability in the plop() function. The buffer 'buffer' is not large enough to hold the resulting value, which can cause a buffer overflow.'
        }
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149165. Produced from the Mistral-7B-Instruct-v0.1 GPT model with temperature 0.6. The generated Description field in this example is correct.

```json
{
    "findings": [
        {
            'CWE_Number': 'CWE-121',
            'Status': 'Present',
            'Source_Code': "buffer[plop()] = '!';",
            'Description': 'Buffer overflow vulnerability'
        }
    ]
}
```
Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149165. Produced from the zephyr-7b-beta GPT model with temperature 0.2. The generated Description field in this example is correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-121',
         'Status': 'Present',
         'Source_Code': 'buffer[plop()] = "!";',
         'Description': 'Buffer overflow vulnerability due to writing beyond the bounds of the buffer.'}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149165. Produced from the zephyr-7b-beta GPT model with temperature 0.4. The generated Description field in this example is not correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-121',
         'Status': 'Present',
         'Source_Code': 'buffer[plop()] = "!";',
         'Description': 'Use of hard-coded values in security-sensitive contexts'}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 500757. Produced from the Turdus GPT model with temperature 0.8. The generated Description field in this example is correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-787',
         'Status': 'Present',
         'Source_Code': 'p[10] = 7;',
         'Description': 'This code falls under Out-of-Bounds Write category (CWE-787), as it attempts to write a value to an index (10) beyond the allocated memory space of p, potentially causing undefined behavior.'}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 1989. Produced from the Turdus GPT model with temperature 0.9. The generated Description field in this example is correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-89',
         'Status': 'Present',
         'Source_Code': 'queryStr += (" OR Value = " + *iter + ")";",
         'Description': 'This code suffers from the SQL injection vulnerability since user inputs are being concatenated directly into an SQL query without any sanitation or parameterized queries, making it vulnerable to malicious input manipulation.'}
    ]
}
```

Example of correct CWE number and code line identification in a JSON datastructure format from NIST SARD Test Case 149111. Produced from the Llama-2-70b-chat-hf GPT model with temperature 0.3. The generated Description field in this example is correct.

```json
{
    'findings': [
        {'CWE_Number': 'CWE-134',
         'Status': 'Present',
         'Source_Code': 'printf(container.fmt);',
         'Description': 'The use of user-supplied data in a format string vulnerable to exploitation.'}
    ]
}
```
4 Discussion and Conclusion

This study has examined the task of correctly identifying software weaknesses and vulnerabilities in software using open source Generative Pre-Trained Transformer (GPT) models. This was able to be examined because of two specific reasons - the first is the existence of the NIST SARD dataset, which is a very well labelled dataset that includes the vulnerable line of code and the relevant CWE. The second is the specific prompting template usage that allows fully automated extraction of JSON output for the vulnerability detection - and therefore error rates can be quantified for a large range of NIST SARD test cases, GPT models, and GPT model settings. Thus, this study reports a systematic analysis of automated vulnerability detection using GPT models.

In general, our findings are that the correct CWE identification rate varies significantly depending on the specific code test case that is analyzed. For some test cases the correct CWE identification (and relevant line code of syntax) is surprisingly high, but for other test cases the identification accuracy rate is always 0 for all GPT models and temperature settings. In general, the error rates of this vulnerability detection is too high – in particular, the false positive rate is very high. However, it is notable that for some cases, seemingly the more popular classes of CWEs that are mentioned in the type of internet text on which these GPT models were trained, the identification rates are quite good. As specific examples of the lowest error rate results (from Table 6), we list several specific examples of CWE identification binary classification accuracy rates (without considering rates for correctly identifying the vulnerable line of source code). Test case 1989 had a best recall of 0.928, a best precision of 0.709 (with a parsability rate of 0.42) when analyzed with Llama-2-70b-chat-hf GPT model and temperature 0.1. Test case 149165 had a best recall of 1.0, a best precision of 0.9 (with a parsability rate of 1.0) when analyzed with Llama-2-70b-chat-hf GPT model and temperature 0.1. Test case 149111 had a best recall of 0.727, a best precision of 0.675 (with a parsability rate of 0.77) when analyzed with Llama-2-70b-chat-hf GPT model and temperature 0.5. Test case 149241 had a best recall of 1.0, a best precision of 0.5 (with a parsability rate of 1.0) when analyzed with Llama-2-70b-chat-hf GPT model and temperature 0.1. Given the high accuracy rates of at least some of these test cases, it seems plausible that some of the current open source GPT models, if thorough
verification is used, could correctly identify certain classes of vulnerabilities, such as buffer overflows, with very low error rates.

It should be emphasized that this particular software security analysis task requires a number of semantic connections to be made in the GPT model inference process (and of course, the correct specification of the JSON syntax) in order for the (automated) vulnerability identification to be correct. It is not clear to what extent a pre-trained language model can learn these semantic connections - but it is possible least for some of the CWEs, these connections were learned in the standard open source GPT models that we tested. This is a non-trivial finding, and suggests that GPT models do have some capability to identify security vulnerabilities. However, it also needs to be emphasized that such usage of current GPT models should not be used in cases where the accuracy cannot be tested. In other words, these GPT models and vulnerability identification prompting should not be used in software engineering tasks – they should be used in cases where careful and precise testing of the GPT output can be performed for the purpose of examining specific characteristics of source code of interest. The primary reason for this is that the false positive rate is high - and not only is it high but the false positives are biased towards incorrectly identifying specific CWEs. In other words, simply measuring which CWE is predicted most frequently in a GPT output distribution (for a non-zero inference temperature) will typically not be correct.

The primary limitation with increasing the scope of more code test cases to more thoroughly test the capabilities of GPT models for software security analysis is the total amount of compute time that is required for performing these inference calls, especially in a systematic study of varying inference parameters. Future studies that increase the number of labeled source code examples (e.g., from the extensive amount of data available in the NIST SARD dataset) that are used for testing the accuracy GPT automated vulnerability identification would be very relevant.

An aspect of this study that is unclear is what details of the source code are the GPT models using to infer relevant CWE’s in the source code. In particular, what semantic details are used to parse whether a CWE is more likely or less likely. In some cases, it could be that context, such as what types of libraries are used or what types of strings are being constructed (such as SQL query strings), is sufficient to reduce the total number of possibly applicable CWEs so that random guessing among those feasible candidates accounts for some of the GPT model’s performance. The metrics in this study do not determine what components of the source code are important; this would require quantifying the explainability of GPT models for this task. We leave this study open to future research, and emphasize that this type of detailed explainability analysis is absolutely a critical component of study before these GPT models are incorporated into any type of vulnerability detection in production software development and testing.
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A Markdown Computer Code Language Identifiers

sql, c++, javascript, python, csharp, c, json, less, bash, sh, java, text, json..., json..., diff, css, assembly, xml, perl, yaml, css, scss, html, makefile, js, csv, lua, kotlin, arduino, javascript, csharp, rust, shellscript, erb, vbscript, `json`, go, plaintext, php, instructions:, ocl, shell, json ?, `json`

B NIST SARD Test Cases

This section shows the exact source code for 10 of the NIST SARD test cases that are used in this study. The single vulnerable line of source code is highlighted as red text for each test case.

```
#include <stdio.h>
#include <string.h>
#include <stdlib.h>
int cgiMain ()
{
    cgHeaderContentType("text/html");
    sprintf(cgiOut, "<html><head>
    <title>Text : 1</title><head><

    printf(cgiOut, "<body>
    <h1>Text</h1>
    char q[4][1024];
    unsigned int i = 0;
    for (; i < 4; ++i){
        char name[2];
        sprintf(name, "%q", i);
        cgiFormString(name, q[i], sizeof(q[i]));
        if (strlen(q[i])){
            sprintf(cgiOut, "Value number %d = %s<br />", i, q[i]);
        }
    }
    fclose(cgiOut);
    return 0;
}
```

Listing 1: NIST SARD Test case 500843, instance of CWE-476

```
#include <stdio.h>
#include <string.h>
#include <stdlib.h>
int cgiMain ()
{
    cgHeaderContentType("text/html");
    sprintf(cgiOut, "<html><head>
    <title>Text : 1</title><head><

    printf(cgiOut, "<body>
    <h1>Text</h1>
    char q[4][1024];
    unsigned int i = 0;
    for (; i < 4; ++i){
        char name[2];
        sprintf(name, "%q", i);
        cgiFormString(name, q[i], sizeof(q[i]));
        if (strlen(q[i])){
            sprintf(cgiOut, "Value number %d = %s<br />", i, q[i]);
        }
    }
    fclose(cgiOut);
    return 0;
}
```

Listing 2: NIST SARD Test case 1792, instance of CWE-79. Note that some of the strings in this test case have been modified so that terms related to cross site scripting are removed.
main ()
{
    char *foo;
    int counter;
    for (counter=0; counter<14; counter++) {
        foo[counter] = 'a';
        printf("%s\n", foo);
    }
}

Listing 3: NIST SARD Test case 1779, instance of CWE-463.

#include <stdio.h>
#include <stdlib.h>
#define MAXSIZE 40

void test (char *str){
    char buf[MAXSIZE];
    snprintf(buf, sizeof buf, "/bin/echo %s", str);
    buf[MAXSIZE-1] = 0;
    system(buf);
}

int main(int argc, char **argv){
    char *userstr;
    if( argc > 1) {
        userstr = argv[1];
        test(userstr);
    }
    return 0;
}

Listing 4: NIST SARD Test case 1645, instance of CWE-20.

#include <stdlib.h>
#include <stdio.h>
#include <string.h>
unsigned int getRand () {
    unsigned int r;
    FILE *f;
    f = fopen("/dev/urandom", "rb");
    if(f == NULL) {
        fprintf(stderr, "Error opening file\n");
        exit(-1);
    }
    if( fread(&r, sizeof r, 1, f) != 1) {
        fprintf(stderr, "Error reading file\n");
        fclose(f);
        exit(-1);
    }
    if( fclose(f) != 0 )
        fprintf(stderr, "Error closing file\n");
    return r;
}

unsigned plop () {
    return getRand () % 256 + 127;
}

int main(int argc, char *argv[]){
    char buffer[256];
    memset(buffer, 0, sizeof(buffer));
    buffer[plop()] = '!';
    printf("%s\n", buffer);
    return 0;
}

Listing 5: NIST SARD Test case 149165, instance of CWE-121.

#include <openssl/evp.h>
main()
{
    EVP_CIPHER_CTX ctx;
    char key[EVP_MAX_KEY_LENGTH];
    char iv[EVP_MAX_IV_LENGTH];
    Rand_bytes(key, 8);
    memset(iv, 0, EVP_MAX_IV_LENGTH);
    EVP_EncryptInit(&ctx, EVP_bf_cbc(), key, iv);
    return;
}

Listing 7: NIST SARD Test case 500757, instance of CWE-787

#include <cstdlib>

void f()
{
    char *p; p = (char *) malloc(10);
    p[10] = 7;
    free(p);
}

Listing 8: NIST SARD Test case 149135, instance of CWE-489.

#include <stdio.h>
#include <stdlib.h>
#include <stdbool.h>
#include <string.h>

static bool debug = false;

void promote_root()
{
    if (debug)
    {
        printf("# You are root now...
");
    }
}

int main(int argc, char *argv[])
{
    if (argc > 1)
    {
        unsigned i;
        const unsigned nbArgs = argc;
        for (i = 1; i < nbArgs; ++i)
        {
            if (!strncmp(argv[i],"-debug ",6))
            {
                debug = true;
                printf("Move to debugging mode
");
                if (strlen(argv[i]) >= 11 && !strncmp(argv[i+6],": root ",5))
                {
                    promote_root();
                }
            }
        }
    }
    else
    {
        printf("No args...
");
    }
    return 0;
}

Listing 9: NIST SARD Test case 149203, instance of CWE-416.

#include <stdlib.h>
#include <stdio.h>
#include <string.h>

typedef struct str_t str;
struct str_t {
    union {
        int a;
        char *b;
    } foo;
};

int main()
{
    str container;
    char *str1;
    container.foo.a = 0;
    if ((container.foo.b = (char *)malloc(256*sizeof(char))) != NULL)
    {
        strcpy(container.foo.b, "Falut!");
        container.foo.b[0] = 'S';
        printf("\n", container.foo.b);
        free(container.foo.b);
        str1 = malloc(65536);
        if (str1 == NULL)
        {
            printf("Memory allocation problem\n");
        }
        free(str1);
        if (container.foo.b)
        {
            if (container.foo.b[0] == 'S')
            {
                printf("\n", container.
foo.b);
            }
        }
    }
    return 0;
}
#include <stdlib.h>
#include <stdio.h>
#include <string.h>

#define MAX_SIZE 255

typedef struct cont_t cont;
struct cont_t {
    char fmt[MAX_SIZE];
};

int main(int argc, char *argv[])
{
    if (argc > 1) {
        cont container = {.fmt = ""};
        strcpy(container.fmt, argv[1], MAX_SIZE-1);
        container.fmt[MAX_SIZE - 1] = '\0';
        printf(container.fmt);
        return 0;
    }
}

Listing 10: NIST SARD Test case 149111, instance of CWE-134.