
Generic Construction of Secure Sketches from Groups

Axel Durbet1, Koray Karabina2,3, and Kevin Thiry-Atighehchi1
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Abstract

Secure sketches are designed to facilitate the recovery of originally enrolled data from inputs that
may vary slightly over time. This capability is important in applications where data consistency
cannot be guaranteed due to natural variations, such as in biometric systems and hardware
security. Traditionally, secure sketches are constructed using error-correcting codes to handle
these variations effectively. Additionally, principles of information theory ensure the security of
these sketches by managing the trade-off between data recoverability and confidentiality. In this
paper, we show how to construct a new family of secure sketches generically from groups. The
notion of groups with unique factorization property is first introduced, which is of independent
interest and serves as a building block for our secure sketch construction. Next, an in-depth study
of the underlying mathematical structures is provided, and some computational and decisional
hardness assumptions are defined. As a result, it is argued that our secure sketches are efficient;
can handle a linear fraction of errors with respect to the L1 distance; and that they are reusable
and irreversible. To our knowledge, such generic group-based secure sketch construction is the
first of its kind, and it offers a viable alternative to the currently known secure sketches.

Keywords: Reusable secure sketch, Irreversible secure sketch, Group-based secure sketch, Biomet-
rics

1 Introduction

A typical online biometric authentication protocol runs between a client and a server in two phases:
enrollment and verification. During enrollment, biometric samples are captured from the user,
from which a biometric template is derived using a feature extraction algorithm. The server stores
the biometric template (or some information derived from the template, e.g., a cryptographic key)
together with the user’s identifier (ID). In the verification phase, the user regenerates their biometric
template and uses it in the protocol to prove the authentic ownership of their biometric data (enrolled
under their ID) against the server.

Online biometric applications, such as authentication and identification, require processing,
transmitting, and storing information derived from users’ biometric data, also known as the biomet-
ric template. Biometric templates are the main reference data in recognizing individuals uniquely in
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applications, and they are part of personally identifiable information. As a result, protecting individ-
uals’ biometric information and their privacy is crucial in biometric systems and applications. Some
regulations such as the General Data Protection Regulation (GDPR) in the EU and the California
Consumer Privacy Act (CCPA) for California residents of the US have been put in place for data
protection and privacy. Due to the noisy nature and the personally identifying characteristics of
biometrics, and that the biometric characteristics of an individual are not easy to renew, designing
secure biometric-based authentication protocols is considered to be more challenging than designing
token or password-based protocols. Research and standardization efforts [24, 2, 1] have identified
several requirements for securing biometric information and templates, including renewability, irre-
versibility, unlinkability, indistinguisahbility, and reusability. Informally, renewability is the ability
to create (randomized) biometric templates from the same biometric data. Irreversibility implies
that it is infeasible to recover the plain biometric data from its protected template. Unlinkability,
indistinguishability, and reusability are closely related, and they require that an adversary, who ob-
serves a user’s protected biometric templates enrolled at different servers, cannot yield a significant
advantage towards degrading that user’s security or privacy, such as cross-matching the individual’s
records or recovering their biometric data by reversing their biometric templates.

Secure sketch schemes are one of the main cryptographic primitives that protect biometric tem-
plates with formal security guarantees. Informally, given a biometric input x, a sketch s is derived
through a randomized process. Here, the sketch s should be irreversible, but it should allow recov-
ering x in the presence of another biometric input y ≈ x. In this paper, we show how to generically
construct a new family of secure sketches from a certain family of groups. We call these secure
sketches as Subset Product Sketch (SPS) because the construction relies on multiplying group ele-
ments from a particular subset. In a nutshell, our main contribution can be summarized as follows.

Main Contribution. A sketch scheme SPS can be instantiated from a triple (G,B,Bn), where G
is a (multiplicative) group with unique t-factorization property with respect to B ⊆ G, and Bn is
an ordered sequence of pairwise distinct elements from B. Furthermore, SPS satisfies the following
properties.

1. Given the sketch of a vector x = [xi]
n
i=1 ∈ Zn, and another vector y ∈ Zn with L1(x, y) ≤ t,

SPS can recover x ∈ Zn (Theorem 2.3).

2. SPS is a reusable (Theorem 3.2) and irreversible (Theorem 3.3, Theorem 3.4, and Theorem 3.6)
sketch scheme under certain plausible assumptions (Figure 1).

3. SPS can securely handle a linear fraction of errors in the sense that if 0 ≤ xi < b, for b ≥ 2,
then one can set t = α(b − 1)n for some positive constant α, and that choice of parameters
does not yield better attack strategies (Theorem 4.1).

We should emphasize that our SPS can create sketches from integer vectors and can tolerate a
linear fraction of errors with respect to the L1 distance, which offers a more powerful functionality
than some previously known major and practical constructions whose input space is binary vectors
with Hamming distance [4, 32, 30, 7] and extends on the set of other metric spaces such as set
difference and edit distance [11, 3].

The rest of our paper is organized as follows. In Section 2, we introduce the notion of groups with
unique factorization property, and show how to construct sketch schemes from certain families of
groups generically. In Section 3, we present a theoretical security analysis for our construction and
prove that it is reusable and irreversible under the hardness of certain decisional and computational
problems. Section 4 complements our theoretical analysis by studying a list of attack strategies
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and providing concrete security estimates. In Section 5, we observe two concrete and practical
instantiations for SPS using the virtual black box (VBB) [13] and noise tolerant template (NTT) [20]
primitives, and shed light on their performance and security. We provide a literature review in
Section 6 and our concluding remarks in Section 7.

2 Sketch Schemes from Groups

In this section, we show how to construct sketch schemes from certain families of groups generically,
whose security will be discussed in Section 3. First, a specific family of groups G with (unique)
t-factorization property with respect to a basis B in Section 2.1 is defined. Section 2.2 shows that
(G,B) (generically) yields a sketch scheme, which we call subset product sketch (SPS).

2.1 Groups with Unique t-Factorization

Let G be a finite multiplicative group and let

B = {ui ∈ G : i = 1, ..., |B|} (1)

be a subset of G with |B| elements. We assume that for all i, j with i < j, the pairwise distinct
elements ui and uj are ordered, using the lexicographic ordering on the binary representation of
group elements, such that ui < uj . We also define

GB,t = {
|B|∏
i=1

uδii : ui ∈ B, δi ∈ Z,
|B|∑
i=1

|δi| ≤ t} (2)

We define the t-factorization property as follows.

Definition 2.1 (t-factorization property). G has a t-factorization property with respect to B if there

is an algorithm Factor that takes as input g ∈ GB,t and outputs an ordered integer sequence [δi]
|B|
i=1

such that

g =

|B|∏
i=1

uδii and

|B|∑
i=1

|δi| ≤ t. (3)

Definition 2.2 (unique t-factorization property). G has a unique t-factorization property with
respect to B, if G has a t-factorization property with respect to B, and that for every g ∈ GB,t,

there is a unique ordered integer sequence [δi]
|B|
i=1, such that

g =

|B|∏
i=1

uδii and

|B|∑
i=1

|δi| ≤ t. (4)

Example 2.1. G = Z∗
31 has a unique 2-factorization property with respect to the basis B = {2, 3}

because

GB,2 = {1, 2, 3, 4, 6, 7, 8, 9, 11, 16, 17, 21, 26} (5)

has 13 elements and that there are exactly 13 distinct ordered integer sequences [δi]
2
i=1 with

∑2
i=1 |δi| ≤

2. The unique factorization of an element in GB,2 can be found using (exhaustive) search or a table
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look-up. However, G = Z∗
31 does not have a unique 2-factorization property with respect to the basis

B = {2, 3, 11} because there are two distinct ordered integer sequences [δi]
3
i=1 such that

∑3
i=1 |δi| ≤ 2,

and that yield the same element. Namely, for [1, 0, 0] and [0, 1, 1], we have 2 = 2130110 = 2031111

in G.

Example 2.1 shows that groups with unique t-factorization property exist. Next, we show in
Theorem 2.1 and Corollary 2.1 that for sufficiently large prime order groups with t-factorization
property, the uniqueness property follows under the Gaussian heuristic [14].

Heuristic 2.1 (Gaussian Heuristic). The length λ1(L) of the shortest vector in an n-dimensional
random lattice L satisfy

λ1(L) ≈
√

n

2πe
(det (L))1/n. (6)

In particular, assume that there is a positive number 0 < Cn ≤ 1 depending on n such that

λ1(L) ≥ Cn
√

n

2πe
(det (L))1/n. (7)

Theorem 2.1. Suppose that a prime order group G has a t-factorization property with respect to

B = {ui ∈ G : i = 1, ..., |B|}, (8)

where ui are chosen uniformly and independently in G,

|G| > 1

CN+1
n

((
√
2πe)(b− 1))2t+1, (9)

for some integer b ≥ 2, and that Heuristic 2.1 holds. Then for all g ∈ GB,t, there is a unique ordered

integer sequence [δi]
|B|
i=1 with

∑|B|
i=1 |δi| ≤ t and |δi| ≤ (b− 1) such that g =

∏|B|
i=1 u

δi
i .

Proof. Suppose for contradiction that there exist two distinct ordered integer sequences [δi]
|B|
i=1 and

[τi]
|B|
i=1, with

∑|B|
i=1 |δi| ≤ t, |δi| ≤ (b− 1),

∑|B|
i=1 |τi| ≤ t, |τi| ≤ (b− 1), such that

|B|∏
i=1

uδii =

|B|∏
i=1

uτii . (10)

Moreover, suppose that I = {i1, ..., iN} ⊆ {1, ..., |B|} is the set of indices for which γj = δij −τij ̸= 0,
and that uij = grj for some integer rj ∈ [1, |B|], where g is a generator of G = ⟨g⟩. Note that
1 ≤ N ≤ 2t. The equation (10) is equivalent to

N∑
j=1

rjγj − k|G| = 0, (11)

for some integer k ∈ [1, |G|]. In other words, the vector

γ = [γ1, ..., γN , 0] (12)
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belongs to the integer lattice L generated by the rows of the (N + 1)× (N + 1) matrix

M =



1 0 . . . . . . . . . 0 r1

0 1 0 . . . . . .
... r2

... 0 1 0 . . .
...

...
...

... 0
. . . 0

...
...

...
...

... 0 1 0 rN−1

...
...

...
... 0 1 rN

0 . . . . . . . . . . . . 0 |G|


because γ = [γ1, ..., γN ,−k]×M . The length of γ ∈ L can be estimated as

∥γ∥ =

√√√√ N∑
j=1

γ2j ≤
√
N(b− 1), (13)

because |γj | = |δij − τij | ≤ (b − 1) for all j = 1, ...,N . By assumption, ui are uniformly and
independently drawn from G. Then, ri are uniformly and independently drawn from {1, ..., |G| − 1}
where |G| is prime. Hence, the lattice L can be assumed random [21] and the Gaussian heuristic 2.1
implies that the length of the shortest vector in L is

λ1(L) ≥ Cn

√
N + 1

2πe
|G|1/(N+1). (14)

Finally, using the inequalities (13), (9), the approximation (14), and our previous observationN ≤ 2t,
we derive

∥v∥ ≤
√
N(b− 1) ≤

√
N + 1(b− 1) (15)

=

√
N + 1

2πe

((√
2πe(b− 1)

)N+1
)1/(N+1)

(16)

≤
√
N + 1

2πe

((√
2πe(b− 1)

)2t+1
)1/(N+1)

(17)

<

√
N + 1

2πe

(
|G| · CN+1

n

)1/(N+1) ≤ λ1(L). (18)

This is a contradiction because the norm of a non-zero lattice vector in L cannot be smaller than
λ1(L). ■

Corollary 2.1. Suppose that a prime order group G has a t-factorization property with respect to

B = {ui ∈ G : i = 1, ..., |B|}, (19)

where ui are chosen uniformly and independently in G,

|G| > 1

CN+1
n

((
√
2πe)t)2t+1, (20)

and that Heuristic 2.1 holds. Then G has a unique t-factorization property with respect to B.

Proof. The proof follows by replacing b in Theorem 2.1 by (t+ 1). ■
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2.2 Subset Product Sketch (SPS)

The main result of this section is Theorem 2.3, which shows that sketch schemes with respect to the
L1 distance can be constructed using groups with unique factorization.

We start by defining a sketch scheme. Even though our definition is closely related to the
previous definitions of (secure) sketches, there are two significant differences to point out. First, our
Definition 2.3 avoids associating entropy-based security notions to sketch schemes and allows us to
be more flexible in constructing sketch schemes and to discuss their security based on decisional and
computational problems, rather independent of the entropy of the input space conditioned on the
sketch values. Second, our sketch function outputs a pair of values, where the first value explicitly
enforces randomization, whereas in a traditional sketch scheme, the sketch function outputs a single
(sketch) value and the randomization is built into the process. For more details on related work,
please see Section 6.

Definition 2.3 (Sketch Scheme). Let λ be a security parameter. Let t be a positive real number and
M a metric space with a distance function d : M ×M → R. A sketch scheme with threshold t is a
tuple of randomized procedures SS = (ParamGen, Sketch,Rec) such that

M, R ← ParamGen(λ), (21)

Sketch : M→ R× S (22)

x 7→ (R, s), where R←$R, (23)

Rec : R× S ×M→M (24)

(R, s, y) 7→ x (25)

and that, for all x, y ∈ M with d(x, y) ≤ t, Rec(Sketch(x), y) = x, except with probability negligible
in λ.

Definition 2.4. We define Gn,t = {(G,B,Bn)} as a family of triples, where G is a multiplicative

group with unique t-factorization property with respect to B = [ui]
|B|
i=1, and Bn = [gi]

n
i=1 is an ordered

sequence of pairwise distinct elements gi ∈ B.

Remark 2.1. Note that for a fixed G, there can be multiple choices for B in Gn,t = {(G,B,Bn)};
and for fixed G and B, there can be multiple choices for Bn.

Definition 2.5 (Sketch). Let n and t be positive integers and A ⊆ Z a finite subset of Z. We define
a sketch function as follows:

Sketchn,t : A
n → Gn,t ×G (26)

x = (x1, . . . , xn) 7→

(
R = (G,B, Bn = [g1, ..., gn]), s =

n∏
i=1

gxii

)
, (27)

where (G,B,Bn = [gi]
n
i=1)←$ Gn,t.

Next, Theorem 2.2 shows that Sketchn,t can be associated with a recovery function Rec.

Theorem 2.2. Let x ∈ An and Sketchn,t(x) = (R, s). Let y ∈ An such that L1(x, y) ≤ t. Then,
there exists an algorithm Rec that takes as input R, s, and y, and outputs (i.e., recovers) x.

Proof. Observe that

∆ =
s∏n

i=1 g
yi
i

=

n∏
i=1

gxi−yi
i ∈ GB,t (28)
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because gi ∈ B and xi− yi ∈ Z with
∑n
i=1 |xi − yi| ≤ t. Therefore, Rec can compute ∆ and, using a

subroutine call to Factor with input ∆, it can obtain an ordered sequence of integers [δk]
|B|
k=1 such

that

∆ =

|B|∏
k=1

uδkk , (29)

where B = {uk ∈ G : k = 1, ..., |B|} and
∑|B|
k=1 |δk| ≤ t. Notice that, for each gi, there exists a

unique ki ∈ {1, ..., |B|} such that gi = uki and xi − yi = δki because G has unique t-factorization
property. Moreover, the (uki , δki) pair can be efficiently identified from the factorization of ∆ and
the knowledge of Bn, and hence Rec can recover x by setting xi = yi + δki for i = 1, ...,n. ■

Finally, we define our subset product sketch scheme in Definition 2.6 and show in Theorem 2.3
that SPS is a sketch scheme.

Definition 2.6 (Subset Product Sketch (SPS)). A subset product sketch (SPS) is a triple of ran-
domized procedures (ParamGen, Sketchn,t, Rec), where ParamGen and Sketchn,t are defined as in
Definition 2.5 with M = An, R = Gn,t, R = (G,B,Bn), S = G; and Rec is defined as in Theorem 2.2.

Theorem 2.3. SPS = (ParamGen, Sketchn,t, Rec) satisfies Definition 2.3 with M = An, R = Gn,t,
R = (G,B,Bn), S = G, d = L1, and a threshold t. That is, SPS is a sketch scheme with threshold t
with respect to the L1 distance.

Proof. The proof follows from Definition 2.3, Definition 2.5, and Theorem 2.2. ■

3 On the Security of SPS

In this section, we show that SPS (see Definiton 2.6) satisfies the reusability and irreversibility
security properties under certain plausible assumptions.

3.1 Security Definitions and Games

Let SS = (ParamGen, Sketch,Rec) be a sketch scheme with threshold t as in Definition 2.3, A a prob-
abilistic polynomial-time algorithm with access to SS, and D a distribution over M. We say that a
problem parameterized by λ is hard if the success probability of all probabilistic polynomial-time al-
gorithms to solve that problem is negligible in λ. We first adapt reusability [31] and irreversibility [28]
notions for our purposes. The concept of reusability was initially defined for fuzzy extractors [6] but
to the best of our knowledge, we are the first to adapt this property to secure sketches.

The reusability property describes a scenario in which an adversary has access to multiple sketches
of an individual, each subject to adaptively chosen perturbations. The adversary is challenged to
determine whether a new sketch belongs to the same individual.

Definition 3.1 (The reusability experiment ExpREU
SS,D,A(λ)). Let K be a positive integer polynomial

in λ. The reusability experiment ExpREU
SS,D,A(λ) is defined as follows.

1. M,R ← ParamGen(λ)

2. b←$ {0, 1}; x←$ D; (R, s)← Sketch(x)

3. ψ0 ←⊥; s0 ←⊥
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4. A makes K adaptive queries for i = 1, ..,K

(a) M ∋ ψi ← A(M,R;R, s;R0, ...,Ri−1; s0, ..., si−1;ψ0, ...,ψi−1)

(b) Ri ←$R, (Ri, si)← Sketch(ψi + x)

5. If b = 1, then y←$ D with d(x, y) ≤ t

6. If b = 0, then y←$ D with d(x, y) > t

7. R′ ←$R, (R′, s′)← Sketch(y)

8. b′ ← A(M,R;R, s;R0, ...,RK ; s0, ..., sK ;ψ0, ...,ψK ;R′, s′)

9. If b = b′, then return 1; otherwise return 0

Definition 3.2 (Reusable Sketch). A sketch scheme SS = (ParamGen, Sketch,Rec) is said to be
reusable with respect to the distribution D if

AdvA,REU(λ) =

∣∣∣∣P(ExpREU
SS,D,A(λ) = 1)− 1

2

∣∣∣∣ (30)

is negligible in λ for all A.

The irreversibility property models the scenario where an attacker is challenged to recover the
secret input from which the sketch is derived. An adversary can simply guess by sampling a vector
at random and under this naive strategy, the probability of success can be measured relative to the
size of the closed ball of radius t in the n-dimensional space An, centered at the input vector. A
successful adversary should capture better strategies, hence motivating the following definition.

Definition 3.3 (The Irreversibility Experiment ExpIRR
SS,D,A(λ)). The irreversibility experiment ExpIRR

SS,D,A(λ)
is defined as follows.

1. M,R ← ParamGen(λ)

2. x← D; (R, s)← Sketch(x)

3. y← A(M,R;R, s)

4. If d(x, y) ≤ t, then return 1; otherwise, return 0

Definition 3.4 (Irreversible Sketch). A sketch scheme SS = (ParamGen, Sketch,Rec) is said to be
irreversible with respect to the distribution D if

AdvA,IRR(λ) =
∣∣P(ExpIRR

SS,D,A(λ) = 1)− Vt
∣∣ , (31)

is negligible for all A. Here,

Vt = max
x∈M

|{y ∈M : d(x, y) ≤ t}|
|M|

(32)

estimates the success probability of the naive A returning y←$ M at step (3) in ExpIRR
SS,D,A.

Theorem 3.1 (Reusable implies irreversible). Let SS = (ParamGen, Sketch,Rec) be a sketch scheme.
If SS is reusable then SS is irreversible.
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Proof. Suppose that SS is reversible. Then there exists an adversary A such that AdvA,IRR(λ) is
non-negligible. In the following, we show that SS is not reusable by constructing an adversary A′

such that AdvA′,REU(λ) is non-negligible. A′ uses A as a subroutine with the following strategy:

1. A′ skips the adaptive queries and receives (M,R;R, s;R′, s′) as in ExpREU
SS,D,A′(λ)

2. A′ runs A, and gets y← A(M,R;R, s), y′ ← A(M,R;R′, s′)

3. A′ runs Rec, and obtains x← Rec(R, s, y), y← Rec(R, s′, y′)

4. A′ outputs b′ = 1 if d(x, y) ≤ t; and outputs b′ = 0, otherwise

5. A′ outputs b′ ←$ {0, 1} if A or Rec fails

We conclude that the advantage of the adversary for reusability AdvA′,REU(λ) is non-negligible be-
cause AdvA,IRR(λ) is non-negligible and that, for all x, y ∈ M with d(x, y) ≤ t,
Rec(Sketch(x), y) = x by definition, except with negligible probability. ■

3.2 SPS is Reusable and Irreversible

In the following, we show that SPS is reusable and irreversible under the hardness assumption of
the decisional subset product problem (DSPP) and computational subset product problem (CSPP),
respectively. We should note that DSPP and CSPP generalize the decisional distributional modular
subset product and distiributional modular subset product problems as defined in [13], which consider
only binary vectors and Hamming distance. We also show SPS is irreversible assuming that the
discrete logarithm problem in the underlying group is hard and that the sketch function is surjective.

Problem 1 (Decisional Subset Product Problem (DSPP)). Let A ⊆ Z and Bn = [gi]
n
i=1, gi ∈ G.

Let D be a distribution over An. Define the distribution D0 = (Bn,X) where X =
∏n
i=1 g

xi
i ∈ G

with x = (x1, ..., xn) ←$ D. Define the distribution D1 = (Bn,X ′) where X ′ ←$ G. The decisional
subset product problem (DSPP) in G with respect to Bn and D is to distinguish D0 from D1.

Theorem 3.2 (DSPP implies reusable). Let SPS =
(ParamGen, Sketchn,t, Rec) be a sketch scheme with M = An, R = Gn,t, R = (G,B,Bn), S = G,
d = L1, and a threshold t. If DSPP in G with respect to Bn and D is hard, then SPS is reusable.

Proof. Consider the reusability experiment ExpREU
SPS,A(λ) and let S0 denote the event that Exp

REU
SPS,A(λ)

outputs 1. Moreover, assume that in step (4b), we have (Ri, si) ← Sketchn,t(ψi + si), where si =∏n
j=1 g

xj+ψi,j

j =
(∏n

j=1 g
xj
j

)(∏n
j=1 g

ψi,j

j

)
, which is indistinguishable from a random element in G,

because
∏n
j=1 g

xj
j is indistinguishable from a random element in G if the DSPP is hard. Therefore,

an hybrid ExpREU-1
SPS,A (λ) can be defined by replacing s1 by a random element of G in step (4b) in

ExpREU
SPS,A(λ). Similarly, ExpREU-i

SPS,A(λ) can be defined by replacing si by a random element of G in

step (4b) in Exp
REU-(i−1)
SPS,A (λ) for i = 2, ...,K. Observe that the probability of the event SK that

ExpREU-K
SPS,A (λ) outputs 1 is 1/2. Using a sequence of hybrid arguments and the triangle inequality,

we obtain |P(S0)− 1/2| ≤ K ×AdvA,DSPP(λ). ■

Theorem 3.3 (DSPP implies irreversible). Let SPS =
(ParamGen, Sketchn,t, Rec) be a sketch scheme with M = An, R = Gn,t, R = (G,B,Bn), S = G,
d = L1, and a threshold t. If DSPP in G with respect to Bn and D is hard, then SPS is irreversible.

Proof. The proof follows from Theorem 3.2 and Theorem 3.1. ■
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Theorem 3.3 assures the irreversibility of SPS if the DSPP is hard. Next, we provide an alterna-
tive argument for the irreversibility of SPS under the hardness assumption of the discrete logarithm
problem (DLP). We first recall the definition of the DLP and define the computational subset product
problem (CSPP).

Problem 2 (Discrete logarithm problem). The discrete logarithm problem (DLP) in G with respect
to g is the following: Given g and h = gx ∈ G for some (unknown) x←$ Z∗

|G|, compute x.

Problem 3 (Computational Subset Product Problem (CSPP)). Let A ⊆ Z and Bn = [gi]
n
i=1, gi ∈ G.

Let D be a distribution over An. The computational subset product problem (CSPP) in G with respect
to Bn and D is the following: Given Bn = [gi]

n
i=1 and s =

∏n
i=1 g

xi
i for x = (x1, ..., xn)←$ D, compute

y = (y1, ..., yn) ∈ Zn such that s =
∏n
i=1 g

yi
i .

Theorem 3.4 (CSPP implies irreversible). Let SPS =
(ParamGen, Sketchn,t, Rec) be a sketch scheme with M = An, R = Gn,t, R = (G,B,Bn), S = G,
d = L1, and a threshold t. If CSPP in G with respect to Bn and D is hard and the underlying Factor
runs in polynomial time, then SPS is irreversible.

Proof. Let s =
∏n
i=1 g

xi
i be a given instance of the CSPP with Bn = [gi]

n
i=1 and x = (x1, ..., xn)←$ D

for some distribution D over An. Suppose that SPS is not irreversible. Then there exists an
adversary A such that AdvA,IRR(λ) is non-negligible. In other words, A can output y ∈ An such
that d(x, y) ≤ t. Now, given y and s, the recovery algorithm Rec can output x in polynomial
time with a non-negligible probability. Hence, CSPP can be solved in polynomial time with a
non-negligible probability and that finishes the proof. ■

Definition 3.5 (Surjective Sketch). We say that a Sketch : M → R × S is surjective if for any
R ∈ R and s ∈ S, there exists x ∈M such that Sketch(x) = (R, s).

Theorem 3.5. Let SPS = (ParamGen, Sketchn,t, Rec) be a sketch scheme with M = An, R = Gn,t,
R = (G,B,Bn), S = G, d = L1, and a threshold t. Suppose that Sketchn,t is surjective, and G = ⟨g⟩
is a cyclic group generated by g. If there is an algorithm that solves CSPP in G with respect to Bn
and uniform distribution in time TCSPP, and if Factor runs in time TFactor, then DLP in G with
respect to g can be solved in time Õ(n(TCSPP + TFactor)).

Proof. Let h ∈ G be given as an instance of the DLP, and let ACSPP be an algorithm that solves
CSPP in time TCSPP . We describe an algorithm A that computes a ∈ Z such that h = ga. First,
A computes sk = gak for randomly chosen integers ak ∈ Z|G| and calls ACSPP with input sk and
Bn = [gi]

n
i=1. Since Sketchn,t is surjective, A will receive xk = (xk,1, ..., xk,n) as output of ACSPP ,

where

sk =

n∏
i=1

g
xk,i

i , xk,i ∈ Z. (33)

As a result, A obtains a modular linear relation

ak ≡
n∑
i=1

xk,idi (mod |G|), (34)

where gi = gdi for some integers di and i = 1, ...,n. A repeats this process until it obtains n linearly
independent relations, where the total number of repetitions is expected to be polynomial in n. After
collecting n linearly independent relations, A can recover di for all i = 1, ...,n by solving a linear
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DSPP (Problem 1)
Theorem 3.2−−−−−−−−→ Reusable (3.2)yTheorem 3.1

CSPP (Problem 3)
Theorem 3.4−−−−−−−−→ Irreversible (3.4)

Theorem 3.6←−−−−−−−− DLP (Problem 2)

Figure 1: Relations between hard problems (DSPP, CSPP, DLP) and security properties (Reusabil-
ity, Irreversibility) of SPS.

system of equations in time polynomial in n. Finally, A computes s = hb = gab for some random
integer b relatively prime with |G|; calls ACSPP with input s and Bn, receives x = (x1, ..., xn), xi ∈ Z,
such that

s =

n∏
i=1

gxii , (35)

and recovers the discrete logarithm a of h with respect to g via the modular equation

a ≡ b−1

(
n∑
i=1

xidi

)
(mod |G|). (36)

■

Theorem 3.6 (DLP implies irreversible).
Let SPS = (ParamGen, Sketchn,t, Rec) be a sketch scheme with M = An, R = Gn,t, R = (G,B,Bn),
S = G, d = L1, and a threshold t. Suppose that G = ⟨g⟩ is cyclic, Sketchn,t is surjective, and the
underlying Factor runs in polynomial time. If DLP in G with respect to g is hard, then SPS is
irreversible.

Proof. The proof follows because an adversary with non-negligible advantage AdvA,IRR(λ) can be
turned into an algorithm to solve CSPP, which then yields a polynomial-time algorithm to solve
DLP because Factor runs in polynomial time. ■

4 On the Concrete Security of SPS

As discussed in Section 3 and summarized in Figure 1, DSPP and CSPP are the main hardness
problems to claim reusability and irreversibility of SPS. In addition, reusability implies irreversibility,
and that irreversibility follows mainly from the hardness of DLP. As much as these reductionist
arguments provide some security assurance for SPS, one should carefully study all of the underlying
assumptions and try to estimate the concrete security of SPS. More precisely, DSPP and CSPP
assumptions depend on the choice of the basis Bn and the distribution D over the input space.
The sketch function is assumed to be surjective when reducing DLP to the irreversibility of SPS in
Theorem 3.6. As a worst-case scenario, the hardness of DSPP, CSPP, and DLP may fail and the
sketch function may not be surjective due to the choice of Bn, D, and other parameters such as n,
t, and G. Even though some of these failures may not imply an immediate threat for the security of
SPS, reductionist arguments would be inconclusive. Therefore, in this section, we follow a common

11



practice in cryptography and try to estimate the security of SPS based on the best-known attack
strategies.

We first investigate attacks on the irreversibility of SPS with threshold t with respect to the
L1 distance. Suppose that an adversary A knows the parameters of SPS, namely M, G, B, t, and
Bn = [gi]

n
i=1. For concreteness, we furthermore assume M = Anb , where Ab = {0, 1, ..., b − 1} for

some integer b ≥ 2, and that D is some distribution over Anb . Now, suppose that A captures
X =

∏n
i=1 g

xi
i ∈ G = ⟨g⟩ for some unknown x = (x1, ...,xn)←$ D, and aims to output y ∈ Anb such

that L1(x, y) ≤ t. A may follow the strategies as described below.

Exploit D. In practice, we may not have control over the choice of D. For example, x may be the
encoding of a biometric input and could induce a low entropy on the input space for several reasons
such as a high correlation on the components of x. Therefore, we assume that A can fully exploit D
and succeed in her attack with complexity

CD ≈ 2µD (37)

for some µD > 0. Note that µD = (log2 b)n would correspond to the uniform distribution D over Anb .
In practice, µD is expected to be lower than (log2 b)n and estimating µ is an active area of research.
In the context of biometrics, Daugman’s study demonstrates that 2048-bit iriscodes exhibit entropies
of 249 bits [9].

Guess y. In this strategy, A chooses y uniformly at random from Anb and hopes that L1(x, y) ≤ t.
The success probability of this attack can be estimated as

|BallAn
b ,L1

(x, t) = {y ∈ Anb : L1(x, y) ≤ t}|
|Anb |

, (38)

and so the complexity of the attack can be estimated as

CGuess ≈
bn

|BallAn
b ,L1

(x, t)|
(39)

There are two cases to consider: b = 2 and b ≥ 3. Estimating |BallAn
b ,L1

(x, t)| in the binary case for
b = 2, when L1 is the same as Hamming distance, is a well-studied problem in the literature, and
we have

|BallAn
b ,L1

(x, t)| =
t∑

k=0

(
n

k

)
(40)

Estimating |BallAn
b ,L1

(x, t)| for b ≥ 3 seems to be a harder problem mainly because the size of the
balls are not independent of the choice of their centers. We are not aware of any previous work on
this topic and we study this problem in Appendix A, which could be of independent interest. In
particular, in Theorem A.2, we prove that

∣∣BallAn
b ,L1

(x, t)
∣∣ ≤ 1 +

t∑
k=1

k∑
m=1

2m
(
n

m

)
ωm,b−1(k −m), (41)

where ωm,b−1(k−m) is the number of ordered partitions of the integer (k−m) into m parts of size
between 0 and (b − 2), which can be explicitly computed using Lemma A.1. As a result, we can
estimate

CGuess ⪆ 2µGn, (42)
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b = 2 b = 4 b = 8 b ∈ {2, 4, 8}
n t µG CGuess t µG CGuess t µG CGuess CS

128 16 0.48 261 48 0.58 274 112 0.66 284 225

256 32 0.47 2120 96 0.57 2145 224 0.64 2165 251

640 80 0.46 2296 240 0.55 2356 560 0.63 2405 2128

1024 128 0.46 2471 384 0.55 2568 896 0.63 2645 2204

Table 1: Concrete security estimates for the cases n = 128, 256, b = 2, 4, 8, and t = (b − 1)n/8. In
this table, CGuess estimates the complexity of the guessing attack as 2µGn while CS estimates the
complexity of the attack based on solving DLP, Knapsack, and SVP as 20.2n.

where µG = (log2 b)(1− ct) for some ct ≥ 0 such that

ct ≈

log2

(∑t
k=0

(
n
k

))
/n, for b = 2.

logb

(
1 +

∑t
k=1

∑k
m=1 2

m
(
n
m

)
ωm,b−1(k −m)

)
/n, for b ≥ 3.

(43)

In Table 1, we present some concrete estimates for the cases n = 128, 256, b = 2, 4, 8, and t =
(b− 1)n/8, which corresponds to a capability of correcting a linear fraction of errors.

More generally, we prove in Theorem 4.1 that CGuess is exponential while a linear fraction of
errors can be recovered.

Theorem 4.1. Let n and b ≥ 2 be positive integers. Let t = α(b− 1)n, where α ∈ (0, 1/2) if b = 2,
and α ∈ (0, (log2 b− 1)/(2(b− 1)) if b ≥ 3. Then, CGuess ⪆ 2µGn for some µG > 0. In other words,
there exist parameters for SPS that allow recovering a linear fraction of errors (namely, up to n/2
errors when b = 2, and up to (log2 b− 1)n/2 errors when b ≥ 3) while the complexity of the guessing
attack is exponential.

Proof. First assume b = 2, t = αn, and α ∈ (0, 1/2). We can observe, using Theorem A.1, that

CGuess ⪆ 2(1−H2(α))n (44)

and finish the proof by setting µG = (1 − H2(α)) because H2(α) < 1 for α < 1/2. Now, assume
b ≥ 3, t = α(b− 1)n, and α ∈ (0, (log2 b− 1)/(2(b− 1)). We can observe, using Theorem A.3, that

CGuess ⪆ 2(log2 b−(1+(2t/n)−(1/n)))n (45)

and finish the proof by setting µG = (log2 b− (1+ (2t/n)− (1/n))) because one can show after some
algebra that α < (log2 b− 1)/(2(b− 1)) implies µG > 0. ■

Solve DLP/Knapsack/SVP. In this strategy, A mounts a more sophisticated attack and first
solves discrete logarithms of X and gi for i = 1, ...,n, namely r, di ∈ Z such that X = gr and
gi = gdi . This yields a modular equation

n∑
i=1

xidi ≡ r (mod |G|).

A can try to solve for xi from this equation via solving the (modular) knapsack problem (KP) or
via solving the shortest vector problem (SVP) (see the proof of Theorem 2.1). The complexity of
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solving DLP is subexponential in log2 |G| and can be estimated based on the best-known attacks
with respect to the characteristic of the finite field (small/medium/large characteristic) [10]. The
complexity of solving SVP and KP can be estimated as 20.2n [17] and 20.241n [5], respectively.
Therefore, we estimate the complexity of this attack strategy as

CS ⪆ 20.2n, (46)

and present some estimates for a certain set of parameters in Table 1.

Remark 4.1. (Complexity of attacking SPS is exponential in n) We are not aware of better strategies
to attack the irreversibility of SPS other than the ones we discussed above. Similarly, the best
approach to compromise the reusability of SPS appears to be attacking irreversibility. Hence, our
analysis indicates that the complexity of attacking SPS is 2µ·n, where µ = min(µD/n,µG, 0.2). Note
that this complexity is exponential in n if the input space has sufficient entropy and t is chosen
carefully as explicitly described in Theorem 4.1.

5 Concrete Instantiations of SPS

In this section, we observe that SPS can be realized in practice using the virtual black box (VBB) [13]
and noise tolerant template (NTT) [20] primitives.

Instantiation of Sketchn,t. Both VBB and NTT parameter generations take as input n and t, and
output a group G as well as a basis Bn = [g1, ..., gn]. In the case of NTT, G is a subgroup of the
multiplicative group of a finite field Fq2 , and Bn consists of elements represented by the base field Fp
of Fq2 . In the case of VBB, G is a subgroup of the multiplicative group of integers modulo a prime q,
and Bn consists of small prime numbers. In both cases, G and Bn are used to map a binary vector
x = (x1, ..., xn) to a value X =

∏n
i=1 g

xi
i ∈ G. The transformation is referred to as project in NTT,

and as encode in VBB. It is straightforward to generalize this transformation from binary vectors to
x with 0 ≤ xi ≤ b− 1, which we use in our instantiation.

Instantiation of Rec. Both VBB and NTT propose algorithms to reconstruct the vector x given X
and another vector y, where x and y are binary vectors with HD(x, y) ≤ t. The reconstruction can
be generalized from binary vectors to x, y with 0 ≤ xi, yi ≤ b− 1 when L1(x, y) ≤ t. Reconstruction
algorithms are referred to as Decomp in NTT, and as Decoding in VBB. Hence, by Theorem 2.1,
Corollary 2.1, and Theorem 2.3, SPS can be realized using VBB and NTT under Heuristic 2.1.

Performance and Security Evaluations. We provide running time evaluations for our con-
structions based on single-thread C and C++ programs using the GMP [15] and NTL [27] libraries. The
aforementioned processes are executed on a computer running Debian 11, which is equipped with an
11th-generation Intel Core i7-1185G7 processor operating at 3.00 GHz and 16 GB of RAM. Table 2
summarizes the performance tests over 100 iterations for n = 640, b ∈ {2, 4, 8}, and t = (b− 1)n/8.
Note that the parameter set provides 128-bit security level according to Table 1. Our implementa-
tion demonstrates that both realizations of the SPS (SPSNTT and SPSVBB) are efficient and suitable
for applications in practice.
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Algorithm Space Threshold
Sketch time (ms) Rec time (ms) Template size

Average Average (in bits)

SPSNTT
(Z2)

640 80
16.505 33.05 880

SPSVBB 0.09 10.28 971

SPSNTT
(Z4)

640 240
124.24 379.21 2, 640

SPSVBB 2.87 11.92 2, 970

SPSNTT
(Z8)

640 560
651.26 3, 389.00 6, 160

SPSVBB 23.36 45.07 6, 781

Table 2: Experimental results for Sketch and Rec implementations over the parameters n = 640,
b ∈ {2, 4, 8}, and t = (b− 1)n/8. Timings have been averaged over 100 iterations.

6 Related Work

Traditionally, security has been built into the definition of sketch schemes and their security has
been defined via information-theoretic notions [11]. More specifically, the information revealed via
publishing the sketch value of a secret input is required to be bounded for the (average) min-entropy
notion [26]. A relaxation has been made in [12] by switching from min-entropy to Hill-entropy [26],
which mainly says that the distribution of secret inputs given their sketch values have entropy at
least k if that distribution is computationally indistinguishable from a distribution (conditioned on
their sketch values) with entropy at least k with respect to the min-entropy. As explained in detail
in Section 2, we avoid associating entropy-based security notions to sketch schemes and base our
security on the hardness of decisional and computational problems.

Two closely related constructions are the virtual black box (VBB) [13] and the noise tolerant
template (NTT) [20] schemes. They consist of deterministic functions and do not yield a sketch
scheme as defined. Also, their security has not been previously analyzed with respect to reusability.
As we discuss in Section 5, they can be used to realize concrete instantiation of SPS, and that our
generic construction provides a unified understanding of these primitives and their security as secure
sketches.

Early examples of secure sketches mostly rely on error-correcting codes, where the noise tolerance
is measured with respect to Hamming distance or set difference metric, and their error tolerance is
bounded by the error-correcting capacity of the underlying code. Fuzzy commitment [19] and fuzzy
vault [18] schemes are two well-known constructions, and for a more extensive treatment of sketches
and extractors based on error-correcting codes, we refer to [11].

In secure sketches and their extension to fuzzy extractor schemes, adversaries can exploit (distinct
but correlated) sketches of the same client over different servers and gain significant information
about their secret input. This is also known as the reusability attack [6, 29, 4]. Apon et al. [4] show
that reusable fuzzy extractors can be constructed based on learning with errors problem (LWE).
However, [4] can tolerate a sublinear fraction of errors (as opposed to linear). Furthermore, [4]
requires that some universal public domain parameters be used across all service providers which
may not be practical for implementing the scheme in real-life applications. Another reusable fuzzy
extractor is constructed in [7], where the idea is to sample a sufficiently large number of sufficiently
small subsets from noisy data so that samples from a relatively close data pair contain at least one
identical pair that can be verified using digital lockers. Due to the communication and memory cost,
this scheme and its variants are not yet considered to be practical [8, 23]. Another disadvantage of [7]
is its low error tolerance rate k/(n log n), where k is the length of the subsequences. Other reusable
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fuzzy extractors have been proposed based on LWE and discrete logarithm problems [30, 32, 31].
As discussed in this paper, our secure sketch construction can handle a linear fraction of errors
with respect to the Hamming and L1 distances, and satisfy reusability and irreversibility, where
best-known attacks seem to have exponential complexity in the length of input vectors.

7 Concluding Remarks

We have proposed a generic way of constructing secure sketches from groups, called SPS. Our novel
construction operates on integer vectors for L1 distance, thereby extending previously known sketch
constructions on binary vectors with the Hamming distance. We observed that our SPS can be
instantiated using known primitives such as NTT and VBB based on finite field groups and subgroups.

In contrast to most other secure sketches or fuzzy extractors of the literature, SPS tolerates a
linear fraction of errors. As a result, we present a flexible, practical, and secure construction, as the
sketch is proven to be irreversible and reusable under computational and decisional assumptions. A
concrete security analysis of a list of attack strategies on SPS indicates that the complexity of such
attacks is exponential in n. In addition, our running time analysis shows that even with a high-
dimensional vector and a large number of errors, SPS remains fast and practical with an average
time under 50 ms.

It would be interesting to investigate whether SPS can be realized using other cryptographically
interesting groups. It would also be interesting to challenge the security of SPS and find new attack
strategies with improved complexities.
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A Estimating the Size of Balls

We denote the set of integers and real numbers by Z and R, respectively. For positive integers b ≥ 2
and n, we define

Ab = {0, 1, ..., b− 1}, (47)

as the set of integers from 0 to b− 1; and

Anb = {x = (x1, ..., xn) : xi ∈ Ab}, (48)

as the set of length-n vectors over Ab.
In this paper, we will be interested in two different types of distance functions

d : Anb ×Anb → R

18

https://eprint.iacr.org/2023/284
https://libntl.org/


on Anb , namely the generalized Hamming distance HD, and the Manhattan distance L1, which are
defined as follows:

d(x, y) = HD(x, y) = #{i : xi ̸= yi} (49)

d(x, y) = L1(x, y) =

n∑
i=1

|xi − yi|, (50)

where x = (x1, ..., xn) and y = (y1, ..., yn) are in Anb .
Notice that, when b = 2, both HD and L1 yield the regular Hamming distance. For given x ∈ Anb ,

t ∈ R, and a distance function d on Anb , the ball of radius t about its center x with respect to d,
denoted BallAn

b ,d
(x, t), is defined as

BallAn
b ,d

(x, t) = {y ∈ Anb : d(x, y) ≤ t}. (51)

When d = HD, the size of the ball BallAn
b ,HD

(x, t) is independent of its center x, and which leads to
the definition of the volume of a Hamming ball of radius t [16]:

VolAn
b ,HD

(t) =
∣∣BallAn

b ,HD
(x, t)

∣∣ = t∑
k=0

(
n

k

)
(b− 1)k (52)

Some of our security discussions in this paper will rely on estimating
∣∣BallAn

b ,d
(x, t)

∣∣. When
d = HD, this boils down to estimating VolAn

b ,HD
(t) (see (52)). for which we refer to the definition

of the b-ary entropy function Hb(α) (Definition A.1) and to the well-known result Theorem A.1 (a
proof can be found in Section 3.3.1 in [16]).

Definition A.1 (b-ary entropy function). For an integer b ≥ 2 and 0 ≤ α ≤ 1, the b-ary entropy
function is defined as

Hb(α) = α logb(b− 1)− α logb(α)− (1− α) logb(1− α) (53)

Theorem A.1 (Estimating VolAn
b ,HD

(t) =
∣∣BallAn

b ,HD
(x, t)

∣∣). Let b ≥ 2 be an integer and 0 ≤ α ≤
(b− 1)/b. Then, for all x ∈ Anb and sufficiently large n, we have∣∣BallAn

b ,HD
(x, t = α · n)

∣∣ ≤ bHb(α)n, (54)∣∣BallAn
b ,HD

(x, t = α · n)
∣∣ ≥ bHb(α)n−o(n). (55)

Note that for a fixed b ≥ 2 and sufficiently large n, Theorem A.1 yields the estimate∣∣BallAn
b ,HD

(x, t = α · n)
∣∣ ≈ bHb(α)n, (56)

where 0 ≤ α ≤ (b− 1)/b.
We should emphasize that, for general d,

∣∣BallAn
b ,d

(x, t)
∣∣ depends on the center x of the ball, and

so VolAn
b ,HD

(t) may not be generalized for other distance functions. In particular, we are not aware

of analogous estimates for
∣∣BallAn

b ,d
(x, t)

∣∣ for a general distance function d. However, as we show

in Theorem A.2, we can derive explicitly computable upper and lower bounds for
∣∣BallAn

b ,L1
(x, t)

∣∣.
Theorem A.2 builds on Lemma A.1 from [25].

Lemma A.1. [Lemma 1.1 in [25]] Let m, k, b be integers such that 1 ≤ m ≤ k, b ≥ 2. Let ωm,b(k)
be the number of ordered partitions of the integer k into m parts of size between 0 and (b−1). Then,

ωm,b(k) =

k∑
i=0,b,2b,...

(−1)i/b
(
m

i/b

)(
k − i+m− 1

k − i

)
. (57)
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For a better presentation of the proof of Theorem A.2, we define the following sets and prove
some results.

For x ∈ Anb , and positive integers k and m with m ≤ k, define

Sx,b,k = {y ∈ Anb :

n∑
i=1

|yi − xi| = k}, (58)

Ub,k = {z ∈ Zn : 1− b ≤ zi ≤ b− 1,

n∑
i=1

|zi| = k}, (59)

Ub,k,m = {z ∈ Ub,k : |Supp(z)| = m}, (60)

U≥0
b,k,m = {z ∈ Ub,k,m : zi ≥ 0}, (61)

Vb,k,m = {z ∈ Zm : 1 ≤ zi ≤ b− 1,

m∑
i=1

zi = k}, (62)

Wb,k,m = {z ∈ Zm : 0 ≤ zi ≤ b− 2,

m∑
i=1

zi = k −m}, (63)

Lb′,k = {z ∈ Anb′ :
n∑
i=1

zi = k} (64)

Here, the support of a vector z, Supp(z), is defined as the set of indices i, where the components zi
of z are non-zero. That is,

Supp(z) = {i : zi ̸= 0}. (65)

Lemma A.2. Let b ≥ 2 and t be positive integers. Then

∣∣BallAn
b ,L1

(x, t)
∣∣− 1 =

t∑
k=1

|Sx,b,k|

≤
t∑

k=1

|Ub,k|

=

t∑
k=1

k∑
m=1

|Ub,k,m|, (66)

for all x ∈ Anb .

Proof. The proof easily follows by the definitions of the underlying sets, and by observing that the
function

ϕ : Ss,b,k → Ub,k

(y1, ..., yn) 7→ (z1, ..., zn), (67)

where zi = yi − xi, is well-defined and injective. ■

Lemma A.3. Let b ≥ 2, k, m be positive integers with m ≤ k. Then

|Ub,k,m| = 2m
∣∣∣U≥0
b,k,m

∣∣∣ (68)
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Proof. Let ϕ be the function defined as

ϕ : Ub,k,m → U≥0
b,k,m

(z1, ..., zn) 7→ (|z1|, ..., |zn|). (69)

The proof follows because ϕ is an onto function and each element in U≥0
b,k,m has exactly m elements

in its support and hence has exactly 2m preimages under ϕ. ■

Lemma A.4. Let b ≥ 2, k, m, n be positive integers with m ≤ k and m ≤ n. Then∣∣∣U≥0
b,k,m

∣∣∣ ≤ (n
m

)
|Vb,k,m| (70)

Proof. Let ϕ be the function defined as

ϕ : U≥0
b,k,m → Vb,k,m

(z1, ..., zn) 7→ (zi1 , ..., zim), (71)

where {ij : j = 1, ..,m} = Supp(z). The proof follows because ϕ is an onto function and each
element in Vb,k,m has at most

(
n
m

)
preimages under ϕ. ■

Lemma A.5. Let b ≥ 2, k, m be positive integers with m ≤ k. Then

|Vb,k,m| = |Wb,k,m| = ωm,b−1(k −m) (72)

Proof. The function

ϕ : Vb,k,m →Wb,k,m

(z1, ..., zm) 7→ (z1 − 1, ..., zm − 1), (73)

is a bijection and so |Vb,k,m| = |Wb,k,m|. |Wb,k,m| = ωm,b−1(k −m) follows because, by definition,
ωm,b−1(k−m) is the number of ordered partitions of the integer (k−m) into m parts of size between
0 and (b− 2), which is precisely |Wb,k,m|. ■

Lemma A.6. Let b ≥ 2, k, n be positive integers, and b′ = ⌊(b− 1)/2⌋+ 1. Then

|Sx,b,k| ≥ |Lb′,k| = ωn,b′(k), (74)

for all x ∈ Anb .

Proof. Consider the function

ϕ : Lb′,k → Sx,b,k

(z1, ..., zn) 7→ (y1, ..., yn), (75)

where yi = xi − zi if xi > b′ − 1; and yi = xi + zi if xi ≤ b′ − 1. Note that this is a well-defined
function because 0 ≤ yi ≤ b− 1 and

n∑
i=1

|yi − xi| =
n∑
i=1

|zi| = k. (76)

Also note that ϕ is injective, and so |Sx,b,k| ≥ |Lb′,k|. Finally, |Lb′,k| = ωn,b′(k) follows because, by
definition, ωn,b′(k) is the number of ordered partitions of the integer k into n parts of size between
0 and b′ − 1, which is precisely |Lb′,k|. ■
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Theorem A.2 (Estimating
∣∣BallAn

b ,L1
(x, t)

∣∣). Let b ≥ 2 be an integer, b′ = ⌊(b− 1)/2⌋+1, x ∈ Anb ,
and ωm,b(k) defined as in Lemma A.1. We have

∣∣BallAn
b ,L1

(x, t)
∣∣ ≤ 1 +

t∑
k=1

k∑
m=1

2m
(
n

m

)
ωm,b−1(k −m) (77)

and

∣∣BallAn
b ,L1

(x, t)
∣∣ ≥ 1 +

t∑
k=1

ωn,b′(k) (78)

Proof. The upper bound follows from Lemmas A.2-A.5. The lower bound follows from Lemma A.2
and Lemma A.6. ■

Theorem A.3. Let x ∈ Anb and b ≥ 3. Then,∣∣BallAn
b ,L1

(x, t)
∣∣ ≤ 2n+2t−1 (79)

Proof. Using Theorem A.2, Vandermonde’s identity, and the bound on ωm,b−1(k − m) given by
Ott et al. [22], we have

∣∣BallAn
b ,L1

(x, t)
∣∣ ≤ 1 +

t∑
k=1

k∑
m=1

2m
(
n

m

)
ωm,b−1(k −m) (80)

≤
t∑

k=1

2k
k∑

m=1

(
n

m

)(
k − 1

m− 1

)
(81)

≤ 2t
t∑

k=1

(
n+ k − 1

k

)
≤ 2t

t∑
k=1

(
n+ t− 1

k

)
(82)

≤ 2n+2t−1 (83)

and the result follows. ■
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