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Abstract—Proving the security of a Multiparty Computation (MPC) protocol is a difficult task. Under the current simulation-based definition of MPC, a security proof consists of a simulator, which is usually specific to the concrete protocol and requires to be manually constructed, together with a theoretical analysis of the output distribution of the simulator and corrupted parties’ views in the real world. This presents an obstacle in verifying the security of a given MPC protocol. Moreover, an instance of a secure MPC protocol can easily lose its security guarantee due to careless implementation, and such a security issue is hard to detect in practice.

In this work, we propose a general automated framework to verify the perfect security of instances of MPC protocols against the semi-honest adversary. Our framework has perfect soundness: any protocol that is proven secure under our framework is also secure under the simulation-based definition of MPC. We demonstrate the completeness of our framework by showing that for any instance of the well-known BGW protocol, our framework can prove its security for every corrupted party set with polynomial time. Unlike prior work that only focuses on black-box privacy which requires the outputs of corrupted parties to contain no information about the inputs of the honest parties, our framework may potentially be used to prove the security of arbitrary MPC protocols.

We implement our framework as a prototype. The evaluation shows that our prototype automatically proves the perfect semi-honest security of BGW protocols and B2A (binary to arithmetic) conversion protocols in reasonable durations.

Index Terms—MPC protocol, perfect semi-honest security, automated verification, graph transformation

1. Introduction

The design and implementation of cryptographic mechanisms are difficult to get correct. The security proofs are often complicated and error-prone; the bugs hidden in optimized implementations are often hard to catch by code testing or auditing [1]. For instance, there had been a security issue unnoticed for 17 years, in Needham–Schroeder public-key protocol, before Lowe revealed it [2].

For higher assurance, computer-aided verification is adopted to guarantee the security properties with machine-checkable proofs. To analyze security, two different models have been developed: the symbolic model and the computational model.

In the symbolic model [3], cryptographic primitives such as Enc and Dec are treated as black-box functions from which no information is leaked. The symbolic model is a suitable foundation for automated analysis [4]–[6]. Unfortunately, it drops the probabilistic nature due to abstraction, and considers a limited adversary that can only derive according to several inference rules and perform one of several possible actions.

The computational model is closer to the reality than the symbolic model. In the computational model, adversaries are regarded as probabilistic polynomial-time (PPT) algorithms. Generally, reasoning in the computational model requires writing machine-checkable proofs [7]. However, it needs significant efforts and expertise, and often costs time that is measured in person-years [8], [9]. Recent studies [10]–[14] make it possible to automatically reason in the computational model, but they all focus on game-based proofs. In general, simulation-based proofs are more complicated than game-based proofs [1]. A typical example of simulation-based security is multiparty computation (MPC).

Over the last few years, the technique of MPC has drawn a lot of attention from both academia and industry [15], [16]. In MPC, we consider n parties P1, ··· , Pn. Each party Pi provides input xi, receives output y, and jointly computes a function f, where (y1, ··· , yn) = f (x1, ··· , xn). The function f is usually called the “ideal functionality”. In the computation, the parties keep their inputs private; each party Pi must not learn anything about the inputs of the other parties except for what can be deduced from xi and yi.

Loosely speaking, the security of MPC is defined as the existence of an algorithm S called “simulator”, which can simulate the messages received by the corrupted parties given only the corrupted parties’ inputs and outputs. The messages received by the corrupted parties from the honest parties are called the “view”. We require that the simulated view should be indistinguishable from the view in a real execution, which roughly means that they almost obey the same distribution.

Pettai and Laud [17] proposed the first method to prove the security of MPC automatically. They focus on a strong
form of security: black-box privacy. For black-box privacy, the simulator generates the view only given the inputs of corrupted parties. In particular, the simulator is not given the outputs of the corrupted parties. This implies that any black-box private protocol needs to guarantee that the outputs of corrupted parties contain no information about honest parties’ inputs, which is not the case for general MPC.

1.1. Contributions

In this work, we focus on automated verification for secure multiparty computation with perfect semi-honest security. At a high level, the perfect semi-honest security requires there exists an algorithm that can simulate the view of corrupted parties. The automated verification needs to automatically find such an algorithm given an instance of a multiparty computation protocol.

We propose GAuV, an automated verification framework for perfect semi-honest security of instances of MPC protocols. Given a protocol represented as a data-flow graph (circuit), the framework can automatically find an algorithm together with a proof that shows the algorithm is indeed a simulator for the given protocol.

Compared with the prior art of Pettai and Laud [17], we focus on the standard security of MPC rather than black-box privacy, where the latter indicates that the outputs of corrupted parties should contain no information about honest parties’ inputs. Thus, GAuV can potentially apply to general MPC protocols.

In this work, we assume that:

- The number of parties, $n$, is a constant, as in the previous work [17]. This might be inherent because an automated verification needs to check all possible corrupted party sets, which can be exponential in the number of parties.
- The protocol instance is correct, i.e., given the same inputs, its outputs equal the outputs of the ideal functionality $f$, and $f$ is deterministic. This makes us draw out the functional correctness from the task of security analysis. From the community of probabilistic program verification, there have been works [10], [18] aiming to verify this functional correctness.

We prove the perfect soundness of our framework:

**Theorem 1.1** (soundness). Given an acyclic data-flow graph $G$ describing an $n$-party protocol $\pi$ that correctly computes an ideal functionality, if for each corrupted party set $I \subseteq \{1, \cdots, n\}$ of cardinality at most $t$, GAuV returns $t$-secure for $I$, then $\pi$ is $t$-perfect-secure.

This follows from Theorem 5.1.

We prove the completeness of our framework for the well-known BGW protocol:

**Theorem 1.2** (completeness for BGW protocols). Given a data-flow graph $G$ describing an $n$-party BGW protocol, for any corrupted party set $I \subseteq \{1, \cdots, n\}$ of cardinality at most $t$, GAuV can prove the $t$-perfect-security for $I$ in polynomial time, if it is instantiated with operable vintage transformations and a suitable heuristic evaluation function.

This follows from Theorem 6.1.

To show the applicability and practical potential of our theoretical framework, we implement it as a prototype tool 1, and apply our tool to BGW protocols and a B2A (binary to arithmetic) secret sharing conversion protocol. The evaluation shows that our tool can automatically prove the perfect semi-honest security of protocols in reasonable durations. Specifically, it handles protocols with graph sizes containing up to 4,500 edges in less than 1,500 s.


1.2. Our Techniques

Our starting point is the method by Pettai and Laud [17]. They represent an MPC protocol as a circuit and try to search a series of circuit transformations as proof. However, when extending it from black-box privacy to perfect security, we encounter the following difficulties.

1. **How to represent a transformed protocol?**

The difficulty comes from the fact that we want to recompute the values deduced by the corrupted parties from their inputs and outputs, which reverses the computation direction to some extent. During the transformation, it is possible that some value can be computed in two ways, one from the inputs of all parties, and the other from the outputs of corrupted parties. For example, in the initial protocol, the outputs of corrupted parties are clearly given while they can also be computed from the inputs of all parties. Thus, we have to represent the transformed protocol in a way that it can tolerate a value being computed in multiple ways while capturing the correctness of the underlying protocol.

To address this issue, we extend the data-flow graph (circuit) to quasi-data-flow graph (QDFG) by allowing a node to be pointed to by multiple edges, i.e., allowing a variable to be computed by multiple operations (Definition 3.2). We further analyze QDFG from the perspective of the value assignment of the nodes (Definitions 4.1 and 4.2).

In a QDFG, the correctness of MPC can be captured as follows. For each combination of inputs and outputs computed by the ideal functionality $f$, and each assignment of random nodes, there is an assignment of all nodes (Definition 4.3). We point out that, this correctness intuitively guarantees that a QDFG represents a protocol. This correctness should always be preserved during the transformation.

2. **How to transform a QDFG?**

The goal of the transformations is to remove the dependency on the inputs and outputs of honest parties while preserving the values known to the corrupted parties (i.e., the view of corrupted parties). We refer to the final graph as a witness graph. Note that the witness graph can be transformed into an algorithm that consumes the inputs and outputs of corrupted parties and computes the view of corrupted parties.

The challenge is to ensure that the algorithm we find is indeed a simulator of the protocol, i.e., the original graph.
This requires that the graph transformation preserves the distribution of the view of corrupted parties. To address this issue, we introduce the concept of vintage transformation (Definition 4.4). At a high level, a vintage transformation preserves: (1) the correctness, and (2) the distribution of the view of corrupted parties. We assure the second condition by requiring that there exists a $k$-surjection from the set of assignments before the transformation to the set of assignments after the transformation. To see why this is sufficient, observe that the probability of each assignment $\delta$ of the view is a fraction between the sizes of two sets of assignments, i.e., the number of assignments in which the view equals $\delta$, over the number of all assignments. After a transformation, dividing both the denominator and the numerator by the same constant $k$, the fraction is preserved.

### 3. How to find a transformation series?

Regarding QDFGs as states and vintage transformations as transitions, we use a search algorithm to find a transformation series with the aid of a heuristic evaluation function. The task of automated verification is generally hard to be complete and efficient. But by carefully designing the operable vintage transformations and the evaluation function, we can verify BGW protocol instances in polynomial time.

### 1.3. Worked Example

To illustrate how graphs are transformed, we present a worked example of a transformation series as depicted in Figures 1 to 4. Figure 1 shows an instance of BGW protocol which will be detailed in Section 6.1 and Figure 4 shows a witness QDFG.

![Figure 1. A BGW protocol as (quasi-)data-flow graph](image)

In this example, we consider $t = 1$, which means all the polynomials are of degree 1. Here, we have three types of operations: ik$c$ (polynomial interpolation and then evaluation at some point), arithmetic (addition and multiplication), and mt$t$ (message transit between two parties). See Section B.1 for their precise definitions.

The red nodes are bubbles that violate the expectations for a witness graph. Thus, our primary goal of transformation searching is to resolve all bubbles. Since $y$ (the output of corrupted parties) is provided to the simulator, if the in-degree of the node representing $y$ is not zero, we should recognize it as a bubble. Since $x_2$ and $x_3$ (the inputs of honest parties) are unknown to the simulator, they are also bubbles.

The ideal functionality of this instance of BGW protocol is $f(x_1, x_2, x_3) = (x_1 + x_2 + 2x_3, \bot, \bot)$, where $\bot$ means no output. As preparation, there are 3 publicly known distinct numbers $\alpha_1, \alpha_2, \alpha_3$. As shown in Figure 1, the protocol runs as follows.

1. Each party $P_i$ randomly samples a polynomial $q_i(x)$ of degree $t$, computes shares $\beta_{i,j} = q_i(\alpha_j)$, and sends $\beta_{i,j}$ to $P_j$ as $\beta_{i,j}'$.
2. Each party $P_i$ simultaneously computes $x_1 + x_2 + 2x_3$ with its own shares.
3. Each party $P_i$ sends the computed share $\kappa_{1,i}$ to $P_1$, and $P_1$ interpolates a polynomial from the received shares and evaluates at zero to reveal $y$.

![Figure 2. Applying reconstruction production for equivalent rewriting.](image)

In this work, we propose two kinds of operable vintage transformations: equivalent rewriting and tail node elimination.

Equivalent rewriting means reversing the direction of an edge. It is enabled by production. If the left side of the production matches a subgraph of the QDFG, we could substitute the subgraph with the right side of the production. This is what happens in Figure 2 and Figure 3. The provided productions are based on the following two facts:

- a polynomial of degree $t$ can be exactly determined by any $t + 1$ points;
- message transit does not change the value.

See Section B.2 for the definitions of reconstruction production (Definition B.2) and sharing production (Definition B.1).

In addition, note that in Figure 3, the nodes providing randomness are changed. This is because we define zero-in-degree nodes as random nodes.
Tail node elimination means removing a zero-out-degree node of honest parties. Since we always consider acyclic graphs, the value of a zero-out-degree node can be determined by the other nodes, which indicates it is actually redundant. Note that the view consists of the nodes of corrupted parties, which is our goal in a witness graph. Thus, the nodes of corrupted parties cannot be eliminated. Keep eliminating tail nodes as many as possible: from $\kappa_{1,2}$ and $\kappa_{1,3}$, then $e_2$, $e_2'$, $e_3$, $e_3'$, etc. Finally, we can eliminate the nodes representing $x_2$ and $x_3$. Now, in Figure 4, we resolve all bubbles and find a witness graph, where the input and output nodes of corrupted parties all have zero in-degree.

2. Preliminary: Perfect Security of MPC

The secure multiparty computation is modeled as an $n$-ary functionality $f : X_1 \times \cdots \times X_n \rightarrow Y_1 \times \cdots \times Y_n$, which maps the private input of each party to its desired function output. Specifically, the $i$-th party provides the $i$-th input to $f$ and receives the $i$-th output. An adversary is an attacker to the secure multiparty computation protocol.

In this work, we focus on threshold and semi-honest adversaries, who can corrupt at most $t$ parties for a given $t < n$. The semi-honest security requires that parties corrupted by an adversary should still follow the protocol execution. But the adversary may try to learn additional information about honest parties’ inputs from the view of corrupted parties. We consider non-adaptive adversaries who should specify the parties they want to corrupt at the beginning of the computation. For each pair of parties, a secure (private and authentic) synchronous channel is assumed to exist so that they can directly send messages to each other. We follow [19] to define $t$-perfect-security as follows.

**Definition 2.1** $(t$-perfect-security). Let $f : X_1 \times \cdots \times X_n \rightarrow Y_1 \times \cdots \times Y_n$ be a deterministic $n$-ary functionality where $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ are finite sets, and $f_i(x_1, \ldots, x_n)$ denotes the functionality output for the $i$-th party.

Let $\pi$ be an $n$-ary protocol for computing $f$. During an execution of $\pi$ on inputs $\bar{x} = (x_1, \ldots, x_n)$, the view of the $i$-th party is the tuple containing the random tape of the $i$-th party, intermediate computed results and received messages of party $i$ when all parties follow the protocol to execute, denoted as $\text{VIEW}_i(\bar{x})$. For the set of corrupted parties $I = \{i_1, \ldots, i_t\} \subseteq [n] := \{1, \ldots, n\}$, let $f_I(\bar{x})$ denote the subsequence $(f_{i_1}(\bar{x}), \ldots, f_{i_t}(\bar{x}))$. Let $\text{VIEW}^*_I(\bar{x}) := (I, \text{VIEW}^*_I(\bar{x}), \ldots, \text{VIEW}^*_I(\bar{x}))$.

We say that $\pi$ computes $f$ with $t$-perfect-security if there exists a probabilistic polynomial-time (PPT) algorithm, denoted $S$, such that for every $I \subseteq [n]$ of cardinality $|I| \leq t$, and for all $x_1 \in X_1, \ldots, x_n \in X_n$, it holds that

$$\{S(I, \bar{x}_I, f_I(\bar{x}))\}_{\bar{x}_I \in X_1 \times \cdots \times X_n} \equiv \{\text{VIEW}^*_I(\bar{x})\}_{\bar{x} \in X_1 \times \cdots \times X_n},$$

(2.1)

where $\equiv$ means two probability ensembles are identically distributed.

The PPT algorithm $S$ is also known as the simulator and the term simulation-based proof refers to the proof technique by constructing such simulators.

Note that this definition is equivalent to the one that defines the view as received messages only, since the simulator knows $\bar{x}_I$ and could simply follow the corrupted parties’ parts of the protocol to compute the intermediate results. Here we regard the corrupted parties’ intermediate computed results as a part of the view to facilitate automated analysis.

3. Protocols as Quasi-Data-Flow Graphs

At a high level, our verification framework starts with a data-flow graph (DFG) representing the underlying MPC protocol. DFG describes how the values are computed and transmitted. Our idea is to apply a series of graph transformations to gradually remove the dependency on honest parties’ inputs while keeping the distribution of the views of corrupted parties unchanged. If we finally obtain a “witness” graph with no dependency on honest parties’ inputs,
3.1. Data-Flow Graph

A data-flow graph (DFG) is a graphical representation of a program. In cryptographic terms, it can be viewed as a circuit with nodes as gates and edges as wires. Taking the party into account, DFG can represent an MPC protocol.

In classic DFGs [20], nodes denote operations and their results, and arcs denote data dependencies between operations. To enable later analysis, we choose a slightly different but conceptually equivalent design: nodes denote variables and edges denote operations. In other words, both operands and results are nodes, and the operation is an edge linking operand nodes to the result node. Note that operator could be non-unary — each of our edges is actually a hyper-edge, grouping arcs of an operation.

Operators in this paper are formally defined as a partial function as follows. Here we consider the types in the programs as finite sets, which are the value domains of the variables. Let $T$ be the set of all types in our scope.

**Definition 3.1** (operator). An $m$-ary operator $\text{op} : X_1 \times \cdots \times X_m \rightarrow Y$ is a partial function, that can be computed by a deterministic polynomial-time algorithm, where $X_1, \cdots , X_m, Y \in T$.

**Remark 3.1.** We use partial functions to accommodate operators that require inputs to have certain structures. For example, for polynomial interpolations, the operator requires the inputs to lie on a polynomial.

In MPC, there is an elementary operator, “message transit” (mt). mt transfers a variable from one party to another party. With the help of mt, we can always represent a protocol as a DFG so that any edge other than mt only connects nodes within the same party, as shown in Section 1.3. This reflects the practical requirement that computations are carried out by individual parties. If an operation involves different parties, mt can be used to link inter-party nodes by introducing intermediary nodes at the executing party, e.g., $\beta_{2,1}$ and $\beta_{2,1}$ in Figure 1. In this way, we can always convert such an edge into an edge only connecting nodes at the same party and several mt edges. In high-level words, we explicitly separate computation and communication when representing an MPC protocol as a DFG. This will benefit the convenience of recognizing views: in DFG, a party’s view is the values of the nodes at that party.

In our context, the in-degree of a node in a DFG means the number of hyper-edges pointing to that node rather than the number of arcs. In a proper DFG, each node with a non-zero in-degree results from a single operation, i.e., its in-degree should be exactly one. This guarantees DFG’s consistency, allowing unique determination of all node values in a topological order based on zero-in-degree nodes.

In such DFGs, input nodes representing protocol inputs and random nodes representing random values\(^2\) are both of zero in-degree. Thus as per the nature of the DFG, values of all the other nodes, including output nodes representing protocol outputs and other intermediate nodes representing intermediate variables produced during the protocol execution, can be uniquely computed in a topological order given values of inputs and random nodes.

3.2. Quasi-Data-Flow Graph

DFG is not sufficient for automated verification based on graph transformations, because:

1) in the beginning, the outputs of corrupted parties are given to the simulator, which means that the output nodes of the DFG are also provided with initial values;
2) after some transformations, it is possible that a node violates the consistency requirement for DFG, becoming the destination of multiple hyper-edges.

To address this issue, we introduce the quasi-data-flow graph (QDFG), which retains all vanilla DFG properties except consistency. All DFGs are inherently QDFGs.

**Definition 3.2** (quasi-data-flow graph, QDFG). A positive integer $n$ denotes the number of parties. An $n$-party quasi-data-flow graph $G$ is defined as $(V, V^\text{const}, E, \rho)$.

- $V$ is the set of nodes, among which const nodes, denoted $V^\text{const} \subseteq V$, referring to nodes corresponding to the original inputs and outputs.
- $E$ is the set of hyper-edges, where each $e \in E$ is a tuple $(\text{op}^e, (\text{src}_1^e, \ldots, \text{src}_m^e), (\text{dst}^e))$ representing the operation of $e$, among which the operator $\text{op}^e$ takes $m_e$ operands; and for convenience we also use $\text{src}^e$ to denote the tuple $(\text{src}_1^e, \ldots, \text{src}_m^e)$.
- $\Gamma : V \rightarrow T$ is a typing context, which maps a node to its value domain;
- $\rho : V \rightarrow \{n\}$ is a label mapping such that $\rho(v)$ is the party to which $v \in V$ belongs.

Let us make it clearer about so-called const nodes. In the simulation-based proof technique, correctness and security are defined over any possible inputs and corresponding outputs computed by the ideal functionality. Thus in terms of QDFG, we should analyze correctness and security given any predetermined set of proper values of input and output nodes. That is why we call them const nodes.

**Remark 3.2.** When referring to a certain component of QDFG $G$, we may use $G$ as the subscript of this component to avoid ambiguity. For example, we use $V^{\text{const}}_G$ to denote the const nodes of the QDFG $G$.

\(^2\) A non-trivial cryptographic protocol should contain some randomness, and we use random nodes to represent random values sampled from random tapes in the execution of the protocol.
When there is a need to further restrict nodes to belong to some parties, we add the party set as a left superscript onto the notation. For example, \( V^\text{const}_G \leq V^\text{rand}_G \) denotes the subset of \( G \)'s const nodes located at a party set \( I \).

The concepts of in-degree, out-degree, and acyclicity in DFGs are extended onto QDFGs as follows.

**Definition 3.3** (in-degree and out-degree). Given a QDFG \( G \) and a node \( u \in V_G \):
- the in-degree of \( u \) is \( \text{deg}_G(u) := \{ e \mid u = \text{dst}_e \} \);
- the out-degree of \( u \) is \( \text{deg}_G(u) := \{ e \mid u = \text{src}_e \} \).

**Definition 3.4** (acyclicity). We say that a QDFG \( G \) is acyclic, if there is NO node sequence \( v_1, \ldots, v_l \) in \( G \) such that:
- for each \( 1 \leq i < l \), there exists \( e \in E_G \), \( v_i \in \text{src}_e \) and \( v_{i+1} = \text{dst}_e \); and
- there exists \( e \in E_G \) s.t. \( v_1 \in \text{src}_e \) and \( v_l = \text{dst}_e \).

Let us focus on the zero-in-degree nodes. In the QDFG of the original protocol, the zero-in-degree nodes represent the variables that are not intermediate computed results, whose values should either come from the inputs or the random tapes. When analyzing simulation-based security, the ideal functionality can also provide the outputs. Thus, in a QDFG, we recognize the non-const zero-in-degree nodes as random nodes.

**Definition 3.5** (random node). Given a QDFG \( G \), the set of its random nodes is \( V^\text{rand}_G := \{ u \mid \text{deg}_G(u) = 0 \} \backslash V^\text{const}_G \).

4. Transformation of QDFG

This section establishes the theoretical foundation for transforming QDFG to prove perfect security in semi-honest MPC protocols using simulation-based proof and QDFG transformations. We demonstrate that an algorithm generating the view of corrupted parties in a transformed QDFG can also replicate this view in the original QDFG. The verification process involves a series of transformations to construct a “witness” QDFG representing a simulator.

We will introduce key definitions (Section 4.1), propose the “vintage transformation” concept (Section 4.2), prove our Main Theorem for framework soundness (Section 4.3), and present two specific vintage transformation classes (Sections 4.4.1 and 4.4.2).

4.1. Preparative Concepts

Since the simulator will receive inputs and outputs of corrupted parties, even in the initial QDFG corresponding to the original MPC protocol, we can consider the values of the corrupted parties’ input and output nodes as given values. To formally describe this, we define the notion of (partial) assignment of nodes in QDFG as follows.

**Definition 4.1** (assignment). Given a node set \( V \), an assignment on \( V \) is a function that maps each node \( v \in V \) to a value in \( \Gamma(v) \).

In QDFGs, a proper set of node values must meet the operators’ semantics implied by their connecting hyper-edges. Generally, given any assignment on a subset of nodes in a QDFG, a complementary assignment on the other nodes such that the semantics of all edges are satisfied may not exist. However, given an assignment on const (input and output) nodes that align the outputs computed by the ideal functionality from the inputs, a QDFG representing an MPC protocol should allow a proper assignment on the whole graph. This leads to importing MPC “correctness” into the QDFG context.

The correctness of an MPC protocol is defined over all possible inputs and corresponding outputs calculated by the ideal functionality. The correctness says that, given any valid inputs, the outputs produced by a protocol are aligned with the outputs produced by the ideal functionality.

To formally define the correctness of QDFG, we first present the definition of total assignment, which is intuitively an assignment on all nodes, obeying the semantic requirements of all edges, based on a valid set of const node values.

**Definition 4.2** (total assignment). Given a QDFG \( G \) and an assignment \( \gamma \) on \( V^\text{const}_G \), we say that an assignment \( \alpha \) on \( V^\text{const}_G \) is a total assignment of \( G \) w.r.t. \( \gamma \), if:
- for every \( e \in E_G \), \( \alpha(\text{src}_e) \in \text{dom}(\alpha e) \) and \( \alpha(\text{dst}_e) = \alpha e(\alpha(\text{src}_e)) \); and
- \( \alpha|_{V^\text{const}_G} = \gamma \).

We use \( \text{TAS}_G^\gamma \) to denote the set of all total assignments of \( G \) w.r.t. \( \gamma \).

For an MPC protocol of a deterministic ideal functionality, correctness means that for each input, the output produced by the execution of the protocol is exactly the same as the output calculated by the ideal functionality. In terms of QDFG, we adapt this definition of correctness by capturing the execution of the protocol with a total assignment that takes the inputs and outputs (i.e., an assignment on const nodes) as parameters.

**Definition 4.3** (correctness of QDFG). Given a QDFG \( G \), we say that \( G \) is correct w.r.t. assignment \( \gamma \) on \( V^\text{const}_G \), if for all assignment \( \alpha \) on \( V^\text{rand}_G \), there exists a total assignment \( \beta \) of \( G \) w.r.t. \( \gamma \) s.t. \( \beta|_{V^\text{rand}_G} = \alpha \).

Since we consider an acyclic QDFG \( G \), given an assignment on \( V^\text{rand}_G \) and \( V^\text{const}_G \), the assignment on all the other nodes can be calculated in topological order, which immediately indicates the uniqueness of the total assignment.

**Fact 4.1** (uniqueness implied by correctness). If an acyclic QDFG \( G \) is correct w.r.t. assignment \( \gamma \) on \( V^\text{const}_G \), for each assignment \( \alpha \) on \( V^\text{rand}_G \), there exists only one total assignment \( \beta \) of \( G \) s.t. \( \beta|_{V^\text{rand}_G} = \alpha \) and \( \beta|_{V^\text{const}_G} = \gamma \).

This uniqueness provides a mechanized way to compute the number of total assignments, indicating the following fact.
Fact 4.2 (amount of total assignments). Let $G$ be an acyclic QDFG that is correct w.r.t. assignment $\gamma$ on $V_G^{\text{const}}$, then 
$|TAS^\gamma_G| = \prod_{r \in V_G^{\text{rand}}} |\Gamma(r)|$.

4.2. Vintage Transformation

Now that we have defined assignments and correctness, we can discuss the graph transformation. Each transformation should preserve the distribution of the view of corrupted parties as well as the correctness.

We assure the distribution preservation by requiring that there exists a $k$-surjection from the set of total assignments before the transformation to the set of total assignments after the transformation. This is sufficient because we observe that the probability of each assignment $\delta$ of the view of corrupted parties is a fraction between two amounts of assignments, i.e., the number of total assignments where the view of corrupted parties equals $\delta$, over the number of all total assignments. If the denominator and numerator are divided by the same constant $k$ after a transformation, the fraction remains equal.

To characterize all requirements for a graph transformation, we propose the vintage transformation. To be mentioned, when verifying the security, the corrupted party set $I$ should always be taken into account, so our vintage transformation is defined on a fixed set $I \subseteq [n]$.

Definition 4.4 (vintage transformation). Given a positive integer $n$ denoting the number of parties with a fixed corrupted party set $I \subseteq [n]$, let $G$ and $H$ be two acyclic $n$-party QDFGs. We say that the transformation from $G$ to $H$ is a vintage transformation w.r.t. $I$, denoted by $G \xrightarrow{I} H$, if there exists an injection $h_v : V_H \rightarrow V_G$, so that the following conditions are satisfied for every assignment $\gamma$ on $V_G^{\text{const}}$ s.t. $G$ is correct w.r.t. $\gamma$:

(i) all nodes of $G$ belonging to corrupted parties fall in the range of $h_v$, i.e., $\text{range}(h_v) \subseteq \text{range}(h_v)$;
(ii) $h_v$ preserves the typing context, i.e., $\Gamma_H = \Gamma_G \circ h_v$;
(iii) $h_v$ preserves the party label, i.e., $\rho_H = \rho_G \circ h_v$;
(iv) each const node of $H$ is mapped onto a const node of $G$ via $h_v$, i.e., $h_v(V_H^{\text{const}}) \subseteq V_G^{\text{const}}$;
(v) $\psi : TAS^\gamma_G \rightarrow TAS^\gamma_H$
\[ \alpha \mapsto \alpha \circ h_v \]

is a $k$-surjection, i.e., there is a positive integer $k$ s.t. for each $\beta \in TAS^\gamma_H$, $|\psi^{-1}(\beta)| = k$;
(vi) $H$ is correct w.r.t. $\gamma \circ h_v$.

Intuitively, we can recognize each pair of nodes mapped by $h_v$ as the same node. The requirement “$h_v$ is an injection from $V_H$ to $V_G$” means the nodes cannot be inserted or merged, but only be removed during vintage transformation.

Now we explain the intuitive necessity of conditions (i-vi).
(i): The aim of transformation is to build a simulator that produces the view of corrupted parties, which are all nodes of corrupted parties in the initial DFG. Thus, those nodes should not be removed during vintage transformation. (ii-iv):

These three conditions mean that $h_v$ preserves the type of a node, to which party a node belongs, and whether a node is const. We need these two conditions because we wish to recognize each pair of nodes mapped by $h_v$ as the same node. (v): As explained before. (vi): With the premise that the initial QDFG (actually a DFG) is correct, the correctness should be preserved during vintage transformations. The corollary of this correctness, Fact 4.2, will be used later to prove the perfect security in Theorem 4.1.

4.3. Main Theorem for Soundness

Now, we are going to prove the main theorem of this paper, which ensures the soundness of our framework.

The target of our graph transformation is a witness QDFG representing a simulator of the MPC protocol, where the set of zero-in-degree nodes exactly contains random nodes, input nodes, and output nodes of corrupted parties. The input and output nodes of corrupted parties would be inputs of the simulator, and the random nodes would provide randomness for the simulator (a.k.a. the random tapes in the simulator). All input and output nodes of honest parties would have been removed, and all non-zero-in-degree nodes can be computed in topological order, describing a simulator of the witness QDFG. The simulator would be able to produce an assignment of the nodes of the corrupted parties, i.e., the messages received by the corrupted parties.

To better describe how far away a QDFG is from the final witness, some nodes are worth special concerns, called bubbles, which can guide searching transformations by setting the goal of resolving (removing) all bubbles. Bubbles contain the nodes that violate the expectations above for a witness QDFG. Thus, when all bubbles are resolved, we have found a witness QDFG and the search could terminate.

Definition 4.5 (bubble). Given an $n$-party QDFG $G$ with a corrupted party set $I \subseteq [n]$, the bubbles of a QDFG $G$ is a subset of $V_G$, denoted $B_G(I)$, which consists of the following two types of nodes:

(i) the input and output nodes of honest parties, i.e., $[n] \setminus V_G^{\text{const}}$;
(ii) the input and output nodes of corrupted parties whose in-degree is not 0, i.e.,
\[ \{ u \in V_G | \deg^{-}(u) = 0 \} \]

As Definition 4.5 has provided the rigorous condition for the expected termination, we can now prove our main theorem, indicating the soundness of our verification algorithm.

Theorem 4.1 (soundness). Let $G_0$ be an $n$-party acyclic QDFG, which describes a protocol $\pi$ that computes an ideal functionality $f$. The correctness of $\pi$ is premised, that is, for each assignment $\gamma$ on $V_G^{\text{const}}$ s.t. $f(\gamma(V_G^{\text{in}})) = \gamma(V_G^{\text{out}})$, $G_0$ is correct w.r.t. $\gamma$, where $V_G^{\text{in}}$ denotes the tuple consisting of the nodes in $V_G^{\text{in}}$, and $V_G^{\text{out}}$ denotes the tuple consisting of the nodes in $V_G^{\text{out}}$.
Consider arbitrary \( i \) and assignment \( \gamma \) on \( V_{G_0}^{\text{const}} \) s.t. 
\[
f(\gamma(V_{G_0}^{\text{in}})) = \gamma(V_{G_0}^{\text{out}}).
\]
To prove the equality between two discrete distribution of random variables \( X_{i-1} \) and \( X_i \), we can enumerate all their values. A value of \( X_{i-1} \) is an assignment on \( V_{G_{i-1}} \), while a value of \( X_i \) is an assignment on \( V_{G_i} \). By condition (i) and (iii) of vintage transformation \( G_{i-1} \overset{\iota}{\rightarrow} G_i \), and \( \Pr [X_{i-1} = \delta] \). 

Recall that the probability of the random variable is the fraction between two amounts of total assignments. This turns equation (4.1) to (4.2), and (4.3) to (4.4). Equation (4.2) is deduced by the condition (v) of vintage transformation \( G_{i-1} \overset{\iota}{\rightarrow} G_i \), which divides both the denominator and numerator by the same constant \( k \). 

\[
\Pr [X_i = \delta \circ h_v^i] = \Pr [X_i = \delta\circ h_v^i].
\]
consists of two injective functions \( f \) and \( g \).

Definition 4.7 (QDFG morphism). Given two QDFGs \( G_1 \) and \( G_2 \), a QDFG morphism \( f : G_1 \to G_2 \), \( f = (f_v, f_e) \) consists of two injective functions \( f_v : V_{G_1} \to V_{G_2} \) and \( f_e : E_{G_1} \to E_{G_2} \) preserving the structure of QDFG.

4.4. Operable Vintage Transformation

In this subsection, we construct two classes of operable vintage transformation which will be used in the automated verification algorithm. More operable vintage transformations could be constructed, but these two are sufficient for BGW protocols. For each class of operable vintage transformation, we will first give its intuition and definition, and then show that it is indeed a vintage transformation.

4.4.1. Equivalent Rewriting. Recall that when a simulator accepts the inputs and outputs of corrupted parties and produces some intermediate results, the direction of computation needs to be somehow changed. In terms of QDFG, we need to “reverse” the direction of some edges from output nodes, without modifying the overall requirements of the edge set.

Here we give an example to make this intuition clearer. Considering an equation with three variables \( c = a + b \), we can transform it into another equivalent \( a = c - b \). In terms of QDFG, we transform a three-node and one-edge QDFG where node \( c \) is the destination, into another QDFG where node \( a \) is the destination.

To formalize and generalize this idea, inspired by the graph rewriting system [21], we propose a production-based method. A production is a rewriting rule specifying a subgraph substitution that can be performed to generate new graphs. We give the formal definition of equivalent production as follows, which intuitively means that in any graph, \( L \) can be substituted with \( R \), while the semantic requirements of edges remain.

Definition 4.6 (equivalent production). We say that a QDFG pair \( p = (L, R) \) is an equivalent production, if

1. \( V_L = V_R \), \( V_{L\text{\ const}} = V_{R\text{\ const}} \), and \( \rho_L = \rho_R \); and
2. for any assignment \( \gamma \) on \( V_{L\text{\ const}} = V_{R\text{\ const}} \), \( \text{TAS}^\gamma_L = \text{TAS}^\gamma_R \).

Remark 4.1. Note that the only component of \( R \) which may differ from that of \( L \) is the edge set.

The substitution can be performed on \( G \) when \( L \) matches a subgraph of \( G \). To rigorously describe what a match is, we borrow the concept of morphism into the context of QDFG as QDFG morphism, which is a function preserves the structure of QDFG.

Definition 4.7 (QDFG morphism). Given two QDFGs \( G_1 \) and \( G_2 \), a QDFG morphism \( f : G_1 \to G_2 \), \( f = (f_v, f_e) \) consists of two injective functions \( f_v : V_{G_1} \to V_{G_2} \) and \( f_e : E_{G_1} \to E_{G_2} \) preserving the structure of QDFG. To be precise, \( f_v \) and \( f_e \).

(i) preserve the source and destination structure of hyperedges, i.e., for any \( e \in E_{G_1} \),

- \( \text{dst} f_v(e) = f_v(\text{dst} e) \),
- \( |\text{src} e| = |\text{src} f_e(e)| \), and
- for each \( \text{src} e \in \text{src} e \), \( \text{src} e f_e(e) = f_e(\text{src} e) \).

(ii) preserve operations\(^3\), i.e., for any \( e \in E_{G_1} \), the operation \( \text{op} f_e(e) = \text{op} e \).

(iii) preserve whether a node is const, i.e., for any \( v \in V_{G_1} \), \( [v \in V_{G_1}] = [f_v(v) \in V_{G_2}] \), and

(iv) preserve party label, i.e., for any \( v \in V_{G_1} \), \( \rho_{G_2}(f_v(v)) = \rho_{G_1}(v) \).

Now we are ready to define the equivalent rewriting: when the pattern \( L \) matches a subgraph of \( G \), we can substitute that subgraph with \( R \). To keep the correctness, we further check two conditions after the substitution.

Definition 4.8 (equivalent rewriting). Given an equivalent production \( p = (L, R) \), a QDFG \( G \), and a QDFG morphism \( f : L \to G \) called the match, we can apply the equivalent production \( p \) to construct a QDFG \( H := (V_H, V_{H\text{\ const}}, E_H, \rho_H) \), where

\[
E_H := (E_G \setminus f_v(E_L)) \cup \{(\text{op} e, f_e(\text{src} e_1), \ldots, f_e(\text{src} e_m)), f_e(\text{dst} e) | e \in E_R \}.
\]

We say \( H \) is constructed from \( G \) by equivalent rewriting with equivalent production \( p \) on match morphism \( m \), if

- both \( G \) and \( H \) are acyclic; and
- for any \( t \in T \), the number of random nodes of type \( t \) is preserved, i.e.,

\[
|\sum_{r \in V_{H\text{\ rand}}} \Gamma_H(r) = t| = |\sum_{r \in V_{G\text{\ rand}}} \Gamma_G(r) = t|.
\]

To better understand equivalent rewriting, we point out that it is naturally symmetric, which means that we can also substitute \( R \) with \( L \) to generate \( H \).

Fact 4.3 (symmetry). Given an equivalent production \( p = (L, R) \), a QDFG \( G \), a QDFG morphism \( f \), and a QDFG \( H \) constructed from \( G \) by equivalent rewriting with equivalent production \( p \) on match \( f \), there exists \( g : R \to H \) (where \( g_v = f_v \) s.t. \( G \) is constructed from \( H \) by equivalent rewriting with equivalent production \( p' = (R, L) \) on match \( g \). In other words,

\[
E_G = (E_H \setminus g_v(E_R)) \cup f_v(E_L), \quad \text{and}
\]

\[
E_H = (E_G \setminus f_v(E_L)) \cup g_v(E_R).
\]

Observing this symmetry, with the help of the two symmetric morphisms \( f \) and \( g \), we can build a bijection between the total assignments of \( G \) and \( H \) from the bijection between the total assignment of \( L \) and \( R \). This means that the semantic requirements of \( E_G \) and \( E_H \) are the same, and that the equivalent rewriting is indeed a vintage transformation.

Theorem 4.2. Given the number of parties \( n \) and a corrupted party set \( I \subseteq [n] \), considering an equivalent production \( p \), a QDFG \( G \), a QDFG morphism \( f \), and a QDFG \( H \).
constructed from $G$ by equivalent rewriting with equivalent production $p$ on match $f$, the equivalent rewriting is a vintage transformation w.r.t. $I$.

The full proof is given in Appendix A.1.

4.4.2. Tail Node Elimination. The correctness of QDFG guarantees that we can choose an arbitrary topological order to compute a total assignment. Considering a zero-out-degree node at honest parties, there is a topological order where the node is placed at the tail. If we compute a total assignment along this topological order, we can simply ignore this tail node, keeping the computation of the other nodes unaffected. To formalize this idea, we define the tail node elimination and state that it is a vintage transformation as follows, with Figure 4 as an example.

Definition 4.9 (tail node elimination). Given a QDFG $G$ and a node $u \in V_G$ s.t. $\deg_G(u) = 0$, we can construct a QDFG $H$ by eliminating $u$ and in-edges of $u$ from $G$, i.e., $H := (V_G \setminus \{u\}, V^\text{cons}_{G} \setminus \{u\}, \{e \in E_G | \text{dist}_e \neq u\}, \rho_G|_{V_G \setminus \{u\}})$.

We say that $H$ is constructed from $G$ by tail node elimination of node $u$.

Theorem 4.3. Given the number of parties $n$ and a corrupted party set $I \subseteq [n]$, considering a QDFG $G$, a node $u \in V_G \setminus V_G$, and a QDFG $H$ constructed from $G$ by tail node elimination of node $u$, the tail node elimination is a vintage transformation w.r.t. $I$.

The proof is given in Appendix A.2.

5. Automated Verification Algorithm

Based on Theorem 4.1, the problem of proving the perfect security can be reduced to looking for a series of vintage transformations. This makes it possible to design an automated verification algorithm.

Recall that a bubble consists of nodes violating the expectations, the goal of our algorithm is to resolve all bubbles by a series of vintage transformations. This goal can be considered as a search problem: the QDFGs are states, and vintage transformations between QDFGs are transitions. From this perspective, we can design a search algorithm guided by a heuristic evaluation function.

Algorithm 1 shows the details. Given an $n$-party QDFG $G_0$ representing a correct MPC protocol, a corrupted party set $I \subseteq [n]$ of cardinality at most $t$, and a heuristic evaluation function $\Phi$, the algorithm can tell whether the protocol is $t$-perfectly-secure for $I$ or it does not know if the protocol is secure. To fully prove the $t$-perfect-security of a protocol, we need to enumerate all possible corrupted party $I \subseteq [n]$ of cardinality at most $t$ to call this algorithm. Let $\Delta$ be the states (QDFGs) to visit (line 2), and, let $\Delta_{\text{visited}}$ be the states (QDFGs) visited (line 3). In each step of the search loop (line 4-17), we choose the most promising state $G$ in $\Delta$, i.e., the state that is minimum evaluated by $\Phi$ (line 5).

We try all possible vintage transformations on it to discover more states to visit (line 11-16). Line 9-10 are necessary to prove the $t$-perfect-security of $\Delta$ and $\Delta_{\text{visited}}$. If $G$ is a witness QDFG, we know that there is a simulator for $I$ and the searching can stop (line 6-8). If the searching is exhausted and has never been stopped by a witness, we report UNSAFE – we are unsure if the protocol is secure for $I$ (line 18).

Generally, the time complexity of this searching algorithm is exponential. However, by smartly and precisely evaluate how promising a state (QDFG) is, it is possible to prove a class of protocols in polynomial time, as we will show in Section 6.1.

If the algorithm returns SECURE for $I$, we have found a witness graph and a vintage transformation series starting at $G_0$ and ending at the witness graph, which can be proved by induction on the number of iterations of the while-loop. Thus, Theorem 4.1 ensures the soundness of Algorithm 1.

Theorem 5.1 (soundness of the algorithm). Let $G_0$ be an $n$-party acyclic QDFG, which describes a protocol $\pi$ that correctly computes an ideal functionality.

If for each corrupted party set $I \subseteq [n]$ of cardinality at most $t$, Algorithm 1 returns $t$-SECURE FOR $I$, then $\pi$ is $t$-perfectly-secure.

6. Applications of Our Framework

In this section, we will demonstrate how to apply our verification framework, GAuV, to two types of protocols: the BGW protocol [22], which is a classic representative to compute any functionality consisting of addition and multiplication with perfect security, and the B2A (binary domain to arithmetic domain) sharing conversion protocol via daBit [23], which is a typical ingredient in the protocols computed in several different domains.

For each case, we will first show how the protocol runs. Then, we will illustrate how to verify its perfect security by vintage transformations. To utilize equivalent rewriting, an

---

Algorithm 1 Automated verification algorithm

1: procedure TRYPROVING($G_0$: $n$-party QDFG, $I \subseteq [n]$): corrupted party set, $\Phi$: heuristic evaluation function)
2: $\Delta \leftarrow \{G_0\}$
3: $\Delta_{\text{visited}} \leftarrow \emptyset$
4: while $\Delta \neq \emptyset$ do
5: $G \leftarrow \text{arg min}_{\Delta} \Phi$
6: if $tE_G = \emptyset$ then
7: return SECURE FOR $I$ \(

---
equivalent production set \( \mathcal{P} \) is needed. We will show how to mechanize the intuitive insight of the protocol security into equivalent productions.

Finally, we will further discuss the generalization of our framework beyond these two applications in Section 6.3.

6.1. The BGW Protocol

6.1.1. Protocol Design. Now we briefly introduce the BGW protocol [24]. For simpler presentation, let us assume here the input of each party \( P_i \) is only one number \( x_i \). The ideal functionality \( f \) can be described by an arithmetic circuit \( C \), consisting of three types of gates: addition, multiplication, and multiplication-by-a-constant. Let \( \mathbb{F} \) be a finite field of size greater than \( n \), which accommodates all computations.

**Shamir secret sharing.** Shamir secret sharing scheme is a basic tool in the BGW protocol. A secret sharing scheme takes a secret number \( s \) and produces \( n \) shares, with the property that it is possible to reconstruct \( s \) from all shares, but any \( t \) shares reveal nothing about \( s \). Shamir’s secret sharing scheme works as follows. For sharing, a polynomial \( q(x) \) of degree \( t \) is randomly selected such that its constant term is \( s \). The shares are defined as \( q(\alpha_i) \) for every \( i \in [n] \), where \( \alpha_1, \cdots, \alpha_n \) are \( n \) distinct non-zero predetermined values. For reconstructing, the \( n \) shares are collected to interpolate the polynomial \( q(x) = \sum_{j=0}^{t} \ell_j(\alpha_1, \cdots, \alpha_n)q(\alpha_j) \), where \( \ell_j(\alpha_1, \cdots, \alpha_n) = \prod_{1 \leq j \leq n, j \neq i}^{t} \frac{\alpha_i - \alpha_j}{\alpha_i - \alpha_j} \) is the Lagrange interpolating base. Then, the secret \( s \) can be computed as \( q(0) \). In the following text, we use \([s]\) to denote a polynomial \( q \) where \( q(0) = s \), and \([s]^{[i]}, \cdots, [s]^{[m]}\) to denote the shares \( q(\alpha_1), \cdots, q(\alpha_n) \).

**Phases.** The BGW protocol works by having the parties simultaneously emulate the circuit upon Shamir shares rather than the private secrets. The protocol has three phases:

1) **Input sharing stage:** Each party \( P_i \) randomly generates a Shamir sharing \([x_i]^*[\cdot]\) and sends \([x_i]^*[\cdot]\) to \( P_j \).

2) **Circuit emulation stage:** The parties jointly emulate the circuit gate by gate in topological order. Each gate has one or two input wires and an output wire.

   - **Addition gate:** Let \([x]^*[\cdot]\) and \([y]^*[\cdot]\) be the shares of input wires held by party \( P_i \). \( P_i \) defines its share of the output wire to be \([z]^*[\cdot] = [x]^*[\cdot] + [y]^*[\cdot]\).

   - **Multiplication-by-a-constant gate with a constant \( c \):** Let \([x]^*[\cdot]\) be the shares of input wires held by party \( P_i \). \( P_i \) defines its share of the output wire to be \([z]^*[\cdot] = c \cdot [x]^*[\cdot]\).

   - **Multiplication gate:** Let \([x]^*[\cdot]\) and \([y]^*[\cdot]\) be the shares of input wires held by party \( P_i \). \( P_i \) computes \(([z]')^*[\cdot] = [x]^*[\cdot] \cdot [y]^*[\cdot]\), where \([z]'\) can be seen as a degree-\(2t\) polynomial which is a multiplication of two degree-\(t\) polynomial \([x]\) and \([y]\).

   To reduce the degree of \([z]'\) from \(2t\) to \(t\), \( P_i \) randomly generates a Shamir sharing \(\{([z]')^*[\cdot]\}\) and sends \(\{([z]')^*[\cdot]\}\) to party \( P_j \), as in the input sharing stage. Upon receiving \(\{([z]')^*[\cdot]\}\), \( P_j \) defines its share of the output wire to be \([z]^*[\cdot] = \sum_{j=1}^{n}([z]')^*[\cdot] \ell_j(\alpha_1, \cdots, \alpha_j-1, \alpha_j+1, \cdots, \alpha_n)\).

3) **Output reconstruction stage:** Each \( P_i \) sends \( P_k \) the share \([y_k]^*[\cdot]\) for the output wire \( e_k \) of party \( P_k \). Upon receiving all shares \([y_1]^*[\cdot], \cdots, [y_k]^*[\cdot]\), \( P_k \) reconstructs the whole Shamir sharing \([y_k]^*[\cdot]\) and outputs \( y_k \).

6.1.2. Automated Verification. We first give an intuition of the key to the security of BGW protocols, and then we describe how to mechanize the intuitive insight to provide equivalent productions for GAuV.

Let us analyze how to simulate the views of the corrupted parties, which consists of two parts:

1) the corrupted parties’ shares sent from the honest parties at the input sharing stage and the multiplication gates of the circuit emulation stage, and

2) the honest parties’ shares sent from the honest parties at the output reconstruction stage.

These two parts of the views of the corrupted parties can be simulated essentially due to the properties of Shamir secret sharing scheme, respectively:

1) any at most \(t\) shares can be seen as uniformly random, which indicates that the first part can be regarded as uniformly random;

2) the whole secret sharing can be reconstructed from the secret and any \(t\) shares, which indicates that the second part needs to consider the information provided by the corrupted parties’ outputs.

The two properties above can be mechanized as two kinds of equivalent productions (see Section B.2 for formal definitions):

1) **sharing production** (see Figure 3): the subgraph that describes a sharing generation procedure can be rewritten as determining the Shamir sharing by the secret and \(t\) shares, including the corrupted parties’ shares. After rewriting by this production, due to the demand of \(t\) random nodes for generating a secret sharing and the randomness amount preservation condition (Definition 4.8), the chosen \(t\) shares will become random nodes.

2) **reconstruction production** (see Figure 2): the subgraph that describes a secret reconstruction procedure can be rewritten as determining the Shamir sharing by the secret and \(t\) shares, including the corrupted parties’ shares.

With the help of the two kinds of equivalent productions above, we can automatically verify the security of all BGW protocols for any functionality. Also, using a well-designed heuristic evaluation function, the search of Algorithm 1 degenerates into a greedy procedure: in each iteration, we go to the next state from the current state through the best vintage transformation until a witness graph is found. Also, the upper bound of the heuristic evaluation function is polynomial size, which indicates the completeness in polynomial time, as formalized in the following theorem.

**Theorem 6.1** (completeness for BGW protocols). Let \( QDFG \) be an \(n\)-party BGW protocol as constructed in Figure 7. Consider vintage transformations containing
equivalent rewriting of equivalent production set $\mathcal{P}$ and tail node elimination. For any corrupted party set $I \subseteq [n]$ of cardinality at most $t$, there exists a heuristic evaluation function so that Algorithm 1 can prove the $t$-perfect-security for $I$ in polynomial time.

Theorem 6.1 is a direct corollary of Theorem B.2, whose full proof will be present in Appendix B.

6.2. B2A Conversion via daBit

6.2.1. Protocol Design. This protocol computes an ideal functionality that accepts a secret sharing $[b]_2$ and outputs $[b]_M$. Here, we also consider Shamir secret sharing as the underlying secret sharing scheme, which has been introduced in Section 6.1.1. $[b]_2$ is a Shamir sharing in an extension field of $\mathbb{Z}_2$, and $[b]_M$ is a sharing in a field $\mathbb{Z}_M$, where the sizes of these two fields are both larger than $n$.

The high-level idea of this protocol is as follows. Let $P_1$ reconstruct the binary sharing and share in the arithmetic domain. To prevent $P_1$ from knowing $b$, we prepare a pair of random sharing in both domains as a mask, add the random mask in the binary domain, and subtract the mask in the arithmetic domain. This mask is called daBit, a random bit $r$ shared as $([r]_2, [r]_M)$.

Protocol 5 shows the details. Additionally, we explain the notation “$\oplus$”: $x \oplus y$ means $x$ xor $y$, where $x$ and $y$ are two bits. Since $x \oplus y = x + y - 2xy$, we can compute $[x \oplus y]_M$ as $[x]_M + [y]_M - 2[xy]_M$, in a way same as the circuit emulation stage of BGW protocols in Section 6.1.1.

Note that the original ideal functionality is randomized since the output is a random Shamir secret sharing $[b]_M$. Unfortunately, randomized functionalities are out of the reach of GAuV. However, we can force the first $t$ parties to provide their desired shares for $[b]_M$. Together with the secret $b$, these $t$ shares uniquely determine a secret sharing $[b]_M$ via Lagrange interpolation. Also, $b$ can be reconstructed from any $[b]_M$ via Lagrange interpolation. Since the secret should be kept private, we can let all parties perform this linear combination wrapped in the secret sharing scheme. This is what Protocol 5 does in steps 5-8. In this way, we provide a general strategy to adapt the protocols, that output secret sharings, into a deterministic functionality version.

6.2.2. Automated Verification. The security the secret sharing scheme provides is essentially the same as analyzed in Section 6.1.2. Besides, the key to the security is that the reconstructed secret of $P_1$, $c = b \oplus r$, is fairly random for the adversary, which results from the fact that $r$ is fairly random. To mechanize this insight, we need to provide another equivalent production to rewrite the equation as $r = c \oplus b$. After applying this production, due to the randomness amount preservation condition (Definition 4.8), $c$ will become a random node.

6.3. Discussion on Generalization

Intuitively, our framework is tied with the hybrid argument [25], a common proof technique in cryptography to show the indistinguishability between two distributions. The hybrid argument gives a sequence of intermediate distributions, called hybrids, and builds up the indistinguishability between the first and last from a chain of indistinguishability between every two adjacent hybrids. In MPC, hybrid arguments are widely applied to show the indistinguishability between the real and ideal worlds.

The search for vintage transformation series is to find a sequence of hybrids that generate the views of corrupted parties and gradually remove the dependency on honest parties’ inputs. Therefore, if such a sequence is found, then this sequence can be directly translated to a hybrid argument, showing the security of the protocol. The set of vintage transformations defines a set of possible new hybrids we can move to from the current hybrid. From this perspective, what this work does is to manually provide equivalence rules (how a hybrid can be transformed while preserving the distribution) and automatically search for an equivalence chain of hybrids.

Furthermore, for most MPC protocols with perfect and semi-honest security, which includes the BGW protocol [22], DN protocol [26], or recent new process such as [27] and [28], the transformation between two adjacent hybrids is either an equivalent computation of the same set of values or removing values that are not needed to generate the views of corrupted parties. Thus, such a transformation corresponds to a vintage transformation defined in our framework. Once the needed operable vintage transformations have been identified, our framework is able to find such a proof with sufficient (possibly exponential) running time.

Limitations. a) Our framework cannot handle a protocol whose security cannot be proved by any hybrid sequence where the transformation between every two adjacent hybrids corresponds to a vintage transformation. That being said, we do not know whether this kind of protocols exist or not. b) Although two protocols are analyzed as references, finding the operable vintage transformations and heuristic evaluation functions for new protocols may still require manual work.

7. Implementation and Evaluation

To show the applicability and scalability of our framework, we implement it as a prototype tool and apply it to the protocols in Section 6. The overall workload involved in the implementation can be approximately gauged by the amount of code: over 2,700 lines of C++ code. To improve efficiency, we employ thread parallelism, with each searching task for every corrupted party set assigned to a separate thread.

Our evaluation assesses all possible settings of the number of parties, $n$ less than 10, and the threshold of corrupted parties, $t$ no more than $\lceil n/2 \rceil$, imposing a 1,500 s time limit. Specifically, for the BGW protocols, we generate random circuits of various sizes up to 50 gates. The evaluation is conducted on a workstation with AMD EPYC 7H12 CPU @ 3.3 GHz with 64 cores.
Input: Each party $P_i$ provides a Shamir share $[b]_2$, $P_1, \ldots, P_t$ also provide $t$ values $\beta_1, \ldots, \beta_t$, respectively, to determine the first $t$ shares of the converted Shamir sharing $[b]_M$.

Output: $P_{t+1}, \ldots, P_n$ outputs $\beta_{t+1}, \ldots, \beta_n$, respectively, where $\beta_1, \ldots, \beta_n$ constitutes a Shamir sharing $[b]_M$, where for the first $t$ shares of $[b]_M$ we have $[b]_M^0 = \beta_1, \ldots, [b]_M^t = \beta_t$.

1. Each party $P_i$ chooses a random bit $r_i$ and shares $[r]_2$ and $[r]_M$.
2. Each party $P_i$ computes $[r]_2 = \sum_{j=1}^t [r]_2 = [r]_2^i$ and sends it to $P_i$.
3. $P_i$ reconstructs $c = b \oplus r$ from $[b]_2$ and shares $[c]_M$.
4. All parties compute $[r]_M = \left( \bigoplus_{j=1}^t r_j \right)_M$ and $[b]_M = [c \oplus r]_M$.
5. Each party $P_i$ shares $[b]_M$, i.e., randomly generates a Shamir sharing $[[b]_M^i]_M$ and sends $[[b]_M^i]_M$ to party $P_i$.
6. Each party $P_i$ $(1 \leq i \leq t)$ shares $\beta_i$.
7. Each party $P_i$ computes $[\beta_i]_M = \sum_{j=1}^t c_{\alpha_i}^j (0, \alpha_1, \ldots, \alpha_{j-1}, \alpha_{j+1}, \ldots, \alpha_t) [\beta]_M^i + c_{\alpha_i}^j (\alpha_1, \ldots, \alpha_t) [\beta]_M^i$ and sends it to $P_k$ for each $t < k \leq n$.
8. Each party $P_i$ $(t < i \leq n)$ reconstructs $\beta_i$ from $[\beta_i]_M$ and outputs $\beta_i$.

Protocol 5. Binary to arithmetic sharing conversion via the daBit (deterministic functionality version)

The evaluation results, as depicted in Figure 6, show that within 1,500 s time limit, our tool can prove the security of protocols containing 4,500 edges. Figure 6 also illustrates that the runtime of our tool approximates a quadratic function of the protocol size, aligning with the prediction in Theorem 6.1. This data-flow graph size can be construed as an approximation of the actual execution time of the protocol, under the assumption that all operations could be efficiently carried out. Our evaluation enumerates various configurations across three dimensions: $n$, the number of parties; $t$, the threshold of corrupted parties; and $C$, specifically for BGW protocols, the circuit size. Both $n$ and $C$ are captured by the graph size, which approximately scales as $O(n^2C)$ for the protocols analyzed. On the other hand, $t$ generally has little influence on the time cost due to the thread parallelism, as long as sufficient processor cores are provided.

8. Related Works

We mainly focus on related work in the field of computer-aided verification of the security of MPC protocols. As far as we know, Pettai and Laud [17] propose the first method to automatically verify the security of MPC protocols. However, as discussed in Section 1, they only focus on black-box privacy, a stronger form of security, while our work focuses on perfect security.

There are attempts to build machine-checkable proofs of MPC protocols with interactive provers. Most of them use EASYCRYPT [7]; Stoughton and Varia [29] prove Private Count Retrieval protocol; Almeida et al. [30] prove Yao’s protocol; Haagh et al. [31] prove Maurer’s protocol; Eldefrawy and Pereira [32] prove the BGW protocol. Besides, Butler et al. [33] prove Oblivious Transfer in CRYPTOL [34]. Apart from EASYCRYPT and CRYPTOL, a simpler prover, IPDL [35], is developed atop Coq [36].

9. Conclusion

We propose a sound framework for automated verification of the perfect security of instances of MPC protocols against semi-honest adversaries. We demonstrate the completeness of our framework for BGW protocols. We implement our theoretical framework as a prototype tool, GAuV, and evaluate it on BGW protocols and a B2A conversion protocol. One direction for future work is to evaluate our framework on more protocols and extend it to weaker forms of security. Another direction is to formalize our approach in logic and produce proofs checkable in an interactive prover, e.g., EASYCRYPT. It seems interesting to embed our technique into EASYCRYPT to further improve its automation and ability for simulation-based proofs.
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Appendix A.
Proofs for Operable Vintage Transformation

A.1. Equivalent Rewriting

Theorem A.1. Given the number of parties \( n \) and a corrupted party set \( I \subseteq [n] \), considering an equivalent production \( \eta \), a QDFG \( G \), a QDFG morphism \( f \) and a QDFG \( H \) constructed from \( G \) by equivalent rewriting with equivalent production \( p \) on match \( m \), the equivalent rewriting is a vintage transformation \( w.r.t. I \).

Proof. \( G \) and \( H \) are acyclic by definition of equivalent rewriting.

Define \( h_0 := id_{V_G} = id_{V_H} \). We will prove that \( h_v \) satisfies the conditions (i-vi) of Definition 4.4, with an arbitrary assignment \( \gamma \) on \( V_G^{const} \) s.t. \( G \) is correct w.r.t. \( \gamma \).

(iii) are naturally ensured since \( h_v \) is an identity function.

(v): here, we will prove a stronger statement that \( \psi : \alpha \mapsto \alpha \circ h_v \) is a bijection of type \( TAS_G^\eta \rightarrow TAS_H^{\eta \circ h_v} \).

Since \( h_v := id_{V_G} \), \( \psi = id_{TAS_G} \). It is sufficient to show that \( TAS_G^\eta = TAS_H^{\eta \circ h_v} \). In this will simplify this goal step by step until it can be directly proved.

Consider each assignment \( \alpha \) on \( V_G \) s.t. \( \alpha |_{V_G^{const}} = \gamma \), \( \alpha \in TAS_G^\eta \) iff for every \( e \in E_G \) we have \( \alpha(\overline{e}) \in \text{dom}(op^e) \wedge op^e(\alpha(\overline{e})) = \alpha(\overline{e}) \). We abbreviate this property to \( P(e, \alpha) \). Then, what we need to prove now is that “\( \forall e \in E_G, P(e, \alpha) \)” iff “\( \forall e \in E_H, P(e, \alpha) \)”.

By Fact 4.3, there exists a QDFG morphism \( g : R \rightarrow H \) which is symmetric to \( f \) and, \( E_G \setminus f_e(E_L) \subseteq E_G \cap E_H \) and \( E_H \setminus g_e(E_R) \subseteq E_G \cap E_H \). Thus, we can simplify our goal as: “\( \forall e \in f_e(E_L), P(e, \alpha |_{f_e(V_G)}) \)” iff “\( \forall e \in g_e(E_R), P(e, \alpha |_{g_e(V_H)}) \)”.

Since QDFG morphisms preserve source and destination structure and operations of hyper-edges (Definition 4.7), it is sufficient to prove that “\( \forall e \in E_L, P(e, \alpha \circ f_v) \)” iff “\( \forall e \in E_R, P(e, \alpha \circ g_v) \)”.

Since QDFG morphisms preserve whether a node is const (Definition 4.7), we have that

\[ (\alpha \circ f_v)|_{V_G^{const}} = (\alpha|_{V_G^{const}}) \circ f_v = \gamma \circ f_v. \]

Thus, our goal can be simplified as: “\( \alpha \circ f_v \in TAS_L^{\eta \circ f_v \circ g_v} \)” iff “\( \alpha \circ g_v \in TAS_R^{\eta \circ f_v \circ g_v} \)”.

This equivalence is directly indicated by the definition of equivalent production (Definition 4.6).

(vi): As we have proved for (iv), \( |TAS_L^\eta| = |TAS_R^\eta| \). Since \( G \) is correct w.r.t. \( \gamma \), by Fact 4.2, \( |TAS_G^\eta| = |TAS_R^\eta| \). From the condition of equivalent rewriting (Definition 4.8) that \( \sum_{r \in V^{rand}} |H_G(r) - t \cap T| = \sum_{r \in V^{rand}} |H_H(r) - t \cap T| \) for any \( t \in T \), we have \( |TAS_G^\eta| = |TAS_H^\eta| \). Therefore, \( |TAS_G^\eta| = |TAS_H^\eta| \).

And, the number of possible assignments on \( V^{rand} \) is \( \prod_{r \in V^{rand}} |H_G(r) - t\) is thus, for each assignment \( \alpha \) on \( V^{rand} \), if there does not exist a total assignment \( \beta \in TAS_H^{\eta \circ f_v} \) s.t. \( \beta |_{V^{rand}} = \alpha \), we will find a contradiction: \( |TAS_H^{\eta \circ f_v} | < \prod_{r \in V^{rand}} |H_H(r) - t\). This contradiction indicates that the non-existence hypothesis is wrong. Thus, we can conclude that \( H \) is correct w.r.t. \( \gamma \circ h_v \).

A.2. Tail Node Elimination

Theorem A.2. Given the number of parties \( n \) and a corrupted party set \( I \subseteq [n] \), considering a QDFG \( G \), a node \( u \in V_G \setminus I V_G \), and a QDFG \( H \) constructed from \( G \) by tail node elimination of node \( u \), the tail node elimination is a vintage transformation w.r.t. \( I \).

Proof. As \( E_H \subseteq E_G \) and \( G \) is acyclic, \( H \) is also acyclic.

Define \( h_v := id_{V_G} \). We will prove that \( h_v \) satisfies the conditions (i-iv) of Definition 4.4, with each assignment \( \gamma \) on \( V_G^{const} \) s.t. \( G \) is correct w.r.t. \( \gamma \).

(i-iv) are naturally ensured as \( h_v \) is an identity function and \( u \notin I V_G \).

The construction of \( H \) could give us the following observations:

1. Because \( deg^+(u) = 0 \), removing \( u \) does not change the indegree of any other nodes. Thus, the only node of different indegrees in \( G \) and \( H \) is \( u \), which further indicates that \( V^{rand}_H = V^{rand}_G \setminus \{u\} \).

2. Because \( E_H \subseteq E_G \), i.e., all semantic requirements of a total assignment of \( H \) are semantic requirements of a total assignment of \( G \), we have that for each \( \beta \in \text{dom}(op^e) \wedge op^e(\alpha(\overline{e})) = \alpha(\overline{e}) \). We abbreviate this property to \( P(e, \alpha) \). Then, what we need to prove now is that “\( \forall e \in E_G, P(e, \alpha) \)” iff “\( \forall e \in E_H, P(e, \alpha) \)”.

By Fact 4.3, there exists a QDFG morphism \( g : R \rightarrow H \) which is symmetric to \( f \) and, \( E_G \setminus f_e(E_L) \subseteq E_G \cap E_H \) and \( E_H \setminus g_e(E_R) \subseteq E_G \cap E_H \). Thus, we can simplify our goal as: “\( \forall e \in f_e(E_L), P(e, \alpha |_{f_e(V_G)}) \)” iff “\( \forall e \in g_e(E_R), P(e, \alpha |_{g_e(V_H)}) \)”.

Since QDFG morphisms preserve source and destination structure and operations of hyper-edges (Definition 4.7), it is sufficient to prove that “\( \forall e \in E_L, P(e, \alpha \circ f_v) \)” iff “\( \forall e \in E_R, P(e, \alpha \circ g_v) \)”.

Since QDFG morphisms preserve whether a node is const (Definition 4.7), we have that

\[ (\alpha \circ f_v)|_{V_G^{const}} = (\alpha|_{V_G^{const}}) \circ f_v = \gamma \circ f_v. \]

Thus, our goal can be simplified as: “\( \alpha \circ f_v \in TAS_L^{\eta \circ f_v \circ g_v} \)” iff “\( \alpha \circ g_v \in TAS_R^{\eta \circ f_v \circ g_v} \)”.

This equivalence is directly indicated by the definition of equivalent production (Definition 4.6).

(vi): As we have proved for (iv), \( |TAS_L^\eta| = |TAS_R^\eta| \). Since \( G \) is correct w.r.t. \( \gamma \), by Fact 4.2, \( |TAS_G^\eta| = |TAS_R^\eta| \). From the condition of equivalent rewriting (Definition 4.8) that \( \sum_{r \in V^{rand}} |H_G(r) - t \cap T| = \sum_{r \in V^{rand}} |H_H(r) - t \cap T| \) for any \( t \in T \), we have \( |TAS_G^\eta| = |TAS_H^\eta| \). Therefore, \( |TAS_G^\eta| = |TAS_H^\eta| \).

And, the number of possible assignments on \( V^{rand} \) is \( \prod_{r \in V^{rand}} |H_G(r) - t\) is thus, for each assignment \( \alpha \) on \( V^{rand} \), if there does not exist a total assignment \( \beta \in TAS_H^{\eta \circ f_v} \) s.t. \( \beta |_{V^{rand}} = \alpha \), we will find a contradiction: \( |TAS_H^{\eta \circ f_v} | < \prod_{r \in V^{rand}} |H_H(r) - t\). This contradiction indicates that the non-existence hypothesis is wrong. Thus, we can conclude that \( H \) is correct w.r.t. \( \gamma \circ h_v \).
Now we can prove (vi): consider any assignment $\alpha$ on $V_G^{\text{rand}}$, which means, by observation 1, each assignment on $V_G^{\text{rand}} \subseteq V_H^{\text{rand}}$ is also considered. According to the correctness of $G$ w.r.t. $\gamma$, there exists a total assignment $\beta$ of $G$ w.r.t. $\gamma$ s.t. $\beta|_{V_H^{\text{rand}}} = \alpha$. According to observation 2, $\beta|_{V_H^{\text{rand}}} \in T A S_{\gamma}^{G}$ and $\beta|_{V_H^{\text{rand}}} = \alpha|_{V_H^{\text{rand}}}$. Since this holds for each $\alpha$, $H$ is correct w.r.t. $\gamma$ or $h_v$. 

For (v), we consider two cases to prove that $\psi : \alpha \mapsto \alpha \circ h_v$ is k-surjective where $k$ is 1 or $|\Gamma_G(u)|$. 

- $u \notin V_H^{\text{rand}}$: From observation 2, we have known that $\psi(TA_S_G^{\alpha}) \subseteq TA_S_H^{\gamma h_v}$. Now we need to prove that $\psi$ is bijective i.e. 1-surjective. 

  (injectivity) Consider any $\alpha_1, \alpha_2 \in TA_S_G^{\alpha}$ s.t. $\psi(\alpha_1) = \psi(\alpha_2)$, i.e., $\alpha_1|_{V_H^{\text{rand}}} = \alpha_2|_{V_H^{\text{rand}}}$. Thus, for each assignment $\alpha \in TA_S_G^{\alpha}$, we have that $\alpha_1 = \alpha_2$.

  (surjectivity) The correctness of $G$ w.r.t. $\gamma$ implies Fact 4.2 for $G$, which is also ensured by (v) for $H$. So, we can find the equivalence between the amount of total assignments of $G$ and $H$:

$$|TA_S_G^{\alpha}| = \prod_{r \in V_H^{\text{rand}}} |\Gamma_G(r)| = \prod_{r \in V_H^{\text{rand}}} |\Gamma_H(r)| = |TA_S_H^{\gamma h_v}|.$$

Thus, $\psi(TA_S_G^{\alpha}) = TA_S_H^{\gamma h_v}$.

- $u \in V_H^{\text{rand}}$: $u$ is an isolated node $(\deg_G(u) = 1)$. Thus, for each assignment $\beta \in TA_S_H^{\gamma h_v}$, we can construct $\alpha \in TA_S_G^{\alpha}$ s.t. $\alpha|_{V_H^{\text{rand}}} = \beta$, $\alpha(u)$ is arbitrarily chosen from $\Gamma_G(u)$, and $\psi(\alpha) = \beta$. In this way, we can construct $\prod_{r \in V_H^{\text{rand}}} |\Gamma_G(r)|$ preimages in all, which are exactly as many as all total assignments in $TA_S_G^{\alpha}$. Therefore, $|\psi^{-1}(\beta)| = |\Gamma_G(u)|$, i.e., $\psi$ is $|\Gamma_G(u)|$-surjective.

\[ \blacksquare \]

Appendix B. 
Proofs for Completeness for BGW Protocols

In this section, we give the details about the completeness of Algorithm 1 on BGW protocols. We formalize BGW protocols as QDFGs in Section B.1, provide equivalent productions in Section B.2, and finally show the completeness in Section B.3.

B.1. BGW Protocol as QDFG

Note that BGW protocols are actually a class of protocols (QDFGs), which can be constructed in the same way. What an instance of protocol (QDFG) looks like is dependent on threshold $t$, algorithmic circuit $C$ and distinct non-zero values $\alpha_1, \cdots, \alpha_n$.

Before formulating the graph structures, we formulate the operators we need:

- addition add : $\mathbb{F}^2 \rightarrow \mathbb{F} : (x, y) \mapsto x + y$
- multiplication-by-a-constant mul : $\mathbb{F} \rightarrow \mathbb{F} : x \mapsto cx$
- multiplication mul : $\mathbb{F}^2 \rightarrow \mathbb{F} : (x, y) \mapsto xy$
- message transmit mt : $F \rightarrow \mathbb{F} : x \mapsto x$
- polynomial interpolation and evaluation

\[ i \& e(\beta_1, \cdots, \beta_m) : \mathbb{F}^m \rightarrow \mathbb{F} \]

\[ : (y_1, \cdots, y_m) \mapsto \sum_{t=1}^{m} \prod_{i=1}^{m} \ell_t(\beta_1, \cdots, \beta_{i-1}, \beta_i, \beta_{i+1}, \cdots, \beta_m), \]

where $\ell_t(\beta_1, \cdots, \beta_p) \equiv \prod_{1 \leq j \leq p} \frac{2^\beta}{\beta - \beta_j}$ and points $(\beta_1, y_1), \cdots, (\beta_m, y_m)$ fall in a polynomial of degree $t$.

Now we can formulate BGW protocols as QDFGs in Figure 7. Here, for the sake of clarity of exposition, we focus on the circuit $C$ containing exactly $n$ input wires and $n$ output wires. The modifications to the general case are straightforward.

B.2. Equivalent Productions for Transformation

The equivalent production set $\mathcal{P}$ consists of all equivalent productions of two kinds: sharing productions (see Figure 3) and reconstruction productions (see Figure 2). These productions are mainly about operator $i \& e$ (polynomial interpolation and evaluation): all participant (source and destination) nodes could be reorganized so that $t + 1$ nodes are source nodes and at least one node is the destination.

Remark B.1. WLOG, the corrupted party set $I$ is assumed as a set of consecutive number starting from 1.

Definition B.1 (sharing production). A QDFG pair $p = (L, R)$ is a sharing production if

- $|L| = |V_L| = n + t + 1$ (we denote $V_L = V_R$ by $\{u_0, \cdots, u_t, v_1, \cdots, v_n\}$);
- $E_L = \bigcup_{i=1}^{n} \{i \& e^{0}_{a_0, \cdots, a_t, v_i, u_0, \cdots, u_t, v_1, \cdots, v_n}\}$;
- $E_R = \bigcup_{i=1}^{n} \{i \& e^{0}_{a_0, \cdots, a_t, v_i, u_0, \cdots, u_t, v_1, \cdots, v_n}\}$
- $V^{|\text{const}}_L = V^{|\text{const}}_R$ and $\rho_L = \rho_R = j \in \{n\} \setminus I$.

Fact B.1. A sharing production is an equivalent production.

Definition B.2 (reconstruction production). A QDFG pair $p = (L, R)$ is a reconstruction production if

- $|L| = |V_L| = 2n + 1$ (we denote $V_L = V_R$ by $\{u_0, \cdots, u_n, v_1, \cdots, v_n\}$);
- $E_L = \bigcup_{i=1}^{n} \{i \& e^{0}_{a_0, \cdots, a_n, (u_0, \cdots, u_n)}\}$
- $E_R = \bigcup_{i=1}^{n} \{i \& e^{0}_{a_0, \cdots, a_n, (u_0, \cdots, u_n)}\}$
- $V^{|\text{const}}_L = V^{|\text{const}}_R$;
- $\rho_L = \rho_R$ and $\rho_L(u_0) = \rho_R(u_0) = I$ and $\rho_L(v_i) = \rho_R(v_i) = i$ for each $i \in \{n\}$.

Fact B.2. A reconstruction production is an equivalent production.
1) The **input sharing stage**: Each party \( P_i \) contains an input node of \( x_i \) and \( t \) random nodes for uniformly choosing a polynomial, also, \( P_i \) contains \( n \) nodes \( \beta_1, \ldots, \beta_n \) representing \( n \) shares of \( x_i \). For each \( j \in [n] \), there is an edge of operator \( \text{I} \&\text{C}_{\alpha_1, \ldots, \alpha_t} \) taking the input node and random nodes as source and \( \beta_{i,j} \) as destination at party \( P_i \). For each \( \beta_{i,j} (i \neq j) \), there is also a node \( \beta'_{i,j} \) at party \( P_{j'} \) and an edge of operator \( \text{mt} \) taking \( \beta_{i,j} \) as source and \( \beta'_{i,j} \) as destination.

2) The **circuit emulation stage**: Let \( g_1, \ldots, g_l \) be a predetermined topological ordering of the gates of circuit \( C \). For \( k = 1, \ldots, l \), party \( P_i \) has a node \( c_i^k \) to denote the share of output wire of \( g_k \):

   - Case 1: \( g_k \) is an addition gate: Let \( \gamma_i^k \) and \( \delta_i^k \) be the nodes of the input wires of \( g_k \) held by party \( P_i \). There is an \( \text{add} \) edge taking \( \gamma_i^k \) and \( \delta_i^k \) as source and \( c_i^k \) as destination.
   - Case 2: \( g_k \) is a multiplication-by-a-constant gate with constant \( c \): Let \( \gamma_i^k \) be the node of the input wire of \( g_k \) held by party \( P_i \). There is a \( \text{mul} \) edge taking \( \gamma_i^k \) as source and \( c_i^k \) as destination.
   - Case 3: \( g_k \) is a multiplication gate: Let \( \gamma_i^k \) and \( \delta_i^k \) be the nodes of the input wires of \( g_k \) held by party \( P_i \). For each \( k \), there is a node \( \zeta_i^k \), and, a \( \text{mul} \) edge taking \( \gamma_i^k \) and \( \delta_i^k \) as source and \( \zeta_i^k \) as destination.
   - \( \zeta_i^1, \ldots, \zeta_i^n \) fall in a polynomial of degree \( 2t \). To reduce the degree, we need a re-sharing similar to the input sharing stage. Each \( P_i \) contains \( t \) random nodes and \( n \) nodes \( \eta_i^1, \ldots, \eta_i^n \). For each \( P_i \) and \( j \in [n] \), there is an edge of operator \( \text{I} \&\text{C}_{\alpha_1, \ldots, \alpha_t} \) taking \( \zeta_i^k \) and \( t \) random nodes as source and \( \eta_i^j \) as destination.

   Then we will send the shares. Let \( \eta_i^{j,k} \) be the nodes of sent shares at party \( P_i \), especially, \( \eta_i^{j,k} = \eta_i^k \). For each \( i \neq j \), there is an edge of operator \( \text{mt} \) taking \( \eta_i^{j,k} \) as source and \( \eta_i^{j,k} \) as destination.

   Now we perform a linear combination to reduce the degree of polynomial from \( 2t \) to \( t \). There are \( n \) nodes \( \theta_1, \ldots, \theta_n \) and \( n-1 \) nodes \( \iota_1, \ldots, \iota_{n-1} \), which stores the results of multiplications and additions, respectively, when evaluating the linear combination. Each party \( P_i \) contains an edge of operator \( \text{mul}_{\theta}^{\iota} \) taking \( \theta_i^k \) as source and \( \iota_i^k \) as destination for each \( j \in [n] \). Also, party \( P_i \) contains an edge of operator \( \text{add} \) taking \( \theta_i^k \) and \( \iota_i^k \) as source and \( \iota_i^k \) as destination for each \( 1 \leq j \leq n \).

   Let the node of output wire \( \epsilon_i^k = k_{n-1} \).

3) The **output reconstruction stage**: Let \( o_1, \ldots, o_n \) be the output wires of circuit \( C \), where party \( P_i \)’s output is the value on wire \( o_i \). For every \( j \in [n] \) denote by \( \kappa_{i,j} \) the node of shares that parties hold for \( o_i \), and, we use \( \kappa_{i,0} \) to denote the node of sent shares. Thus, there are \( \text{mt} \) edges taking \( \kappa_{i,j} \) as source and \( \kappa_{i,j} \) as destination \( (i \neq j) \). And we simply let \( \kappa_{i,0} = \kappa_{i,i} \). Each party \( P_i \) contains an output node \( \omega_i \). The edge to produce \( \omega_i \) has an operator \( \text{I} \&\text{C}_{\alpha_1, \ldots, \alpha_n} \) and source nodes \( \kappa_{1,1}, \ldots, \kappa_{n,n} \).

**Figure 7.** BGW Protocol as QDFG

### B.3. Completeness for BGW Protocols

First, we give a heuristic evaluation function by measuring the distance of a QDFG to a witness graph. Formally, we define the **BGW potential function** \( \Phi \) on QDFGs to be the tuple of:

1. The number of bubbles, i.e., \(|I^c G|\).
2. The number of nodes at honest parties that can reach corrupted parties. A node reaching corrupted parties means that there exists a path from this node to some node at corrupted parties.
3. The number of nodes in \( G \), i.e., \(|V_G|\).

\( \Phi \) functions will be compared in the lexicographical order.

Using the \( \Phi \) as the heuristic evaluation function, we can prove that, for a BGW protocol, Algorithm 1 degenerates into a steepest descent optimization procedure: in each iteration, we choose the best state transformed from the last iteration until a witness graph is found. Furthermore, in Algorithm 1 the chosen graphs in all iterations consist of a normal transformation series. We formalize and prove the above intuitional idea in the following theorem.

**Theorem B.1.** Let QDFG \( G_0 \) be an \( n \)-party BGW protocol as constructed in Figure 7, and, let \( I \subseteq [n] \) be a set of corrupted parties s.t. \(|I| \leq t \). Consider vintage transformations containing equivalent rewriting of equivalent production set \( P \) and tail node elimination. For any vintage transformation series \( G_0 \leadsto G_1 \cdots \leadsto G_m \) s.t. for each \( 1 \leq i \leq m \),

- \( a) \Phi(G_i) < \Phi(G_{i-1}) \), and \( b) \) for any \( G'_i \) s.t. \( G_{i-1} \leadsto G'_i \), \( \Phi(G_i) \leq \Phi(G'_i) \),

one of the followings is satisfied:

- \( I^c G_m = \emptyset \),

- There exists a graph \( G_{m+1} \) s.t. \( G_m \leadsto G_{m+1} \) and \( \Phi(G_{m+1}) < \Phi(G_m) \).

**Proof.** This proof could be roughly divided into two parts: (1) construct a class of normal transformation series from \( G_0 \) to a QDFG without bubble; (2) prove that given \( G_0 \leadsto \cdots \leadsto G_m \) must be a prefix of normal transformation series. First, notice that there is a vintage transformation series starting at \( G_0 \) consisting of the following fragments:

- equivalent rewritings of reconstruction production for the output reconstruction stage at corrupted parties \( I \);
- equivalent rewritings of sharing production, for the input sharing stage and all multiplication gates in the circuit emulation stage, at honest parties \([n] \setminus I\);
- tail node eliminations of

\( \bullet \) output node \( \omega_i \) and all output shares \( \kappa_{i,j} (i \neq j) \) at honest parties \( i \in [n] \setminus I \),

\( \bullet \) the nodes of gates that cannot reach output wires \( o_1, \ldots, o_{|I|} \) at honest parties \([n] \setminus I\).
• the input nodes at honest parties, and
• all the rest nodes at parties $P_{t+1}, \cdots, P_n$.

After the constructed vintage transformation, the bubbles are all resolved. Because

• in fragment 1, the reconstruction production has been applied for the output node $\omega_i$ at each corrupted party, which indicates the in-degree of $\omega_i$ has become zero,
• there is no equivalent production to provide any in-edge for the input node at corrupted parties, and,
• in fragment 3, all the input nodes at honest parties have been eliminated.

We can also show that our constructed vintage transformation series satisfies (a) and (b), i.e., along each vintage transformation series in the series, the evaluation function $\Phi$ decreases with the largest possible difference.

1) In $G_0$, at each corrupted party $i \in I$, an equivalent rewriting of the reconstruction production for bubble node $\omega_i$ sets its in-degree to zero and resolves it. This action reduces the bubble count, the first entry of $\Phi$, and is the only transformation that decreases this first entry until all $\omega_i$ bubbles are resolved.

2) Once every $\omega_i$ ($i \in I$) bubble is resolved, only honest parties’ input nodes remain as bubbles. But before we eliminate any node, there is no vintage transformation to resolve them. Therefore, in the second fragment, the first entry of $\Phi$ cannot be decreased by any vintage transformation. Now it is sufficient to show applying sharing production decreases the second entry of $\Phi$. As depicted in Figure 7, applying sharing production converts $t$ random nodes into zero-out-degree nodes, which could previously reach corrupted parties via share nodes and $mt$ edges, decreasing the second entry of $\Phi$ by at least $t$.

Note that sharing production is limited to input sharing and multiplication gates in the circuit emulation stage, and tail node elimination, which removes zero-out-degree nodes at honest parties, cannot impact corrupted parties. Consequently, no other vintage transformations affect the second entry of $\Phi$.

3) After fragment 2, no equivalent rewriting can decrease $\Phi$, as reconstruction and sharing productions can be applied only once, which reverses $1\leq t$ edges. Node elimination merely shrinks the graph without introducing new patterns, so no equivalent rewriting can be performed to decrease $\Phi$ in fragment 3.

We have shown that the only possible vintage transformation in fragment 3 is tail node elimination, which indeed decreases the $\Phi$ tuple: it lowers the first entry if a bubble node is eliminated (otherwise unchanged); it doesn’t affect the second entry since the eliminated node’s out-degree is zero and doesn’t reach corrupted parties; and it always decreases the third entry by one.

Note that the order of transformations in a fragment is not precisely specified. What we construct is indeed a class of vintage transformation series. We call them normal transformation series.

Second, assume the opposite, that $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_m$ is not a prefix of any normal transformation series. Let $k \leq m$ be the minimal number s.t. $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_k$ is not a prefix of any normal transformation series, which indicates $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_{k-1}$ is a prefix of some normal transformation series. Let $G_k^*$ be the next graph after $G_{k-1}$ in this normal transformation series. We will prove that $\Phi(G_k^*) < \Phi(G_k)$, which contradicts the requirement (b) of $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_m$. Consider which fragment $G_{k-1} \xrightarrow{I} G_k$ belongs to:

1) In fragment 1, the input nodes of honest parties have non-zero out-degree, which indicates they cannot be removed by tail node elimination. Thus, the only possibly resolved bubbles are the output nodes of corrupted parties, which can only be resolved by applying reconstruction production. Therefore, $G_{k-1} \xrightarrow{I} G_k$ cannot decrease the amount of the bubbles, while $G_{k-1} \xrightarrow{I} G_k^*$ resolves a bubble.

2) In fragment 2, observe that no reconstruction production could be applied. If $G_{k-1} \xrightarrow{I} G_k$ is not an equivalent rewriting of sharing production, it must be a tail node elimination. Since the input nodes of honest parties in fragment 2 have non-zero out-degree, they cannot be removed by tail node elimination. Thus, $G_{k-1} \xrightarrow{I} G_k$ cannot decrease the first entry of $\Phi$, but can only decrease the third entry of $\Phi$, while $G_{k-1} \xrightarrow{I} G_k^*$ decreases the second entry of $\Phi$.

3) In fragment 3, recall that no equivalent rewriting could be performed. This fragment in normal transformation series contains all possible tail node eliminations. Thus, it is impossible that $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_k$ is not a prefix of any normal transformation series.

We have proved that $G_0 \xrightarrow{I} \cdots \xrightarrow{I} G_m$ is a prefix of some normal transformation series. Thus, if $G_m$ is not the end of the series, there exists a graph $G_{m+1}$ in the series s.t. $G_m \xrightarrow{I} G_{m+1}$; otherwise, we have shown that all bubbles must have been resolved after a normal transformation series, i.e., $I_{B_{G_m}} = \emptyset$.

Note that each entry of $\Phi(G)$ is $O(|G|)$. Thus, Theorem B.1 indicates that the length of a normal transformation series is also $O(|G|)$. Induction on the length of the normal transformation series, with the help of Theorem B.1, one can finally prove the completeness of Algorithm 1 for BGW protocols with polynomial time.

Theorem B.2 (completeness for BGW protocols). Let $QDFG$ be an $n$-party BGW protocol as constructed in Figure 7. Consider vintage transformations containing equivalent rewriting of equivalent production set $P$ and tail node elimination. For any corrupted party set $I \subseteq [n]$ of cardinality at most $t$, With the BGW potential function as the heuristic evaluation function, Algorithm 1 can prove the $t$-perfect-security for $I$ in polynomial time.
Appendix C. 
Meta-Review

The following meta-review was prepared by the program committee for the 2024 IEEE Symposium on Security and Privacy (S&P) as part of the review process as detailed in the call for papers.

C.1. Summary

The paper describes a technique for automatically verifying secure MPC protocols in the perfect security model, assuming a semi-honest attacker. The idea is to view the protocol as a (quasi-)data-flow graph, which is rewritten iteratively using graph transformations until it is in a form that corresponds to a PPT simulator of the protocol in the idealized model. The paper provides a prototype of the framework for BGW protocols and another protocol, B2A.

C.2. Scientific Contributions

- Provides a Valuable Step Forward in an Established Field

C.3. Reasons for Acceptance

1) The paper presents a new approach to verifying MPC protocols.
2) The approach is fully automated in a tool for BGW and B2A protocols.
3) The approach also promises to generalize to other MPC protocols.