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Abstract. An adaptor signatures (AS) scheme is an extension of dig-
ital signatures that allows the signer to generate a pre-signature for an
instance of a hard relation. This pre-signature can later be adapted to
a full signature with a corresponding witness. Meanwhile, the signer can
extract a witness from both the pre-signature and the signature. AS have
recently garnered more attention due to its scalability and interoperabil-
ity. Dai et al. [INDOCRYPT 2022] proved that AS can be constructed
for any NP relation using a generic construction. However, their con-
struction has a shortcoming: the associated witness is exposed by the
adapted signature. This flaw poses limits the applications of AS, even
in its motivating setting, i.e., blockchain, where the adapted signature is
typically uploaded to the blockchain and is public to everyone.

To address this issue, in this work we augment the security definition
of AS by a natural property which we call witness hiding. We then prove
the existence of AS for any NP relation, assuming the existence of one-
way functions. Concretely, we propose a generic construction of witness-
hiding AS from signatures and a weak variant of trapdoor commitments,
which we term trapdoor commitments with a specific adaptable message.
We instantiate the latter based on the Hamiltonian cycle problem. Since
the Hamiltonian cycle problem is NP-complete, we can obtain witness
hiding adaptor signatures for any NP relation.

1 Introduction

Blockchain technology has emerged as a disruptor, offering decentralized
frameworks for various applications. Each transaction on the blockchain
operates within a scripting language validated by nodes through a decen-
tralized consensus protocol. Cryptocurrencies like Bitcoin and Ethereum
utilize blockchain technologies to power their operations. However, exe-
cuting transactions on blockchains often incurs significant costs, as users
are required to pay fees to entities that run the consensus protocol. These
fees are determined by the storage and computational costs associated
with transaction scripts. To mitigate this issue, the utilization of adaptor
signatures has been proposed as a means to reduce on-chain fees paid to



nodes in a wide range of decentralized finance (DeFi) applications (see
some examples below).

The notation of adaptor signatures (AS, a.k.a. scriptless scripts) was
proposed by Poelstra in 2017 [20, 21] and later formalized by Aumayr et
al. [2]. An AS scheme is related to a hard relation R such that the signer,
holding the signing secret key, can pre-sign a message (e.g., a transaction)
with respect to some instance Y to obtain a pre-signature σ̃, which can
later be adapted to a full signature σ with the knowledge of y, the witness
of Y such that (Y, y) ∈ R. Moreover, from both the pre-signature σ̃ and
the adapted signature σ, the signer can extract a witness of Y . AS can be
viewed as an extension of (ordinary) signatures by additionally addressing
mutual trust between the signer and the receiver, since the secret witness
is exposed to the signer once the full signature has been published.

AS are widely applied in fair exchanges [7], atomic swaps [21, 12], and
payment channel networks [2, 12] to reduce on-chain computations and
improve the fungibility of transactions. We briefly discuss the applications
of AS as follows.

Fair exchange of a witness. Assume Alice, who holds a token c for
some cryptocurrency, e.g., some amount of ETH for Ethereum, wants
to trade it for a witness y of some instance Y held by Bob (where
y may be some secret information accessing some digital services).
Alice can post to the blockchain a timeout transaction transferring c
to Bob, which however requires a full AS signature (with respect to
Y ) to be claimed; then, off-chain, Alice can pre-sign a transaction tx
using Y and send the pre-signature σ̃ to Bob. AS allow then Bob to
adapt σ̃ to a full signature σ using y, and upload it to the blockchain
to receive c. Once σ has been published, Alice can extract the witness
y which completes the exchange.

Atomic swaps. Atomic swaps [21, 12] allow two parties, Alice and Bob,
to exchange assets in two different cryptocurrencies cA and cB. First,
both Alice and Bob lock cA and cB on the blockchain as deposits
(a.k.a. collateral). Then, Alice randomly samples an instance-witness
pair (Y, y), generates a pre-signature σ̃A on message txA and instance
Y , and sends txA, Y , σ̃A to Bob. Here, txA is a transaction for trans-
ferring cA to Bob. Then, Bob also generates a pre-signature σ̃B on
message txB and instance Y , and sends txB, σ̃B to Alice, where txB
is a transaction for transferring cB to Alice. After receiving σ̃B, Al-
ice can adapt it to a full signature σB with the knowledge of y, and
upload it to the blockchain to obtain cB. Meanwhile, Bob can also
extract y from σ̃B and σB, adapt σ̃A to σA, and hence obtain cA.
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Multi-hop payments. Multi-hop payments [12] allow multiple parties
to route payments between them, provided that they have a payment
channel with a common intermediate3. Consider four parties Alice,
Bob, Charlie and David, where Alice wants to pay cryptocurrency (say
c) to David. First, Alice and Bob lock some funds on the blockchain
on a payment channel as deposits/collateral, Bob with Charlie, and
Charlie with David do likewise. Then, David randomly samples an in-
stance/witness pair (Y, y) and forwards Y to Alice, Bob, and Charlie.
Subsequently, Alice generates a pre-signature σ̃A on message txA and
instance Y , and then sends txA, σ̃A to Bob. Here txA is a transaction
for transferring c to Bob. Then Bob also generates a pre-signature
σ̃B on message txB (transaction for transferring c to Charlie) and in-
stance Y and sends txB, σ̃B to Charlie. After that, Charlie generates
a pre-signature σ̃C on message txC (transaction for transferring c to
David) and instance Y , and sends txC , σ̃C to David. After receiving
σ̃C , David can adapt it to a full signature σC with the knowledge of y,
and upload it to the blockchain to obtain c. Meanwhile, Charlie can
also extract y from σ̃C and σC , adapt σ̃B to σB and hence obtain c.
Finally Bob can follow the same procedure to obtain c.

Security of Adaptor Signatures. The security definition of AS was formal-
ized by Aumayr et al. [2] and adopted by almost all subsequent works4

([12, 24, 26, 17, 11, 25], to name a few). We give the formal security defini-
tion of AS in Section 2.3. Nonetheless, as finding an issue with the existing
definition (and repairing it) is one of our contributions, we provide here
an informal discussion.

As an extension of signatures, AS inherits the classical unforgeabil-
ity property of signatures. Namely, only the owner of the secret key can
generate a valid pre-signature (and a regular signature, of course). Be-
sides classical unforgeability, two additional properties are required for
the security of the sender and the receiver.

Security for the the sender (a.k.a. witness extractability). The sender
can extract a witness from the valid pre-signature and the valid adapted
signature.

3 In the original protocol in [12], each party is sampling a new pair of instance-witness
and they are using it once for each payment. Here we simplify the protocol by
allowing every party to take the same instance. The security still holds assuming
that the intermediate parties do not collude.

4 Dai et al. [9] identified that Aumayr et al.’s definition [2] does not consider the case
of multiple pre-sign queries by the adversary, and fixed it by proposing a so-called
full extractability property.
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Security for the receiver (a.k.a. pre-signature adaptability). The
receiver can adapt a valid pre-signature into a valid (full) signature
with the knowledge of a witness.

Notice that an AS scheme is defined with respect to a hard relation R,
which can vary from simple discrete logarithm relations to more complex
relations based on a blockchain scripting language. Therefore, a natural
question is:

What relation R can an adaptor signature scheme support?

Adaptor Signatures for NP relations. Most previous works [2, 26, 12,
24, 17] focus on constructing AS schemes based on particular signatures
schemes (like the ECDSA and Schnorr) and for script-related relations
(like the public/secret key relation of signatures). The more recent work
by Dai, Okamoto, and Yamamoto [9] gave a generic constructions of AS
for general NP relations. They showed that AS can be constructed from
any signature scheme and any NP-hard relation, and therefore, adaptor
signatures are implied by one-way functions.

An advantage of the construction from [9] is its simplicity: Let SIG
be a signature scheme, and R be an NP relation. In Dai et al.’s generic
construction GAS1, a pre-signature of message m w.r.t. instance Y is in
the form of σ̃ = (σ̄, Y ), where σ̄ is a signature of SIG for message (m,Y ).
To adapt σ̃ into a full signature, one just attaches the witness y to σ̃ and
obtains σ = (σ̄, Y, y). The verification algorithm of AS checks both the
validity of σ̄ w.r.t. message (m,Y ) and that (Y, y) ∈ R.

However, as it turns out the above simplicity comes at a high cost:
the witness y is exposed in the adapted signature in plain text. This
poses serious security risks in many applications. For example, in the fair
exchange application above, the adapted signature σ is uploaded to the
blockchain, making the witness accessible to everyone on the network.
However, y should only be known to the buyer (Alice) since she has made
a payment to the seller (Bob).

Similar security issues also arise in multi-hop payments when the con-
struction by [9] is used. Consider the case that Alice wants to pay to David
via two intermediary nodes, Bob and Charlie. If y is contained in plain
in an adapted signature, then after David uploads σC , Bob is able to get
y and adapt σ̃A into σA, thus skipping Charlie and receiving his money,
which is conflict with the fairness of multi-hop payments.

As it turns out, the above issue is not just an issue of the construc-
tion in [9], but rather a deeper issue with the definition of security of
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AS. Intuitively, the functionality of AS requires that a witness can be
extracted from both the pre-signature σ̃ and the adapted signature σ, but
not from either of them individually. And indeed, in almost all existing
AS schemes [2, 26, 12, 10, 17], both σ̃ and σ are essential for extracting
a witness. However, the generic construction GAS1 from [9] satisfies all
security requirements of the formal AS security definition by Aumayr et
al. [2]—including unforgeability, witness extractability, and pre-signature
adaptability—but still fails in satisfying the above intuition. This demon-
strates that previous security definition does not cover all security prop-
erties needed for the applications of AS, and points to a new whole in
the literature (which we fill in) of a generic AS construction for any NP
relation.

To solve the first (definitional) problem, we introduce a new security
property called witness hiding. Informally, it requires that the witness
y can be extracted from both a pre-signature and an adapted signature
(jointly), but not from only one of them alone. Thus the key open question
now is:

Question: Can witness hiding adaptor signatures support any NP rela-
tion, and, if so, what is the minimal assumption for such a construction?

In this work, we propose a generic construction of AS from any signa-
ture scheme and for any NP relation. Since signatures can be constructed
from one-way functions [14], we obtain the following theorem.

Theorem 1. Assuming one-way functions exist, then there exist witness
hiding adaptor signatures for any NP language.

We summarize our contributions as follows:

– We introduce witness hiding, a new security property for adaptor sig-
natures. This property requires that the witness y can be extracted
from both a pre-signature and an adapted signature, but not from
only one of them. Witness hiding is crucial in most applications of AS,
including fair exchanges [7], atomic swaps [21, 12], and payment chan-
nel networks [2, 12], where the pre-signature remains private while the
adapted signature is uploaded to the blockchain and is public to ev-
eryone. Witness hiding helps prevent an eavesdropper from extracting
a witness from only the adapted signature. We observe that the only
existing adaptor signature scheme for any NP relation [9] does not sat-
isfy witness hiding, as the witness is exposed in plain in the adapted
signature.
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– We propose a generic construction of witness-hiding adaptor signa-
tures from (ordinary) signatures and a new type of trapdor commit-
ment which we term trapdoor commitments with a specific adaptable
message. The latter is a weaker version of classical trapdoor commit-
ments, where there is a specific message m0, and with the knowledge
of the trapdoor, one can open a commitment ofm0 to another message
m.

– We propose a trapdoor commitment scheme with a specific adaptable
message based on the Hamiltonian cycle problem, where the commit-
ment key is the Hamiltonian problem instance and the trapdoor is a
Hamiltonian cycle (witness). Since the Hamiltonian cycle problem is
NP-complete, we obtain adaptor signatures for any NP language. See
Fig. 1 for a framework of adaptor signatures.

One-way Functions

Commitments Signatures

Hamiltonian Cycle
Relations

Trapdoor Commitments
with a Specific

Adaptable Message

NP
Relations

Witness Hiding
Adaptor Signatures
for NP Relations

+

+

[13] [14]

Sec. 5

Sec. 4

Karp Reduc. [16]

Fig. 1. A framework of witness hiding adaptor signatures for NP relations

1.1 Related Work

The concept of adaptor signatures (AS) was introduced by Poelstra [20,
21] (referred as scriptless scripts in [20]). In 2020, Aumayr et al. [2] first
formalized adaptor signatures, and proposed three security properties for
AS: unforgeability, pre-signature adaptability, and witness extractability.
All subsequent follow-up works on AS can be categorized into two main
directions.

The first direction focuses on designing AS from known underlying
signature schemes. For example, the ECDSA-based adaptor signature
scheme[2], the Schnorr-based scheme [2, 26], the LWE/SIS-based scheme
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LAS [12], the isogeny-based scheme IAS [24], the code-based scheme [17],
etc. Note that the supported languages (e.g., the discrete logarithm lan-
guage) in these schemes are fixed, due to the specific structures of the
underlying signature schemes.

The second direction focuses on generic constructions of AS [10, 9]. Er-
wig et al. [10] showed that identification (ID) schemes with additional ho-
momorphic properties can be transformed into adaptor signatures. How-
ever, the transform requires the supporting language to be highly related
with the format of the commitment in the ID scheme, limiting the in-
stantiations to the DL-based or the RSA-based ID schemes and their
corresponding languages.

Dai et al. [9] proposed the first truly generic construction of AS, called
GAS1, from any signature scheme and any NP language. As discussed
however the (overly-)simple construction GAS1, despite satisfying the se-
curity requirements according to [2], has the significant issue: that the
witness y is exposed in the adapted signature, which poses a serious se-
curity vulnerability in blockchain applications.

In fact, [9] also proposed a second generic construction called GAS2
from any signature scheme and any strongly random-self reducible rela-
tion. Compared to GAS1, GAS2 is unlinkable, i.e., the adapted signature
is indistinguishable from a normally generated signature, and hence the
witness is hidden from only the adapted one. However, GAS2 requires
the strong random-self reducibility of the underlying relation. Therefore,
similar to [10], the instantiations of GAS2 are limited to standard number
theoretical problems such as DL, RSA, and LWE.

1.2 Technical Overview

In this subsection, we provide a brief overview of our techniques.

Defining Witness Hiding. The witness hiding property requires that the
witness y is extractable from both the pre-signature σ̃ and the adapted
signature σ (jointly), but not from either of them alone. Note that y
is inherently hidden in σ̃ since the pre-sign algorithms takes only the
message, the instance and the secret key as inputs, and it is independent
of y. More formally, we say an AS scheme has the witness hiding property,
if there exists an simulator that, given the secret key (of AS), the message,
and the instance as inputs, outputs a signature which is indistinguishable
from a signature adapted from a pre-signature using witness y.
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Generic Construction. Next we illustrate our generic construction of
AS from any signature scheme and for any NP relation. Our approach
draws inspiration from the simplicity of [9] but significantly modifies their
paradigm with novel ideas to achieve the witness-hiding property

More concretely, let SIG be an ordinary signature scheme and R be
a hard relation. Recall that in GAS1, a pre-signature for message m and
instance Y is in the form of σ̃ = (σ̄, Y ), where σ̄ is a signature of SIG
for message (m,Y ). And the adapted signature is just σ = (σ̄, Y, y) by
attaching the witness to σ̃.

One might be tempted to use the following idea to avoid the exposure
of y in σ: replace y with a zero-knowledge proof, and show that the
adaptor knows a witness of Y . However, in such a modification, y cannot
be extracted from both σ̃ and σ, and the witness extractability is violated.

Our key insight here is the observation that the witness extractabil-
ity property of AS has similarities in spirit with the special soundness
property of Sigma protocols. To demonstrate this, let us first recall this
property. A Sigma protocol for a hard relation R is a three-move protocol
between a prover P and a verifier V, where the prover holds a witness y
of some instance Y and wants to prove to the verifier in a zero-knowledge
way. A complete transcript of a protocol execution consists of three parts:
the first move is a commitment cmt sent from P to V; the second move
is a random challenge ch from V to P; and the third move is a response
rsp from P to V.

– Special soundness of Sigma protocols. From two valid transcripts
with the same commitment but different challenges, one can extract
a witness of the instance.

– Witness extractability of AS. From a valid pre-signature and an
adapted signature one can extract a witness.

Inspired by this analogy observation, we modify the pre-signature of
AS to be σ̃ = (σ̄, Y, (cmt, ch′, rsp′)), where σ̄ is a signature of (m,Y, cmt),
and (cmt, ch′, rsp′) is a valid transcript of a Sigma protocol w.r.t. in-
stance Y . To adapt it to a (full) signature, the adaptor, with the knowl-
edge of y, has to generate rsp for another challenge ch ̸= ch′ such that
(cmt, ch, rsp) is also a valid transcript. This is feasible due to the com-
pleteness of the Sigma protocol, since a prover knowing a witness y is able
to answer any challenge and reply a response to make the transcript valid.
Meanwhile, the witness extractability of AS is guaranteed by the special
soundness of the Sigma protocol, since from σ̃ = (σ̄, Y, (cmt, ch, rsp)) and
σ = (σ̄, Y, (cmt, ch′ ̸= ch, rsp′)) one can extract a witness of Y .
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We formally describe our generic construction using trapdoor commit-
ments (TC, a.k.a. chameleon hashes [18], which are equivalent to Sigma
protocols [3]). In a TC scheme, with the public commitment key, one can
commit a message m′ to get a commitment c and an opening d′, and with
the trapdoor one can open c to another m ̸= m′ and get a correspond-
ing d. Meanwhile, trapdoor extractability requires that from a collision
(c,m′, d′) and (c,m ̸= m′, d) one can extract the trapdoor. In our generic
construction of AS, we first transfer the instance-witness pair (Y, y) into
a commitment-trapdoor key pair of a TC scheme. Now, a pre-signature
w.r.t. message m and instance Y is in the form of

σ̃ = (σ̄, Y, c,m′ ̸= m, d′),

where σ̄ is a signature for (m,Y, c), and d′ is an opening of c for a
“dummy” message m′ ̸= m. Given σ̃ and witness y (the trapdoor of
the underlying TC scheme), the adapted signature is in the form of

σ̃ = (σ̄, Y, c,m, d),

where d is another opening for the signed message m, adapted from
(c,m′, d′) using trapdoor (witness) y.

Functionality and security of the generic construction are analyzed as
follows.

– Functionality of adaption. This is guaranteed by the trapdoor
adaption property of TC.

– Unforgeability. This is inherited from the underlying signature scheme.
– Witness extractability. This is guaranteed by the trapdoor ex-

tractability of TC. Namely, from a collision (c,m′, d′) and (c,m ̸=
m′, d) one can extract the trapdoor.

– Pre-signature adaptability. This is guaranteed by the functionality
of TC, i.e., with the trapdoor one can open a commitment to any
message, and therefore the adapted signature σ = (σ̄, Y, c,m, d) is
valid.

– Witness hiding. This is due to the fact that from only a tuple of
commitment (c,m, d) nothing about the trapdoor is leaked.

We notice that in the pre-sign process, the dummy message m′ in
the pre-signature can be a fixed value m0, as long as it differs from the
message m to be signed. Moreover, to construct AS schemes, we only re-
quire a property that a commitment of the fixed m0 (but not necessarily
an arbitrary commitment) can be opened to another message. Based on
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this observation, we propose a weakened notation of trapdoor commit-
ments, termed trapdoor commitments with a specific adaptable message,
where there exists a specific message m0, and with the trapdoor one can
(only) open a commitment of m0 to another message. Next we will see,
such a weakening enables constructions from any NP relation, where the
instance Y and the witness y serve as the commitment key and the trap-
door, respectively.

Constructing TC with a Specific Adaptable Message. We now turn to
construct a trapdoor commitment scheme with a specific adaptable mes-
sage for any NP relation R. Bellare and Ristov [3] proved the equiv-
alence of Sigma protocols and chameleon hashes (and hence trapdoor
commitments), where the commitment, the challenge, and the response
in a Sigma protocol correspond to the commitment, the message, and the
opening in a trapdoor commitment scheme. However, one must exercise
caution when transferring one to another, since their security definitions
are not perfectly matched. For example, to transfer a Sigma protocol into
a trapdoor commitment scheme, we must additionally ensure that there
is a simulator for the Sigma protocol, which can generate a simulated
transcript given a fixed challenge, and the commitment can be recovered
from the challenge, the response, and the instance. However, this is not
a universally applicable property for all Sigma protocols.

Following the framework by Bellare and Ristov [3], we found that the
Sigma (zero-knowledge) protocol for the Hamiltonian cycle problem by
Blum [6, 13] can be perfectly transferred into a trapdoor commitment
scheme with a specific adaptable message m0 = 0. We recall the protocol
and present the corresponding trapdoor commitment scheme in Fig. 2.

P
(G,H)

V
(G)

cmt=comπ(G)−−−−−−−−−−−−−−−−−−−−−−−→
ch=0←−−−−−−−− ch=1←−−−−−−−−

rsp=(π,dπ(G))−−−−−−−−−−−−→
rsp=(π(H),dπ(H))−−−−−−−−−−−−→

commitment key = G
trapdoor = H

cmt=comπ(G) cmt=comG′

m=0←−−−−−−−−−−−− m=1←−−−−−−−−−−−−
d=(π,dπ(G))−−−−−−−−−−−−→

d=(H′,dH′ )−−−−−−−−−−−−→

Fig. 2. The zero-knowledge proof protocol for the Hamiltonian cycle problem [6, 13]
(left) and the trapdoor commitment scheme from it (right). Here (G,H ⊆ G) is an
instance-witness pair of the Hamiltonian cycle problem, and com and d are commit-
ments and openings of a bit commitment scheme with statistical biding and computa-
tional hiding.
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Let G be a graph, and H ⊆ G be a Hamiltonian cycle, i.e., a witness
of Hamiltonian graph instance G. First, the prover P randomly samples a
permutation π and commits G′ = π(G), and then sends the commitments
comG′5 to the verifier V. Here com denotes standard commitments with
statistical biding and computational hiding (cf. Definition 1). Then the

verifier V sends a random challenge ch
$← {0, 1}. If ch = 0, then P sends

all openings of comG′ and the permutation π to V, and V checks comG′

are commitments of π(G). And if ch = 1, then P sends all openings of
comH′ to V, and V checks comG′ include commitments of a Hamiltonian
cycle H ′(= π(H)).

The Sigma protocol described above has a zero-knowledge simulator
that, given the challenge ch, can perfectly simulate a transcript (cmt, ch, rsp).
Moreover, if ch = 0, then the simulated transcript is identical to the tran-
script from an honest execution. And with the knowledge of a witness, it
is easy to get a response for ch = 1 under the same commitment, which is
exactly the functionality of adaption in the trapdoor commitment scheme.

Our trapdoor commitment scheme with specific adaptable message
m0 = 0 is shown in Fig. 2 (right). If m = 0, then the commitment is
comπ(G) and the corresponding opening is (π, dπ(G)), where π is a random
permutation and dπ(G) is the corresponding openings of the underlying
(standard) commitment scheme. And if m = 1, then the commitment
is comG′ and the corresponding opening is dH′ , where G′ is a randomly
generated Hamiltonian graph with a Hamiltonian cycle H ′.

Given that the Hamiltonian cycle problem is NP-complete [16], we
know any NP relation R can be transferred into a trapdoor commitment
scheme with a specific adaptable message. Therefore, we get witness hid-
ing adaptor signature schemes from any signature scheme and for any
NP relation. Combined with the fact that signature schemes and (stan-
dard) bit commitment schemes are implied by one-way functions [13, 14],
Theorem 1 holds consequently.

1.3 Organization of the Paper

This rest of the paper is organized as follows. In Section 2, we present
preliminaries and define trapdoor commitments with a specific adaptable
message. In Section 3, we introduce adaptor signatures and their security
properties, including the witness hiding property. Section 4 details the
generic construction of AS. The trapdoor commitment scheme with a

5 More precisely, comG′ is a group of bit commitments for the adjacency matrix of
G′.
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specific adaptable message for the Hamiltonian cycle problem is shown in
Section 5. Finally, we conclude this paper in Section 6.

2 Preliminaries

Throughout this paper, we use λ ∈ N to denote the security parameter.
For µ ∈ N, define [µ] := {1, 2, ..., µ}. Denote by x := y the operation of

assigning y to x. Denote by x
$← S the operation of sampling x uniformly

at random from a set S. For a distribution D, denote by x ← D the
operation of sampling x according to D. For an algorithm A, denote by
y ← A(x; r), or simply y ← A(x), the operation of running A with input
x and randomness r and assigning the output to y. For deterministic
algorithms A, we also write as y := A(x) or y := A(x; r). “PPT” is short
for probabilistic polynomial-time.

2.1 Commitments

Definition 1 (Commitments). A commitment scheme consists of the
following three algorithms. Namely, COM = (Gen,Com,Ver).

– ck ← Gen(1λ). The key generation algorithm takes as input the secu-
rity parameter λ, and outputs a commitment key ck.

– (c, d) ← Com(ck,m). The commitment algorithm takes as input ck
and a message m ∈M, and outputs a commitment c and an opening
d.

– 0/1 ← Ver(ck, c,m, d). The verification algorithm takes as input ck,
c, m and d, and outputs a bit.

Correctness. For any ck ← Gen(1λ), any message m ∈M and (c, d)←
Com(ck,m), it holds that Ver(ck, c,m, d) = 1.

Definition 2 (Statistical Biding of Commitments). A commitment
scheme COM has statistical biding, if for any unbounded adversary A, the
advantage

AdvbidingCOM,A(λ) :=

∣∣∣∣∣∣Pr
 ck ← Gen(1λ)
(c,m0,m1, d0, d1)← A(ck)

:
m0 ̸= m1

∧ Ver(ck, c,m0, d0) = 1
∧ Ver(ck, c,m1, d1) = 1

∣∣∣∣∣∣
is negligible over λ.

12



Definition 3 (Hiding of Commitments). A commitment scheme COM
has hiding, if for any PPT adversary A, the advantage

AdvhidingCOM,A(λ) :=

∣∣∣∣Pr [ck ← Gen(1λ); (m0,m1, st)← A(ck)
(c, d)← Com(ck,m0)

: A(st, c) = 1

]
− Pr

[
ck ← Gen(1λ); (m0,m1, st)← A(ck)

(c, d)← Com(ck,m1)
: A(st, c) = 1

]∣∣∣∣
is negligible over λ.

Bit commitment schemes (i.e., the message is one bit) with statistical
biding can be constructed from one-way functions [13].

2.2 Trapdoor Commitments

Definition 4 (Trapdoor Commitments with Specific Adaptable
Message). Let M be a message space and m0 ∈ M. A trapdoor com-
mitment (TC) scheme with specific adaptable message m0 consists of the
following four algorithms. Namely, TC = (Gen,Com,Ver,TdOpen).

– (ck, td) ← Gen(1λ). The key generation algorithm takes as input the
security parameter λ, and outputs a commitment key ck and a trapdoor
td.

We implicitly assume ck is contained in td, and there exists an effi-
cient function to check the validity of a trapdoor w.r.t. a commitment
key, i.e., fTC(ck, td) = 1 if td is valid w.r.t. ck.

– (c, d) ← Com(ck,m). The commitment algorithm takes as input ck
and a message m ∈M, and outputs a commitment c and an opening
d.

– 0/1 ← Ver(ck, c,m, d). The verification algorithm takes as input ck,
c, m and d, and outputs a bit.

– d ← TdOpen(td, c,m0, d0,m). The trapdoor open algorithm takes as
input td, c, m0, d0, and another message m, and outputs an adapted
opening d.

Correctness. For any (ck, td) ← Gen(1λ), any message m ∈ M, the
followings two hold.

1. If (c, d)← Com(ck,m), then Ver(ck, c,m, d) = 1.

2. If (c, d0) ← Com(ck,m0) and d ← TdOpen(td, c,m0, d0,m), then
Ver(ck, c,m, d) = 1.
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Definition 5 (Hiding of Trapdoor Commitments). A trapdoor com-
mitment scheme TC with specific adaptable message m0 has hiding, if for
any PPT adversary, the advantage

AdvhidingTC,A (λ) :=

∣∣∣∣Pr [(ck, td)← Gen(1λ); (m, st)← A(ck)
(c, d0)← Com(ck,m0)

: A(st, c) = 1

]
− Pr

[
(ck, td)← Gen(1λ); (m, st)← A(ck)

(c, d)← Com(ck,m)
: A(st, c) = 1

]∣∣∣∣
is negligible over λ.

Definition 6 (Trapdoor Extractability of Trapdoor Commitments).
A trapdoor commitment scheme TC with specific adaptable message m0 is
trapdoor extractable, if there is an efficient extract algorithm Ext that can
extract a trapdoor from a collision with high probability. More precisely,
for (ck, td) ← Gen(1λ), any (c,m0, d0) and (c,m, d) s.t. m ̸= m0 and
Ver(ck, c,m0, d0) = Ver(ck, c,m, d) = 1, it holds that

Pr[fTC(ck,Ext(ck, c,m0, d0,m, d)) = 0] ≤ negl(λ),

where the probability is taken over the random choice of of key generation.

Definition 7 (Adaption Indistinguishability of Trapdoor Com-
mitments). A trapdoor commitment scheme TC with a specific adaptable
message m0 has adaption indistinguishability, if for any m, any PPT ad-
versary A, the advantage

AdvaindTC,A(λ) :=

∣∣∣∣∣∣Pr
 (ck, td)← Gen(1λ)

(c, d0)← Com(ck,m0)
d← TdOpen(td, c,m0, d0,m)

: A(ck,m0,m, c, d) = 1


− Pr

[
(ck, td)← Gen(1λ)
(c, d)← Com(ck,m)

: A(ck,m0,m, c, d) = 1

]∣∣∣∣
is negligible over λ.

Remark 1 (Classical Trapdoor Commitments). If m0 in the above defini-
tions is replaced with an arbitrary message m, then we define the classical
trapdoor commitment schemes, and the corresponding properties of hid-
ing, trapdoor extractability, and adaption indistinguishability. Jumping
ahead, the commitment c of the specific adaptable message m0 serves as
one part of the message to be signed in the pre-sign process of adaptor
signatures. And with the knowledge of the witness y, which is the trap-
door in the commitment scheme, one can open this commitment c to the
real message to be signed and hence form a valid adapted signature.

14



2.3 Signatures

Definition 8 (Signatures). A signature scheme consists of the follow-
ing three algorithms. Namely, SIG = (Gen,Sign,Ver).

– (pk, sk) ← Gen(1λ). The key generation algorithm takes as input the
security parameter λ, and outputs a public key pk and a secret key sk.

– σ ← Sign(sk,m). The signing algorithm takes as input sk and a mes-
sage m, and outputs a signature σ.

– 0/1← Ver(pk,m, σ). The verification algorithm takes as input pk, m,
and σ, and outputs a bit b indicating the validity of σ (w.r.t. m).

Correctness. For any (pk, sk) ← Gen(1λ), any message m and σ ←
Sign(sk,m), it holds that Ver(pk,m, σ) = 1.

Definition 9 (Unforgeability of Signatures). A signature scheme
SIG is unforgeable under chosen message attacks (UF-CMA secure), if

for any PPT adversary A, AdvufSIG,A(λ) := Pr[ExpufSIG,A(λ)⇒ 1] is negligi-

ble over λ, where ExpufSIG,A(λ) is defined in Fig. 3.

ExpufSIG,A(λ):

(pk, sk)← Gen(1λ); S := ∅
(m∗, σ∗)← ASign(·)(pk)

Return ((m∗ /∈ S) ∧ (Ver(pk,m∗, σ∗)))

Sign(m):

σ ← Sign(sk,m)
S := S ∪ {m}
Return σ

Fig. 3. The UF-CMA security experiment of signatures

2.4 NP Languages

Let {Rλ} ⊆ ({0, 1}∗ × {0, 1}∗)λ be a series of binary relations indexed by
parameter λ. If λ is fixed then we simply denote Rλ as R. We call R an
NP relation if there is an efficient algorithm to check whether (Y, y) ∈ R.
The relation R defines an NP language LR := {Y ∈ {0, 1}∗ | ∃y ∈
{0, 1}∗ s.t. (Y, y) ∈ R}. We call Y the instance (not necessarily in LR),
and y a witness of Y if (Y, y) ∈ R. Usually, there is an efficient sam-
ple algorithm that returns an instance-witness pair. Formally, (Y, y) ←
Sample(R).

Definition 10 (Hard Relations). A binary relation R is hard (one-
way) if for any PPT adversary, its advantage

AdvowR,A(λ) := Pr[(Y, y)← Sample(R); y′ ← A(R, Y ) : (Y, y′) ∈ R]
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is negligible over λ.

3 Adaptor Signatures

In this section, we present the definition of adaptor signatures and the
security requirements, including the newly proposed witness hiding prop-
erty.

Definition 11 (Adaptor Signatures). An adaptor signature scheme
w.r.t. a relation R consists of seven algorithms AS = (Gen,Sign,Ver, pSign,
pVer,Adapt,Ext), where the first three algorithms are defined as regular
signatures (cf. Def. 8), and the last four are defined as follows.

– σ̃ ← pSign(sk,m, Y ). The pre-sign algorithm takes as input sk, m and
an instance Y , and outputs a pre-signature σ̃.

– b ← pVer(pk,m, Y, σ̃). The pre-verification algorithm takes as input
pk, m, Y and σ̃, and outputs a bit indicating the validity of σ̃.

– σ ← Adapt(pk,m, σ̃, y). The adaption algorithm takes as input pk, m,
σ̃ and a witness y as input, and outputs an adapted signature σ.

– y/ ⊥← Ext(pk,m, Y, σ̃, σ). The extraction algorithm takes as input
pk, m, Y , σ̃ and σ, and outputs a witness y, or a failure symbol ⊥.

Except the correctness as defined in Def. 8, we additionally require the
pre-signature correctness and extraction correctness.

Pre-signature correctness and extraction correctness. For any
(pk, sk)← Gen(1λ), any message m, any (Y, y) ∈ R, σ̃ ← pSign(sk,m, Y ),
and σ ← Adapt(pk,m, σ̃, y), it holds that

1. (Pre-signature correctness) pVer(pk,m, Y, σ̃) = 1, and
2. (Extraction correctness) Ver(pk,m, σ) = 1.

We require unforgeability, witness extractability and pre-signature
adaptability for the security of adaptor signatures. Here, we mainly fol-
low the definition by Dai et al. [9] which allows multiple queries to the
pre-sign oracle. Meanwhile, we divide the full extractability in [9] into
unforgeability and witness extractability (as [2]) to better present the
different security aspects of adaptor signatures.

Definition 12 (Unforgeability of Adaptor Signatures). An adap-
tor signature scheme AS w.r.t. binary relation R is unforgeable under
chosen message attacks (UF-CMA secure), if for any PPT adversary A,
AdvufAS,A(λ) := Pr[ExpufAS,A(λ)⇒ 1] is negligible over λ, where ExpufAS,A(λ)
is defined in Fig. 4.
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ExpufAS,A(λ):

(pk, sk)← Gen(1λ); S := ∅; T [m] := ∅
(m∗, σ∗)← ASign(·),pSign(·,·),NewY()(pk)

Return 1 if (b1 ∧ (b2,1 ∨ b2,2)), and 0 otherwise, where
b1: Ver(pk,m

∗, σ∗) = 1 ∧ m∗ /∈ S
b2,1: T [m∗] = ∅
b2,2: ∀(Y, σ̃) ∈ T [m∗] : Y ∈ Y

Sign(m):

σ ← Sign(sk,m)
S := S ∪ {m}
Return σ

pSign(m,Y ):

σ̃ ← pSign(sk,m, Y )
T [m] := T ∪ {(Y, σ̃)}
Return σ̃

NewY():

(Y, y)← Sample(R)
Y := Y ∪ {Y }
Return Y

Fig. 4. The UF-CMA security experiment of adaptor signatures

Definition 13 (Witness Extractability). An adaptor signature scheme
AS w.r.t. relation R is witness extractable, if for any PPT adversary,
Advwe

AS,A(λ) := Pr[Expwe
AS,A(λ)⇒ 1] is negligible over λ, where Expwe

AS,A(λ)
is defined in Fig. 5.

Expwe
AS,A(λ):

(pk, sk)← Gen(1λ); S := ∅; T [m] := ∅
(m∗, σ∗)← ASign(·),pSign(·,·),NewY()(pk)

Return 1 if (b1 ∧ b2), and 0 otherwise, where
b1: Ver(pk,m

∗, σ∗) = 1 ∧ m∗ /∈ S
b2: ∀(Y, σ̃) ∈ T [m∗] : (Y,Ext(pk,m∗, Y, σ̃, σ∗)) /∈ R
// all (Y, σ̃) in the pre-sign list lead to a failed extraction

Sign(m):

σ ← Sign(sk,m)
S := S ∪ {m}
Return σ

pSign(m,Y ):

σ̃ ← pSign(sk,m, Y )
T [m] := T ∪ {(Y, σ̃)}
Return σ̃

NewY():

(Y, y)← Sample(R)
Y := Y ∪ {Y }
Return Y

Fig. 5. The witness extractability experiment of adaptor signatures

Remark 2 (Stronger Definition of Witness Extractability). A stronger def-
inition of witness extractability is that the extraction will not fail as long
as pVer(pk,m, Y, σ̃) = 1. Combined with the correctness, the difference
between this stronger definition and Def. 13 lies in whether once can ex-

17



tract a witness from a valid pre-signarture σ̃ and an adapted signature σ,
such that σ̃ is not generated via pSign.

However, such a stronger definition is not practical in the real world,
since witness extractability is meant to guarantee Alice’s right to extract
y once Bob publishes the adapted signature, assuming Alice generates the
pre-signature via (normal) pSign, but not other ways.

Definition 14 (Pre-signature Adaptability). An adaptor signature
scheme AS w.r.t. relation R has pre-signature adaptability, if for any
public key pk, any (Y, y) ∈ R and pre-signature σ̃ s.t. pVer(pk,m, Y, σ̃) =
1, it holds that Ver(pk,m,Adapt(pk,m, σ̃, y)) = 1.

Now we formally define the property that y can be extracted from
both the pre-signature σ̃ and the adapted signature σ, but not just σ. In
other words, σ leaks no additional information about y.

Definition 15 (Witness Hiding of Adaptor Signatures). An adap-
tor signature scheme AS w.r.t. relation R is witness hiding, if there exists
a simulator Sim such that, for any PPT adversary,

Advwh
AS,SimA(λ) := |Pr[Expwe

AS,Sim,A,0(λ)⇒ 1]− Pr[Expwe
AS,Sim,A,1(λ)⇒ 1]|

is negligible over λ, where Expwh
AS,Sim,A,b(λ) (b ∈ {0, 1}) are defined in Fig.

6.

Expwh
AS,Sim,A,b(λ):

(Y, y)← Sample(R)

Return AChallb(·,·,·)(Y )

Chall0(pk, sk,m)

If fAS(pk, sk) ̸= 1: Return ⊥
// check the validity of (pk, sk)
σ̃ ← pSign(sk,m, Y )
σ ← Adapt(pk,m, σ̃, y)
Return σ

Chall1(pk, sk,m)

If fAS(pk, sk) ̸= 1: Return ⊥
// check the validity of (pk, sk)
σ ← Sim(pk, sk,m, Y )
Return σ

Fig. 6. The witness hiding experiments of adaptor signatures

Remark 3 (On the Formalization of Witness Hiding). Witness hiding
property requires that the witness is exposed from both the pre-signature
σ̃ and the adapted signature σ, but not from either of them. One might
wonder why we only ask the adapted signature σ to leak no information
about the witness in the above definition, but do not impose restrictions
on the pre-signature σ̃. Actually, the witness hiding property for σ̃ is
naturally established, since the pre-sign algorithm takes only the secret
key sk, the message m, and the instance Y as input, and hence it is
independent of y.
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Remark 4 (On the Relationship with Unlinkability [9]). The unlinkability
property, as defined in [9], requires that a signature obtained by first pre-
signing and then adapting is indistinguishable from a signature obtained
by directly signing the message. Unlinkability implies witness hiding, as
the simulator Sim can be replaced by the signing algorithm. However,
witness hiding does not imply unlinkability. To see this, consider a witness
hiding adaptor signature scheme AS with a simulator Sim. If we modify
the pre-sign algorithm so that it signs (m||0) instead of m, and adjust
the verification and adaptation algorithms accordingly, then the scheme
still satisfies witness hiding. However, the unlinkability property does not
hold in this modified scheme, since the pre-sign-then-adapt mode returns
a signature for (m||0), while the direct sign mode returns a signature for
m.

4 Generic Construction of Adaptor Signatures from
Signatures and Trapdoor Commitments with a Specific
Adaptable Message

LetM be a message space, and there is a fixed messagem0 ∈M (e.g., the
all-zero bit string). Let SIG = (Gen,Sign,Ver) be a signature scheme with
message space M. Let R be an NP relation, and any (Y, y) ∈ R forms
a trapdoor commitment scheme TC = (Gen,Com,Ver,TdOpen) with a
specific adaptable message m0, where Y is the commitment key and y is
the trapdoor, and TC.Gen(1λ) just returns (Y, y)← Sample(R).

Our adaptor signature scheme AS with message space M \ {m0} is
shown in Fig. 7.
Correctness. The correctness of AS consists of three aspects.

– Signature correctness & Pre-signature correctness. These are guaran-
teed by the correctness of SIG and the correctness of TC (the first
property of TC).

– Extraction correctness. This is guaranteed by the trapdoor extractabil-
ity of TC.

Theorem 2. If SIG has UF-CMA security, TC has hiding and trapdoor
extractability and R is a hard relation, then the adaptor signature scheme
AS in Fig. 7 has UF-CMA security, witness extractability, pre-signature
adaptability and witness hiding.

Proof. UF-CMA security. Let (m∗, σ∗ = (σ̄∗, Y ∗, c∗, d∗)) be A’s final
forgery in the unforgeability experiment (cf. Def. 12), andm∗ ∈M\{m0}.
Recall that for A to win, it must hold that
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Gen(1λ):

(pk, sk)← SIG.Gen(1λ)
Return (pk, sk)

Sign(sk,m):

(Y, y)← Sample(R)
(c, d)← TC.Com(Y,m)
σ̄ ← SIG.Sign(sk, (m,Y, c))
Return σ := (σ̄, Y, c, d)

Ver(pk,m, σ):

Parse σ = (σ̄, Y, c, d)
If TC.Ver(Y, c,m, d) = 0: return 0
Return SIG.Ver(pk, (m,Y, c), σ̄)

pSign(sk,m, Y ):

(c, d0)← TC.Com(Y,m0)
σ̄ ← SIG.Sign(sk, (m,Y, c))
Return σ̃ := (σ̄, Y, c, d0)

pVer(pk,m, Y, σ̃):

Parse σ̃ = (σ̄, Y, c, d0)
If TC.Ver(Y, c,m0, d0) = 0: return 0
Return SIG.Ver(pk, (m,Y, c), σ̄)

Adapt(pk,m, σ̃, y):

Parse σ̃ = (σ̄, Y, c, d0)
d← TC.TdOpen(y, c,m0, d0,m)
Return σ := (σ̄, Y, c, d)

Ext(pk,m, Y, σ̃, σ):

Parse σ̃ = (σ̄′, Y ′, c′, d0) and σ = (σ̄, Y, c, d)
If (σ̄′ ̸= σ̄) ∨ (Y ′ ̸= Y ) ∨ (c′ ̸= c): return ⊥
Return TC.Ext(Y, c,m0, d0,m, d)

Fig. 7. Generic construction of adaptor signatures from signatures and trapdoor com-
mitments with a specific adaptable message m0

1. SIG.Ver(pk, (m∗, Y ∗, c∗), σ̄∗) = 1 and TC.Ver(Y ∗, c∗,m∗, d∗) = 1, and
2. A never queries Sign(m∗), and
3. (a) either T [m∗] = ∅ (i.e., A never asks pSign(m∗, Y ) for any Y ), or
(b) for all (Y, σ̃ = (σ̄, Y, c, d)) ∈ T [m∗], it holds that Y ∈ Y (i.e., A

only queries pSign(m∗, Y ) for Y whose witness is unknown to it).

We first analyze the case 1∧2∧(a). It is easy to see that in this case, the
challenger C does not sign a message of the form (m∗, ·, ·) when answering
the pre-signing oracle pSign and the signing oracle Sign. Therefore, we
can easily construct a reduction algorithm to break the UF-CMA security
of the underlying SIG.

Then we analyze the case 1 ∧ 2 ∧ (b). We divide it into the following
two subcases.

(i) For all (Y, σ̃ = (σ̄, Y, c, d)) ∈ T [m∗], (Y, c) ̸= (Y ∗, c∗).
Similarly, this means that C does not sign a message in the form of
(m∗, Y ∗, c∗) when answering the pre-signing oracle pSign. Therefore,
A breaks the UF-CMA security of the underlying SIG.

(ii) There exists (Y, σ̃ = (σ̄, Y, c, d0)) ∈ T [m∗] such that (Y, c) = (Y ∗, c∗).
Recall that the message space defined in AS isM\ {m0}. Therefore
m∗ ̸= m0. Besides, we have TC.Ver(Y, c,m0, d0) = 1 due to the cor-
rectness of AS. Combined with the fact that TC.Ver(Y ∗, c∗,m∗, d∗) = 1
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and (Y, c) = (Y ∗, c∗), we can extract a witness y′ via TC.Ext(Y ∗, c∗,m0,
d0,m

∗, d∗). Since Y ∗ ∈ Y (i.e., the corresponding witness of Y ∗ is un-
known to A), A breaks the one-wayness of the hard relation R.

The UF-CMA security holds as a result.

Witness extractability. Let (m∗, σ∗) be A’s final output in the witness
extractability experiment (cf. Def. 13), and σ∗ = (σ̄∗, Y ∗, c∗, d∗). Recall
that for A to win, we have

1. SIG.Ver(pk, (m∗, Y ∗, c∗), σ̄∗) = 1 and TC.Ver(Y ∗, c∗,m∗, d∗) = 1, and
A never asks Sign(m∗).

2. For all (Y, σ̃ = (σ̄, Y, c, d0)) ∈ T [m∗], (Y ∗,TC.Ext(Y, c,m0, d0,m
∗, d∗)) /∈

R (i.e., the witness extraction fails for all (Y, σ̃) ∈ T [m∗]).

SinceA never queries Sign(m∗), and σ̄∗ is a valid signature w.r.t. (m∗, Y ∗, c∗),
there must exist an item (Y, σ̃ = (σ̄, Y, c, d0)) ∈ T [m∗] s.t., Y = Y ∗ and
c = c∗, as otherwise A would break the UF-CMA security of the underly-
ing SIG scheme. Then, for that (Y, σ̃) ∈ T [m∗], we have SIG.Ver(pk, (m∗, Y, c),
σ̄) = 1 and TC.Ver(Y, c,m0, d0) = 1 due to the correctness of AS. There-
fore, from the fact that TC.Ver(Y ∗, c∗,m∗, d∗) = 1, TC.Ver(Y = Y ∗, c =
c∗,m0, d0) = 1 andm∗ ̸= m0, the extraction algorithm TC.Ext(Y ∗, c∗,m0,
d0,m

∗, d∗) will always return a witness y satisfying (Y ∗, y) ∈ R, which
completes the proof of witness extractability.

Pre-signature adaptability. Let σ̃ = (σ̄, Y, c, d0) be a pre-signature
such that pVer(pk,m, Y, σ̃) = 1. Namely, SIG.Ver(pk, (m,Y, c), σ̄) = 1 and
TC.Ver(Y, c,m0, d0) = 1. Assume (Y, y) ∈ R, the adaption algorithm
will return σ = (σ̄, Y, c, d) where d ← TC.TdOpen(y, c,m0, d0,m). Ob-
viously SIG.Ver(pk, (m,Y, c), σ̄) = 1 still holds. Furthermore, due to the
correctness of TC, we have TC.Ver(Y, c,m, d) = 1, and the pre-signature
adaptability holds consequently.

Witness hiding. To prove the witness hiding property, we have to design
a simulator Sim such that it can simulate an adapted signature given
(m,Y ), which is indistinguishable from a signature generated by the pre-
sign-and-adaption paradigm with the knowledge of y. (Recall that the
witness hiding property assumes that the secret key sk for signing is also
given to Sim as an input.)

We design Sim similarly to the signing algorithm Sign, with the only
difference being that Sim uses a fixed Y instead of sampling a new Y .
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Then we argue that a simulated signature σ1 = (σ̄1, Y, c1, d1) is indis-
tinguishable from a pre-sign-and-adapt signature σ0 = (σ̄0, Y, c0, d0). No-
tice that σ̄1 ← SIG.Sign(sk, (m,Y, c1)) and σ̄0 ← SIG.Sign(sk, (m,Y, c0)).
Therefore, it is sufficient to prove that (c1, d1) is indistinguishable from
(c0, d0).

– In the simulated signature, (c1, d1) is computed via (c1, d1)← TC.Com(Y,m).

– In the pre-sign-and-adaption signature, (c0, d0) is computed via (c0, d0)←
Com(Y,m0) and d0 ← TC.TdOpen(y, c0,m0, d0,m).

According to the adaption indistinguishability of TC, (c1, d1) and (c0, d0)
are indistinguishable, and the witness hiding of AS holds consequently.

⊓⊔

5 Trapdoor Commitments for Any NP Relation

In this section we show a trapdoor commitment with a specific adaptable
message for the Hamiltonian cycle problem, a well-known NP complete
problem. Combined with Theorem 2, we obtain adaptor signatures for
any NP relation.

Zero-knowledge proof for the Hamiltonian cycle problem. Let us
first recall the zero-knowledge protocol for the Hamiltonian cycle prob-
lems by Blum [6, 13]. Let G be a graph, and H ⊆ G be a Hamiltonian
cycle, i.e., a witness of Hamiltonian graph instance G. The zero-knowledge
protocol between the prover P and the verifier V is shown as follows.

1. P randomly samples a permutation π and gets G′ := π(G). Then
P commits the adjacency matrix of G′ and sends the commitments
comG′ to V.

2. After receiving comG′ , V sends a random bit b
$← {0, 1}.

3. P responses as follows.

– If b = 0, then P sends all openings of comG′ , and the permutation
π to V.

– If b = 1, then P sends all openings of comH′ to V, where H ′ :=
π(H) is a Hamiltonian cycle of G′.

4. V checks as follows.

– If b = 0, then V checks comG′ are commitments of the adjacency
matrix of π(G).

– If b = 1, then V checks comG′ include commitments of the adja-
cency matrix of H ′, and H ′ is a Hamiltonian cycle.
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Theorem 3 ([6, 13]). If the commitment scheme has statistical biding
and (computational) hiding, then the above protocol is a zero-knowledge
proof protocol with soundness error 1/2.

Now we show the zero-knowledge proof (Sigma) protocol can be trans-
ferred into a bit trapdoor commitment with special adaptable message
m0 = 0. At a high-level, the transform follows the proof of the equiva-
lence of Sigma protocols and chameleon hashes by Bellare and Ristov [3].
Specifically, the commitment, challenge, and response in a sigma protocol
correspond to the commitment, message, and opening in a trapdoor com-
mitment scheme, respectively, with the secret key of the Sigma protocol
serving as the trapdoor in the trapdoor commitment scheme. In more de-
tail, the bit trapdoor commitment scheme is as follows. Here,M = {0, 1}
and m0 = 0.

– Gen(1λ). Randomly sample a Hamiltonian graph G with a Hamilto-
nian cycle H ⊆ G as its witness. Return (ck, td) := (G,H).

– Com(ck,m ∈ {0, 1}).
• If m = 0, then randomly sample a permutation π, and commit the

adjacency matrix of G′ := π(G) to get comG′ and the correspond-
ing openings dG′ . Return (c, d) := (comG′ , (π, dG′)).

• If m = 1, then randomly generate a Hamiltonian graph G′ with a
Hamiltonian cycle H ′, and commit the adjacency matrix of G′ to
get comG′ and the corresponding openings dG′ . Return (c, d) :=
(comG′ , (H ′, dH′)).

– Ver(ck, c,m, d).

• If m = 0, parse (c, d) = (comG′ , (π, dG′)). Return 1 if comG′ are
the commitments of π(G), and 0 otherwise.

• If m = 1, parse (c, d) = (comG′ , (H ′, dH′)). Return 1 if comG′

includes commitments of a Hamiltonian cycle H ′, and 0 otherwise.

– TdOpen(td = H, c,m0 = 0, d0,m).

• If m = 0, return d0 directly.

• If m = 1, parse (c, d0) := (comG′ , (π, dG′)). Return ⊥ if comG′

are not the commitments of π(G). Otherwise, let H ′ := π(H),
and dH′ ⊆ dG′ be the openings w.r.t. the adjacency matrix of H ′.
Return d := (H ′, dH′).

The correctness is implied by the completeness of the zero-knowledge
protocol for the Hamiltonian cycle problem.
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Theorem 4. If the underlying commitment scheme has statistical biding
and computational hiding, then the above constructed trapdoor commit-
ment scheme with specific adaptable message m0 = 0 has (computational)
hiding, trapdoor extractability, and adaption indistinguishability.

Proof. Hiding. This follows directly from the hiding property of the un-
derlying commitment scheme. Namely, for any two graphs G0 and G1

of the same size (i.e., with the same number of vertices and edges), the
commitments comG0 and comG1 are computationally indistinguishable.

Trapdoor Extractability. Let (c = comG′ ,m0 = 0, d0 = (π, dG′)) and
(c = comG′ ,m = 1, d = (H ′, dH′)) be two commitment-message-opening
tuples. On one hand, Ver(ck, c,m0, d0) = 1 implies that comG′ is a com-
mitment of graph π(G). On the other hand, Ver(ck, c,m, d) = 1 implies
that comG′ contains a commitment of Hamiltonian cycle H ′. Since the
commitment scheme is statistically biding, H ′ ⊆ π(G) holds with over-
whelming probability. Therefore, π−1(H ′) ⊆ G is a Hamiltonian cycle,
which finishes the proof of trapdoor extractability.

Adaption Indistinguishability. The adaption indistinguishability prop-
erty requires that the distribution (c, d), where (c, d0)← Com(ck,m0) and
d← TdOpen(td, c,m0, d0,m = 1), is indistinguishable from the distribu-
tion (c, d), where (c, d)← Com(ck,m = 1).

Recall that in both cases (c, d) is in the form of (comG′ , (H ′, dH′)).

– In the first case, G′ = π(G) and H ′ = π(H), where π is a random
permutation.

– In the second case, G′ is a randomly sampled graph with a Hamilto-
nian cycle H ′.

Since π is a random permutation, (H ′, dH′) distributed identically in both
cases. The only difference lies in the parts of comG′\H′ , which are compu-
tationally indistinguishable due to the hiding property of the underlying
commitment scheme. ⊓⊔

Extension for Large Message Space . Via the standard hybrid arguement,
it is easy to extend the message space from {0, 1} to {0, 1}ℓ for any poly-
nomial ℓ, and the specific adaptable message m0 is 0ℓ.

Further Discussion . Though the above-mentioned construction works for
any NP relation R, it involves a heavy Karp reduction [16] from R to the
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Hamiltonian cycle problem. For commonly used relations in cryptogra-
phy such as the DL relation, the RSA relation, the LWE relation, and
the SIS relation, more efficient trapdoor commitments (with a specific
adaptable message) can be constructed from the Schnorr identification
scheme [23, 22], the RSA-based Sigma protocol/chameleon hashes [1],
the LWE-based Sigma protocols [8, 4] and the SIS-based Sigma proto-
cols [19, 5], respectively. Furthermore, in Appendix A, we show a direct
construction of trapdoor commitments for any NP relation with random
self-reducibility.

6 Conclusion

In this work we introduce witness hiding for adaptor signatures (AS),
which requires that the witness y can be extracted from both a pre-
signature and an adapted signature, but not from either of them indi-
vidually. We propose a generic construction of witness-hiding AS from
signatures and trapdoor commitments with a specific adaptable message,
a weaker version of trapdoor commitments. Based on the Hamiltonian
cycle problem, we also propose a trapdoor commitment scheme with a
specific adaptable message, where the commitment key is the Hamilto-
nian problem instance and the trapdoor is the Hamiltonian cycle witness.
Therefore, we prove that the existence of one-way functions implies the
existence of witness hiding adaptor signatures for any NP relation.

Further Work. One potential approach to circumvent the heavy Karp
reduction [16] is to leverage the multi-party computation in the head
(MPCitH) paradigm [15]. Namely, let Π be a secure MPC protocol for
f(·), where f(Y, y1, ..., yn) is a function with public input Y and private
inputs yi from users Ui for i ∈ [n], and f(Y, y1, ..., yn) outputs 1 if and
only if (Y,

⊕
i∈[n] yi) ∈ R. Taking the MPCitH paradigm, we immediately

obtain a Sigma (zero-knowledge) protocol with special soundness, which
is closely related to the witness extractability of AS as discussed earlier.
However, converting such a Sigma protocol into a trapdoor commitment
scheme with a special adaptable message is not straightforward. In the
Sigma protocol, a witness is necessary for generating the commitment
(the first message in the protocol) to ensure that there exists a valid
response for every possible challenge. On the other hand, in a trapdoor
commitment scheme, there is no trapdoor (witness) when generating a
commitment for a message. In fact, to construct AS, we require a Sigma
protocol of which the commitment does not rely on the witness, which
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cannot be satisfied by the MPCitH paradigm. We leave constructing more
efficient AS for NP relations from MPCitH as a further work.
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A Trapdoor Commitments from Random Self-Reducible
Relations

Let R be a hard relation and LR be the language defined by R. We recall
the definition of random self-reducibility in [9].

Definition 16. A relation R is random self-reducible, if there are three
additional algorithms ReRandIns, ReRandWit, Recover and a randomness
space Ω, such that for any (Y, y) ∈ R, the following properties hold.

1. If r distributes uniformly over Ω, then (Y ′, y′) distributes identically to
a sample by Sample(R), where Y ′ ← ReRandIns(Y, r), y′ ← ReRandWit(y, r).

2. For any r ∈ Ω, it holds that (Y ′, y′) ∈ R, where Y ′ ← ReRandIns(Y, r),
y′ ← ReRandWit(y, r).

3. For any r ∈ Ω, Y ′ ← ReRandIns(Y, r) and (Y ′, y′) ∈ R, it holds that
(Y, y′′) ∈ R, where y′′ ← Recover(y′, r).

Now we show the construction of trapdoor commitment with specific
adaptable message m0 = 0.

– (ck, td)← Gen(1λ). Sample (Y, y)← Sample(R) and return (ck, td) :=
(Y, y).

– (c, d)← Com(ck,m ∈ {0, 1}).

• If m = 0, then sample r
$← Ω, compute Y ′ ← ReRandIns(Y, r),

and return (c, d) = (Y ′, r).

• If m = 1, then (Y ′, y′)← Sample(R), and return (c, d) = (Y ′, y′).

– 0/1← Ver(ck, c,m, d).

• If m = 0, let c = Y ′ and d = r. Return 1 if Y ′ = ReRandIns(Y, r).

• If m = 1, let c = Y ′ and d = y′. Return 1 if (Y ′, y′) ∈ R.

– d← TdOpen(td, c,m0, d0,m).

• If m = 0, return d0.

• If m = 1, let d0 = r. Return y′ ← ReRandWit(y, r).

Correctness. The correctness is straightforward due to Property 2.

Theorem 5. If the relation R has random self-reducibility, then the above
constructed trapdoor commitment scheme with a specific adaptable mes-
sage m0 = 0 has hiding, trapdoor extractability, and adaption indistin-
guishability.
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Proof. Hiding. This is implied by Property 1, i.e., for random r and any
(Y, y) ∈ R, Y ′ ← ReRandIns(Y, r) distributes identically to the instance
sampled via (Y, y)← Sample(R).

Trapdoor Extractability. This is implied by Property 2, and the ex-
traction algorithm is simply Recover. Specifically, given Y ′, y′, r such that
(Y ′, y′) ∈ R and Y ′ = ReRandIns(Y, r), y′′ ← Recover(y′, r) is a witness
for Y .

Adaption Indistinguishability. The adaption indistinguishability re-
quires that the distribution (c, d) where (c, d0) ← Com(ck,m0) and d ←
TdOpen(td, c,m0, d0,m = 1), is indistinguishable from the distribution
(c, d) where (c, d) ← Com(ck,m = 1). This is directly implied by Prop-
erty 1 of R. ⊓⊔
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