**Abstract.** Secure merge refers to the problem of merging two sorted lists. The problem appears in different settings where each list is held by one of two parties, or the lists are themselves shared among two or more parties. The output of a secure merge protocol is secret shared. Each variant of the problem offers many useful applications.

The difficulty in designing secure merge protocols vis-a-vis insecure merge protocols (which work in linear time with a single pass over the lists) has to do with operations having to be oblivious or data-independent. In particular, the protocol cannot leak the positions of items of each list in the final merged list. On account of this, sorting-based secure merge protocols have been a common solution to the problem. However, as they introduce (poly)logarithmic overheads, there has been active investigation into the task of building (near) linear time secure merge protocols. Most recently, Hemenway et al. put forth a protocol for secure merge that does achieve linear communication and computation and a round complexity of $O((\log \log n))$, where $n$ is the length of the lists being merged. While this shows the feasibility of a linear time secure merge, it still leaves room for the design of a concretely efficient linear time secure merge.

In this work, we consider a relaxation of the problem where the lists are uniformly random. We show a secure merge protocol for uniformly random lists that achieves $O(n \log \log n)$, i.e., near linear communication and computation and a round complexity of $O(\log \log n)$, where $n$ is the length of the lists being merged. Our protocol design is general and can be instantiated in a variety of settings so long as the building blocks (basic ones such as comparisons and shuffles) can be realized in said settings. Although we do not achieve the same asymptotic guarantees as Hemenway et al., our work is concretely efficient. We implement our protocol and compare it to the state of the art sorting protocols and demonstrate an order of magnitude improvement in running times and communication for lists of size of $2^{20}$.

We also extend our protocol to work for lists sampled from arbitrary distributions. In particular, when the lists are (close to) identically distributed, we achieve the same efficiency as uniform lists. This immediately improve the performance of many crucial applications including PSI & Secure Join, thus illustrating the significance and applicability of our protocol in practice.

1 **Introduction**

Secure merge refers to a class of cryptographic protocols that as input takes two secret-shared, sorted lists and outputs secret shares of a single combined, sorted list. These protocols should achieve this without leaking any information about
the underlying lists apart from their lengths. Secure merge is closely related to the more general setting of secure sorting where there is no precondition on input list(s) being sorted. Both sorting and merging have numerous applications for privacy-preserving data processing. Just to name a few, machine learning techniques such as decision trees [19] need to sort the input features to identify candidate splits, protocols for Oblivious RAM [7], Private Set Intersection (PSI) [15] and secure join [4] all require sorting and/or merging as a building block.

In the plaintext setting merging two sorted lists of size $n$ requires just $O(n)$ time while sorting $n$ elements requires $O(n \log n)$ time in the comparison model. In the secret shared setting, the primary research effort has gone into inventing protocols for the more general problem of sorting. Initial efforts required $O(n \log^2 n)$ time and were based on generic circuit-based MPC applied to the Batcher’s bitonic sort circuit. However, since then several advances have enabled the overhead to be reduced to $O(n \log n)$ cryptographic operations and communication, which is likely optimal. More recently, attention has turned to realizing comparable efficiency improvements in the case of secure merge, i.e. $O(n)$ time & communication. Very recently, [10] achieved this with the so-called shuffle-then-merge paradigm. This technique makes sure of additively homomorphic encryption to emulate the classic merge sort algorithm. At each step the parties obliviously move the next smallest element from the input two lists to the output list. Unfortunately, their technique requires $O(n)$ rounds of interactions which for many applications makes the protocol impractical. In particular, practical protocols should ideally require $O(\log n)$ rounds of interactions for fewer.

From a theoretical perspective, this limitation was addressed by [11] which proposed a different paradigm for merging. The resulting protocol achieves $O(n)$ computation and communication while requiring $O(\log \log n)$ rounds of interaction. Unfortunately, we believe that this protocol would be inefficient in practice.

1.1 Applications

One of the most prominent applications of secure merge and sorting is private set interaction and secure joins. In its most basic formulation, two parties each hold a set $X, Y$ respectively and want to identify the intersection $X \cap Y$. When $X \cap Y$ is output in plaintext, many extremely efficient protocols exist such as [21,9,16,6,28,29,17,30,26,27,31,12] with most of them not requiring sorting/merging. However, more advanced use cases require the secret sharing of $X \cap Y$ to be the output so that some additional computation can be performed in the intersection. A natural extension is to also allow associated values for each $x \in X, y \in Y$ to be included as part of the secret shared output.

In this way, a large set of SQL-like join queries can be performed on secret shared database tables where $X, Y$ are the join keys and the associated values are the corresponding rows of the table. One of the current state of art protocols [24,4] for achieving this functionality builds on secure sorting as a building block. In particular, given the two input tables the first operation is to sort them into a combined table based on the join keys. Given this, it is relatively easy to generate a wide variety of joins such as inner, left, full, and union.
A large number of useful applications can be built on SQL-like joins. These range from privacy-preserving fraud detection [24], ad-conversation rates [16], data deduplication [20], oblivious RAM [7], graph algorithms [25] and many more. Essentially all large data processing tasks make use of some form of joins as a basic building block. Therefore, any improvement to the underlying join techniques translates to improvements to these end applications.

A very immediate optimization to the sorting-based join protocols is to have the input parties pre-sort these tables based on the join key and perform a secure merge instead. Unfortunately, at the time of the writing of the state of art protocol [4], the most concretely efficient merge protocol is to use a generic sorting protocol with $O(n \log n)$ overhead. In this work, we aim to address this gap in performance.

1.2 Our Contributions

We propose a new secure merge protocol tailored for input lists where the marginal of each list is uniformly distributed. This restriction on the distribution of the inputs list in turn allows our protocols to be significantly more efficient than prior works. We then extend this protocol to merge arbitrarily distributed lists. For the case of arbitrarily but (close to) identically distributed lists, we are able to do this with virtually no loss in performance.

In particular, our main protocol takes as input two secret shared lists $X, Y$ and outputs a secret shared permutation $\pi$ and secret shared sorted list $Z$ such that $Z_i = (X||Y)_\pi$. Important contributions that our construction provides include:

1. A flexible framework that can be implemented in various settings.
2. Concretely efficient merge for (close to) identically distributed lists.
3. Extensible for other input distributions.
4. First near-linear time and constant round circuit PSI and secure join in the two-party setting.
5. Malicious or semi-honest security.

Importantly, we show that the requirement that the input lists follow a known distribution is compatible with many of the most compelling applications, for example, when joining two tables or performing PSI on join keys such as usernames or emails that follow a well-known distribution. In addition, we give a general characterization of how to apply our techniques to lists that have arbitrarily different distributions as well.

1.3 Related Work

Secure Sorting  Sorting is a widely used building block for data processing tasks. There are several leading paradigms for secure sorting. The first is the so-called “shuffle-then-sort” technique [14,13] where the parties first obliviously shuffle the
list so that no one knows the order. Any traditional comparison-based sorting algorithm can then be performed where each plaintext comparison is replaced with a secure comparison with private inputs but public output. That is, all parties know the plaintext result of all comparisons. This in turn allows the parties to reorder the shared according to the sorting algorithm being used. Sorting algorithms such as quick-sort with a secret-sharing type MPC gives expected $O(\log n \log \ell)$ round complexity and $O(n\ell \log \ell)$ computational/communication complexity, where $\ell$ is the bit length of the items being sorted.

More recently, [8] presented a new protocol for performing radix sort which does not require shuffling the input list. They present a sub-protocol for obliviously sorting single-bit elements. In particular, their protocol outputs a secret sharing of a permutation that would sort the single-bit elements. One can then compose this protocol so that you obliviously sort the most significant bit down to the least significant bit. Their protocol requires $O(\ell)$ rounds and $O(n\ell \log \ell)$ communication. Asymptotically this protocol is preferred when $\log n > \frac{\ell}{\log \ell}$ which is typically the case.

Secure Merging One of the first protocols designed for merge is [7]. Their protocol also follows the “shuffle-then-sort” [14,13] paradigm but with sorting replaced with one iteration of merge-sort. In particular, the parties first construct a special linked-list structure for each input list and then shuffle the linked-lists. The parties can then run an essentially plaintext merge sort algorithm on the shares where the parties obliviously select the next element to include by revealing the location that it was shuffled to. In particular, the parties maintain a secret shared version of the head of the two linked lists. The smaller head is merged into the final list and the index of its shuffled child is revealed. The parties then update this merged node with its child and the process is repeated.

The protocol of [7] was originally designed for the 4-server ORAM setting. More recently, [10] adapted this protocol to the two-party setting. Their protocol makes use of additively homomorphic encryption to perform the shuffle and the construction of the linked list. One fundamental limitation of this approach is that the nodes in the linked list must be revealed in an iterative manner. Revealing the node requires at least one round of interaction and therefore their protocol requires a total of $O(n)$ rounds of interaction. For large lists, e.g. $n = 2^{20}$, this makes their protocol less time efficient than the previous sorting protocols when network latency is considered.

An alternative approach was given by [11] where merging is performed in two phases. They divide the sorted input lists into blocks of poly-logarithmic size blocks. These blocks are then merged together based on their first elements. Since there are few blocks, this can be done relatively efficiently. Given that the blocks are now in sorted order, what remains is to locally sort the “strays” that are out of order. Our work will also make use of this general strategy.

Recently, [5] put forth a protocol that takes $O(n)$ computation and communication and $O(\log \log n)$ rounds relying on the same assumptions, designing a protocol that is asymptotically optimal in terms of communication and computation. While they also build on the framework of [11], considering dividing
into blocks, merging them, and reorganizing strays, their protocol is rather com-
plicated and makes use of several cleverly designed protocols that are tailored
to be efficient in different parameter regimes. They then show how to compose
different protocols to achieve the earlier stated parameters. Asymptoti-
cally, this result is rather intriguing, but the concrete efficiency of the protocol
seems uncertain at best.

2 Preliminaries

2.1 Notation

For integers \( m, n \in \mathbb{Z} \), we denote by \( [m, n] \) the set of integers \( \{m, m + 1, \ldots, n\} \) and \( [n] \) be the shorthand for \( [1, n] \). We define a permutation of size \( N \in \mathbb{N} \) as a bijective function \( \pi : [N] \to [N] \). We use \( \eta \) to denote the statistical
security parameter, e.g., \( \eta = 40 \). Parties are denoted as \( P_1, P_2, \ldots \).

We denote the results of comparison operators using \( \{ \cdot \} \). For instance, \( \{2 > 3\} = 1 \) and \( \{2 \neq 3\} = 0 \).

We denote by \( \llbracket x \rrbracket \) a secret sharing of the value \( x \), and by \( \llbracket x \rrbracket_i \) the share held
by party \( P_i \). We assume values come from a field \( \mathbb{F} \).

Following [5], for any two sorted lists \( L_1 \) and \( L_2 \), let \( \mathcal{L} \) denote the “merge” of
two lists (i.e., \( \mathcal{L} \) is functionally equivalent to (multi-)set union followed by sort):
\( L_1 \mathcal{L} L_2 = \text{sort}(L_1 \cup L_2) \). We will reserve the notation \( L_1 \mathcal{L} L_2 \) for the sorted
lists that are to be merged, and denote \( L_i = \{\ell_{i,1}, \ldots, \ell_{i,|L_i|}\} \) for \( i \in [2], \) with
\( |L_1| = n \) and \( |L_2| = m \). For any sorted list \( L_i \) of size \( N \), and for any \( k|N \), let
\( \mathcal{M}_{i,k} \) denote the \( k \) “medians” of \( L_i \). Namely, \( \mathcal{M}_{i,k} = \{\ell_{i,j} : j = 1^k\} \).
For any two lists \( X = (x_1, \ldots, x_N) \) and \( Y = (y_1, \ldots, y_N) \) of equal length \( N \), the zip of \( X \) and
\( Y \) is \( X \oplus Y = ((x_1, y_1), \ldots, (x_N, y_N)) \). We assume that all list elements come
from an appropriate field \( \mathbb{F} \) and that the zero element \( 0 \in \mathbb{F} \) is reserved as a
special dummy element.

2.2 Distributions

Definition 1 (Poisson). A discrete random variable \( X \) is said to have a Pois-
son distribution with parameter \( \mathbb{E}[X] = \lambda > 0 \) if it has a probability mass function
given by
\[
\Pr[X = x] = \frac{\lambda^x e^{-\lambda}}{x!}
\]

Definition 2 (Normal). A continuous random variable \( X \) is said to have a
Normal distribution \( \mathcal{N}(\mu, \sigma) \) with parameters \( \mu, \sigma > 0 \) if it has a probability
density function given by
\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2}
\]
2.3 Definitions and Tools for Concentration

**Definition 3 (Lipschitz condition).** A function $f$ is said to be $c$-Lipschitz if

$$f(x) - f(y) \leq c|x - y|$$

for all $x, y$.

**Lemma 1.** If a function $f$ is $c$-Lipschitz with respect to hamming distance, then $\|D_i f\|_\infty \leq c$ for all $i$.

**Lemma 2 (McDiarmid’s Inequality [3]).** Let $X_1, X_2, \ldots, X_m$ be independent random variables where $X_i$ is $X_i$-valued for $i \in [m]$. Let $X = (X_1, X_2, \ldots, X_m)$. Assume $f : X_1 \times \cdots \times X_m \to \mathbb{R}$ is a measurable function such that $\|D_i f\|_\infty < \infty$ for all $i$. Then for all $\gamma > 0$,

$$\Pr[|f(X) - \mathbb{E}[f(X)]| \geq \gamma] \leq 2e^{-\sum_{i \in [m]} \frac{2\gamma^2}{\|D_i f\|_\infty^2}}$$

If $f$ is $c$-Lipschitz with respect to hamming distance, then

$$\Pr[|f(X) - \mathbb{E}[f(X)]| \geq \gamma] \leq 2e^{-\frac{\gamma^2}{mc}}$$

**Lemma 3 ([1]).** If $X_1, X_2, \ldots, X_n$ are independent Poisson random variables with parameters $\lambda_1, \lambda_2, \ldots, \lambda_n$, then $X_1 + X_2 + \ldots + X_n$ is Poisson random variable with parameter $\lambda_1 + \lambda_2 + \ldots + \lambda_n$.

**Lemma 4 ([2]).** If $X$ is a Poisson random variable with parameter $\mathbb{E}[X] = \lambda > 0$, then for all $x > 0$,

$$\Pr[X \leq \lambda - x] \leq e^{-\frac{x^2}{2(\lambda + x)}}$$

**Lemma 5 (Probability Integral Transform).** Let $X$ be a random variable with a continuous distribution for which the cumulative distribution function (CDF) is $F_X$. Then the random variable $Y$ defined as $Y := F_X(X)$ has a standard uniform distribution.

**Proof.** Given any random continuous variable $X$, define $Y = F_X(X)$. Given $y \in [0, 1]$, if $F_X^{-1}(y)$ exists (i.e., if there exists a unique $x$ such that $F_X(x) = y$), then:

$$F_Y(y) = \Pr[Y \leq y] = \Pr[F_X(X) \leq y] = \Pr[X \leq F_X^{-1}(y)] = F_X(F_X^{-1}(y)) = y$$

If $F_X^{-1}(y)$ does not exist, then it can be replaced in this proof by the function $\chi$, where we define $\chi(0) = -\infty$, $\chi(1) = \infty$, and $\chi(y) \equiv \inf\{x : F_X(x) \geq y\}$ for $y \in (0, 1)$, with the same result that $F_Y(y) = y$. Thus, $F_Y$ is just the CDF of a uniform random variable over $(0, 1)$, so that $Y$ has a uniform distribution on the interval $[0, 1]$. 
2.4 Definitions and Tools for Oblivious Merge

Details of many of the tools described in this section can be found in [5]. We provide a summary for the sake of completeness.

**Primitive Functionalities** Our protocols are realized with black box calls to the following “primitive” functionalities: \(\Pi_{\text{Open}}\), \(\Pi_{\text{Comp}}\), \(\Pi_{\text{Sel}}\), \(\Pi_{\text{Shuffle}}\). They act on shared values. We briefly describe these functionalities here and note that they can be realized using standard techniques.

- In \(\Pi_{\text{Open}}\), the parties allow each other to learn the shared value. See [23] or similar.
- In \(\Pi_{\text{Comp}}\), the parties learn secret shares of a bit denoting the result of a comparison operator \([(x > y)], \[(x \geq y)], \[(x = y)], \[(x \neq y)]\). See [23] or similar.
- In \(\Pi_{\text{Sel}}\), the parties perform multiplication of two values, one a bit \(b\) that is shared as \([b]\), and the other a value \(x\) that is shared as \([x]\). Equivalently, the parties compute secret shares of the ternary operator \(b?x:0\). See [23] or similar.
- In \(\Pi_{\text{Shuffle}}\), the parties begin with secret shares of a given list, and end up with secret shares of the same list, in some totally unknown order.
  - We will occasionally also need to unpermute a list related to (perhaps a modified version of equal length) a list that was permuted by \(\Pi_{\text{Shuffle}}\). For this, we assume a variant of \(\Pi_{\text{Shuffle}}\) where the parties begin with secret shares of a given list, and end up with secret shares of the same list, in some totally unknown order, and secret shares of a handle \([\text{handle}]\). We also assume a protocol \(\Pi_{\text{Unshuffle}}\) where parties begin with secret shares of a handle \([\text{handle}]\) and secret shares of a list of size the same as the one that was shuffled to get \([\text{handle}]\), and end up with secret shares of the list unpermuted. See [8].

We also assume a generic circuit-based MPC functionality \(\mathcal{F}_{\text{MPC}}\) that can apply a circuit \(C\) to shared inputs to obtain shared outputs. One can assume the GMW protocol.

**Tag-shuffle-reveal Paradigm** We make use of the tag-shuffle-reveal paradigm. In the tag-shuffle-reveal paradigm, each element of a list is (obliviously) tagged with some label. This label can be (a secret sharing of) its current index, or it can be the result of some multiparty computation, for example, a bit representing the output of a comparison against another value. Then, after shuffling the list, the tag or some part of the tag is opened, and the list entries are rearranged accordingly. Because the shuffle step ensures that the tags are randomly ordered, the only requirement to ensure security is to ensure that the set of values the opened tags take on does not depend on the underlying data. This paradigm is used to realize extraction functionalities, described ahead.
Extraction Functionalities Our protocols are realized with black box calls to the “extraction” functionalities $\Pi_{\text{Extract-Ord}}$ and $\Pi_{\text{Extract-Bin}}$ [5]. They act on secret shared values. We briefly describe these functionalities here and note that they can be realized using the tag-shuffle-reveal paradigm.

- In $\Pi_{\text{Extract-Ord}}$, the parties hold secret shares of a list with a certain number of marked elements, and end up with secret shares of a list of the marked elements in the order in which they appeared in the original list.
- In $\Pi_{\text{Extract-Bin}}$, the parties hold secret shares of a list with a certain number of marked elements, where the marking can be of many different types, and end up with secret shares of lists of the marked elements of each type in the order in which they appeared in the original list.

Trivial Secure Merge Functionalities Our protocols make use of the naïve secure merge protocol that simply performs all pairwise possible comparisons (securely) for terminating iterative/recursive processes when the reduced list sizes are sufficiently small. We call this protocol $\Pi_{\text{SM-ALL}}$. Another option would be to use any protocol that simply sorts the concatenation of the two lists. We call this protocol $\Pi_{\text{SM-Sort}}$.

3 Abstract Secure Merge

Suppose, Alice and Bob each have a private, sorted list of items $L_1, L_2$ with $|L_1| = n, |L_2| = m$ and jointly want to learn the combined, sorted list. We propose a recursive framework for Secure Merge ($\text{SM}(n, m)$) with the following high-level approach:

1. (Base case of $\text{SM}(n, m)$) If $n, m$ are small enough, Secure Merge ($\text{SM}(n, m)$) via $\Pi_{\text{SM-ALL}}$ or $\Pi_{\text{SM-Sort}}$.
2. Partition input $L_1$ into $k$ blocks, each of size $\frac{n}{k}$, for some $k|n$. Identify and store the last element of every block into a separate list of medians $\mathcal{M}_{1,k}$.
3. Securely merge the medians $\mathcal{M}_{1,k}$ with the list $L_2$ using a secure asymmetric merge protocol ($\text{asym-SM}(k, m)$) (see Section 3.1). The merge positions of the medians $\mathcal{M}_{1,k}$ divides $L_2$ into (potentially unequal sized) chunks and we end up with $k$ smaller sub-problems. In each sub-problem, elements from a block of $L_1$ must be merged with its corresponding chunk in $L_2$.
4. Determine a suitable upper bound $B_{\text{max}}$ on the size of all the chunks and pad each chunk\(^\dagger\) with dummies (upto $B_{\text{max}}$) for obliviousness. Each padded sub-problem is extracted into its own instance and processed independently.
5. (Recursive step) Secure Merge ($\text{SM}(\frac{n}{k}, B_{\text{max}})$) each of the $k$ blocks with its corresponding padded chunk.

\(^\dagger\) It is possible that we compute a different $B_{\text{max}}$ for different chunks—more on this in Section 3.2.
The main idea of the framework is to divide the sorted list $L_1$ into $k$ same-sized blocks and identify each block by its last element, called a median (which is an upper bound for all elements in the block). Next, we merge the block identifiers or medians with the input list $L_2$. This step demarcates the start and end positions in $L_2$ where elements of each block of $L_1$ will merge with $L_2$; we refer to each such non-overlapping sub-list of $L_2$ as a chunk. It is worth clarifying here for ease of reading that we refer to equal sized sub-divisions of a list (as we did with $L_1$) as blocks, and induced (potentially unequal sized) sub-divisions of a list (as we did with $L_2$) as chunks.

The goal is to have $k$ sub-problems that can be solved recursively until the problem is small enough for the “all-pairs merge” (compare every pair of elements) using $Π_{SM-ALL}$ to be efficient. However, the issue is that the sizes of each chunk may leak information about the input lists. Therefore, we need an extra step to select a suitable upper bound $B_{\text{max}}$ on the sizes of the chunks to make the sub-problems oblivious (input-independent).

Observe that with no restrictions on the inputs $L_1, L_2$ it is difficult (actually, impossible) to find a reasonable upper bound on the chunk size. It might be the case that the first block identifier (last element of the first block) has a larger value than the last element of list $L_2$. In this skewed scenario, the upper bound on the chunk size is the size of the entire list $L_2$. Therefore, we work with a restricted class of inputs amenable to efficient sub-protocols for asymmetric merge and efficient upper bounds on the chunk size.

**Uniform Inputs.** In the rest of this section, we restrict ourselves to the case when the input lists $L_1, L_2$ are sampled from the uniform distribution\(^2\). We utilize this assumption to design an efficient merge protocol for the medians of one of the list with all the elements of the other list. Based on the uniform distribution, we can determine the expected chunk size. We can then analyze the tail distribution of the chunk sizes to bound their worst-case behavior and determine a reasonable upper bound $B_{\text{max}}$ on chunk size. We discuss this aspect in Section 3.2.

### 3.1 Asymmetric Secure Merge with Uniform Lists (Steps 2–3)

We design an efficient $\text{asym-SM}(k, m)$ protocol to merge a small list of $k$ medians $\mathcal{M}_{1,k}$ of $L_1$ of size $n$ with a significantly larger list $L_2$ of size $m$, where $L_1, L_2$ are sampled from the uniform distribution. In expectation, an element at index $i$ from $L_1$ will merge with the other list $L_2$ at position $i \cdot \frac{m}{n}$. However, we must account for the strays where an element at position $i$ merges with the other list elsewhere. We would like to compute some reasonable bound $\beta$ such that the element at position $i$ in $L_1$ merges with $L_2$ in a position within some range $\left[\frac{m}{n} - \frac{\beta}{2}, \frac{m}{n} + \frac{\beta}{2}\right]$ of indices with overwhelming probability. In the next section, we show using a balls-and-bins analysis that $\beta = \mathcal{O}\left(\sqrt{m \ln k}\right)$ suffices. Therefore, to merge a single element from list $L_1$ into list $L_2$ we need to make $\beta$

\(^2\) Over some fixed support. Additionally, their joint distribution need not be uniform.
Parameters:

- List of $k$ medians $M_{1,k}$ of a list $L_1$ of size $n$ sampled from the uniform distribution
- Sorted list $L_2$ of size $m$ sampled from the uniform distribution
- $\beta = \sqrt{2m((\eta + 1)\ln 2 + \ln k)}$

Protocol:

- Let $M_{1,k} = \{m_1, \ldots, m_k\}$ and $L_2 = \{\ell_{2,1}, \ldots, \ell_{2,m}\}$. For every $i \in [k]$:
  - Compare, using $\Pi_{\text{Comp}}$, $m_i$ with each element of the sub-list $\{\ell_{2, \frac{m_i}{2} - \frac{\beta}{2}}, \ldots, \ell_{2, \frac{m_i}{2} + \frac{\beta}{2}}\}$ of $L_2$ and find the first index $B_i$ where $M_i > \ell_{2,B_i}$.

Fig. 1: Outline of the Asymmetric Merge asym-SM($k$, $m$) protocol.

Choosing $\beta$ In this section we will show via a balls-and-bins analysis how to find the number of comparisons $\beta$ required to correctly merge any given element from $L_1 = \{\ell_{1,1}, \ldots, \ell_{1,n}\}$ into $L_2 = \{\ell_{2,1}, \ldots, \ell_{2,m}\}$. Let the elements of list $L_1$ define the divisions between bins and elements of list $L_2$ be balls that we throw uniformly into the bins. In the final merged list $L_1 \bigcup L_2$, we then look at the number of elements of $L_2$ that fall between $\ell_{1,i-1}$ and $\ell_{1,i}$ to be the number of balls that fall into the $i$th bin represented by $\ell_{1,i}$. Technically, there is one more bin for elements of $L_2$ that are larger than $\ell_{1,n}$, but we ignore this for ease of presentation, and note that it does not significantly change any of our analyses.

In expectation, we know that we have $\frac{m}{n}$ balls that fall into the $i$th bin. Now, we will compute concentration bounds for each bin, to learn the range $\beta$ of the number of balls that fall into a particular bin with overwhelming negligible probability. Therefore, a ball can be at most $\pm \frac{\beta}{2}$ bins away from its expected position. In the context of merging lists, it means that an element $\ell_{1,i}$ of $L_1$ can fall behind by merging with $L_2$ at $\ell_{2, \frac{m_i}{2} - \frac{\beta}{2}}$ or be ahead by merging with $L_2$ at $\ell_{2, \frac{m_i}{2} + \frac{\beta}{2}}$. Note that when applied to the $k$ medians of $L_1$, this translates to the sub-lists of $L_2$ compared with in Figure 1.

For our analysis, we will use the McDiarmid’s Inequality (Lemma 2). Consider the experiment of throwing $m$ balls into $n$ bins uniformly and independently at random. Define random variables: $(P_1, P_2, \ldots, P_m)$, where $P_i$ is the bin where the $i$th ball lands. These variables are independent. Define random variables:
(Q_1, Q_2, \ldots, Q_n), where Q_j is the number of balls that fall before and including in bin j.

For each bin j, E[Q_j] = j \cdot \frac{m}{n}. Let f be the function such that the number of balls that fall before and including in bin j, Q_j = f(P_1, P_2, \ldots, P_m), is a function of how each of the balls fell into the bins. Observe also that this function f is 1-Lipschitz. Simply put, if you change the value of one of the random variables {P_1, P_2, \ldots, P_m}, that is, move exactly one ball from one bin to another, then Q_j also changes by at most 1. Using McDiarmid’s inequality, for all j ∈ [n],

$$\Pr \left[ \left| Q_j - j \cdot \frac{m}{n} \right| \geq \gamma \right] \leq 2e^{-\frac{\gamma^2}{2m}}$$

From this inequality, we can determine the probability that Q_j deviates from the expectation by more than \gamma, and we will finally set \beta = 2 \cdot \gamma. We are interested in finding the smallest possible \gamma, such that the probability of any of the k medians \mathcal{M}_{1,k} of \mathcal{L}_1 deviating from their expected positions by more than \gamma is negligible. So, using a union bound, we equate k times the right side with 2^{-\eta}, where \eta is the statistical security parameter. This gives us

$$\gamma = \sqrt{\frac{m}{2}((\eta + 1)\ln 2 + \ln k)}$$

Effectively, our range size is \beta = 2 \cdot \gamma = \mathcal{O}\left(\sqrt{m \ln k}\right).

Therefore, in order to merge the k medians \mathcal{M}_{1,k} of \mathcal{L}_1 with \mathcal{L}_2, we need k \cdot \mathcal{O}\left(\sqrt{m \ln k}\right) comparisons. Setting k = \sqrt{\frac{m}{\ln m}}, this ends up being \mathcal{O}(m) comparisons in total. We present the outline of this protocol in Figure 1. Note that the protocol only takes \mathcal{O}(1) rounds.

### 3.2 Padding: Choosing B_{max} (Steps 4–5)

We now look at how to determine a reasonable upper bound B_{max} on the chunk sizes. Note that the chunk sizes would have been \frac{m}{k} in expectation, but they may deviate from this. While we can find the chunk sizes explicitly, we cannot leak them as this destroys obliviousness as this information is input-dependent. To work around this, we pad each chunk with \textit{dummy} elements up to some size B_{max}. In this section, we will first talk about how to set B_{max} so that we have no overflows with overwhelming probability (Section 3.2). Next, we will describe an empirical way of padding chunks while heuristically maintaining obliviousness and input-independence (Section 3.2).

**Bounds via Poisson Approximation** We will perform another balls-and-bins analysis, but with the perspectives flipped. Let the elements of list \mathcal{L}_2 define the bin divisions and elements of list \mathcal{L}_1 be balls that we throw uniformly into the bins. If we throw n balls into m bins, the random variables representing the

\footnote{We can assume we have the designated dummy element, 0.}
number of balls in each bin are not independent. However, we can treat them like independent variables and use Poisson approximation to learn a slightly looser upper bound on the number of balls in a bin and use the Poisson approximation method to translate it to a bound for the event we are interested in [18,22]. The Poisson approximation method for analyzing an event in the balls-and-bins experiment proceeds as follows:

- Treat the balls being thrown into bins as independent Poisson random variables with parameter $\frac{n}{m}$.
- Compute the probability $q$ of the event that we are interested in analyzing.
- Apply a penalty factor of $e^{\sqrt{n}}$ for the approximation itself, that is, the probability of the actual event $p \leq e^{\sqrt{n}} \cdot q$.
- The penalty factor can be reduced to 2 if $q$ is monotonic.

The event that we are interested in analyzing is the following: How many contiguous bins $B$ do we need to find $t$ balls with overwhelming probability? Note that to find the size of a chunk in $L_2$ that corresponds to a block of size $\frac{n}{k}$ in $L_1$ via our balls-in-bins analysis, we must determine how many contiguous bins are needed in order to see a total of at least $\frac{n}{k}$ balls. This is why, looking ahead, we are interested in the case where $t = \frac{n}{k}$, but we perform the analysis in general. Also note that the advantage of looking at contiguous bins as opposed to a single one and hoping to get strong concentration bounds is well-founded as even though a single bin may be off by a lot from its expectation, a contiguous set of bins may not be off by much more (and thus relative to the number of bins we consider, the average deviation is not much)–in other words, the “curve” is smooth and slow, not sharp.

Define $Q_j$ to be the number of balls in the $j$’th bin with $E[Q_j] = \frac{n}{m}$. Define $R_j$ to be the number of balls in the contiguous bins indexed by $j, \ldots, j + B - 1$. Note that $E[R_j] = B \cdot \frac{n}{m}$. If we assume that the $Q_j$’s are independently Poisson, then the $R_j$’s are Poisson as well, as $R_j = Q_j + \ldots + Q_{j+B-1}$ (Lemma 3).

Let $\lambda = E[R_j] = B \cdot \frac{n}{m}$. From Lemma 4 and incorporating the penalty factor 2, we have that for all $t \leq \lambda$,

$$Pr[R_j \leq t] = Pr[R_j \leq \lambda - (\lambda - t)] \leq 2e^{-(\lambda - t)^2/2(2\lambda - t)}$$

We will obtain a similar bound for each of $k$ sets of balls (corresponding to the $k$ blocks of $L_1$) that we consider, and so the net failure probability, using a union bound, is at most $k$ times the above bound. We would like for that bound to be negligible, that is, at most $2^{-\eta}$, where $\eta$ is the statistical security parameter. Thus

$$e^{(\lambda-t)^2/2(2\lambda-t)} \geq e^{(\eta+1)\ln 2 + \ln k}$$

$$\lambda^2 - 2\lambda(t + 2(\eta + 1)\ln 2 + 2 \ln k) + 2t((\eta + 1)\ln 2 + \ln k) + t^2 \geq 0$$

Let

$$\theta = 2(\eta + 1)\ln 2 + 2 \ln k$$
The roots of the above quadratic are

\[ \lambda^-, \lambda^+ = (t + \theta) \pm \sqrt{(t + \theta)^2 - t(t + \theta)} \]

\[ = (t + \theta) \pm \sqrt{\theta \sqrt{t + \theta}} \]

So, \( \lambda \leq \lambda^- \) or \( \lambda \geq \lambda^+ \). We also need \( \lambda - t \geq 0 \iff \lambda \geq t \). So

\[ \lambda \in ([0, \lambda^-] \cup [\lambda^+, \infty)) \cap [t, \infty] \]

We have

\[ \lambda^- = (t + \theta) - \sqrt{\theta \sqrt{t + \theta}} \leq t \]

and so \( \lambda^- \leq t \). Also, \( \lambda^+ \geq t \). Therefore

\[ \lambda \in [\lambda^+, \infty) \]

Recalling that \( \lambda = B \cdot \frac{n}{m} \), we have

\[ B \geq \frac{m}{n} \sqrt{t + \theta} (\sqrt{t + \theta} + \sqrt{\theta}) \]

Therefore, if we look at \( B_{\text{max}} = \frac{m}{n} \sqrt{t + \theta} (\sqrt{t + \theta} + \sqrt{\theta}) \) bins, we will see \( t \) balls with overwhelming probability. In particular, the chunk sizes corresponding to each of the \( k \) blocks is of size at most \( B_{\text{max}} \) with overwhelming probability, where \( t = \frac{\theta}{\lambda} \), and hence padding chunks of \( L_2 \) up to a size of \( B_{\text{max}} \) with dummy elements suffices.

We tabulate the values of \( B_{\text{max}} \) for various choices of symmetric lists \( m = n \) in Table 1. Somewhat predictably, we notice that padding to \( B_{\text{max}} \) introduces only a moderate overhead of dummies when \( m = n \) is large, however, for moderate to small values of \( m = n \), the overhead becomes significant, even crossing a 100%! This means that as we get into the lower stages and smaller sub-problems of our recursion, we will introduce a large fraction of dummies. This is not desirable. As a way to work around this, we investigate padding chunks in accordance with the distribution that the chunk sizes are expected to follow. We discuss this ahead in Section 3.2.

**Bounds via Empirical Estimation** In Section 3.2, we determined a worst-case upper bound \( B_{\text{max}} \) on the chunk size. However, it is unlikely that every or even many of the chunks get to be as large as \( B_{\text{max}} \). Our goal is then to pad the chunks while exploiting this observation. Really, what we would like to know is the probability distribution of the chunk sizes. If we had a handle on this, we could pad up the chunks corresponding to the blocks so that the set of all chunk sizes together jointly respects the probability distribution of the chunk sizes. The reason we would like to look at this as opposed to settling for the analysis from before is that from Table 1, for moderate to small values of \( m = n \), the overhead introduced by padding becomes significant. This means
that as we get further down our recursion, the number of dummies we introduce may even vastly outnumber the elements themselves, which would be damaging to concrete performance.

However, it seems technically difficult to analytically capture the joint distribution of the chunk sizes. Therefore, we resort to simulations and empirical estimations for the joint distribution of the chunk size. From our simulation results in Figure 2, we see that the joint distribution of the chunk sizes is very tightly approximation by a normal distribution with parameters

$$\hat{\mu} = \frac{m}{k}, \hat{\sigma} = \sqrt{\frac{m}{k} \left(1 - \frac{1}{k}\right) \left(1 + \frac{m}{n}\right)}$$

While we will not formally prove this claim, we note that it is in accordance with what we would expect if the chunk size were all drawn independently at random (parameters of a binomial or multinomial distribution), except for a “correction” factor of $1 + \frac{m}{n}$. This correction factor, we believe, accounts for aberrations resulting from the lists that end up being sampled and how they impact chunk sizes. For instance, if $n$ were really small compared to $m$, then the blocks of $L_1$ would spread somewhat non-uniformly across $L_2$ with reasonable probability. On the other hand, if $n \gg m$, in particular, if $n \to \infty$, we expect a distribution that exactly follows the balls-and-bins experiment, namely, a binomial or multinomial distribution. It is also worth noting that the results in Figure 2 do show a behavior closer to a binomial or multinomial distribution than a normal distribution. In particular, the distribution is skewed and the normal approximation falls just as short as it does when we try to approximate a binomial distribution using a normal distribution. However, as expected, for larger values, this approximation quality improves and so, with reasonable slack, we can use this normal distribution to approximate the joint distribution of the chunk sizes.

To further concretize the padding schemes that we can utilize, we look at the distribution of chunk sizes and compare it with the behavior of the normal distribution $N(\hat{\mu}, \hat{\sigma})$. We performed thorough simulations, some of the results of which appear in Table 2. We considered various values of $m = n$ and studied the distribution of the chunk sizes that fell within $2\hat{\sigma}$ of $\hat{\mu}$. Accounting for the slight deviations for smaller values of $m = n$ on account of the skewedness of the

<table>
<thead>
<tr>
<th>$m$</th>
<th>$k$</th>
<th>$B_{\text{max}}$</th>
<th>$B_{\text{max}} - \frac{m}{k}$</th>
<th>$% KB_{\text{max}}$ over $m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{28}$</td>
<td>3719</td>
<td>74554</td>
<td>2375</td>
<td>3.29%</td>
</tr>
<tr>
<td>$2^{24}$</td>
<td>1004</td>
<td>17870</td>
<td>1160</td>
<td>6.94%</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>275</td>
<td>4395</td>
<td>582</td>
<td>15.26%</td>
</tr>
<tr>
<td>$2^{16}$</td>
<td>77</td>
<td>1162</td>
<td>311</td>
<td>36.53%</td>
</tr>
<tr>
<td>$2^{12}$</td>
<td>22</td>
<td>375</td>
<td>189</td>
<td>101.42%</td>
</tr>
</tbody>
</table>
Fig. 2: Empirical joint distribution of the chunk sizes for various values of $n \geq m$, and $k$ (similar results are observed for $n < m$), averaged over 5000 iterations. The observed values of the mean and standard deviations of the chunk sizes $\mu$ and $\sigma$ match $\hat{\mu}$ and $\hat{\sigma}$ as defined before near exactly. The red line plots the probability density function of $N(\hat{\mu}, \hat{\sigma})$, and it envelopes and approximates the observed empirical distribution near exactly.
Table 2: Distribution of the chunk sizes that fall into the intervals $[0, \hat{\mu} - 2\hat{\sigma}]$, $(\hat{\mu} - 2\hat{\sigma}, \hat{\mu} - \hat{\sigma}]$, $(\hat{\mu} - \hat{\sigma}, \hat{\mu}]$, $(\hat{\mu}, \hat{\mu} + \hat{\sigma}]$, $(\hat{\mu} + \hat{\sigma}, \hat{\mu} + 2\hat{\sigma}]$, and $(\hat{\mu} + 2\hat{\sigma}, B_{\text{max}}]$, as well as the overhead of padding based on these intervals, when averaged over 5000 iterations; we have set $\eta = 40$. The last row is a reference that lists the distribution of the probability mass for the normal distribution $N(\hat{\mu}, \hat{\sigma})$. 

| $m = n$ | $k$ | $B_{\text{max}}$ | $\hat{\mu}$ | $\hat{\sigma}$ | $[0, \hat{\mu} - 2\hat{\sigma}]$ | $(\hat{\mu} - 2\hat{\sigma}, \hat{\mu} - \hat{\sigma}]$ | $(\hat{\mu} - \hat{\sigma}, \hat{\mu}]$ | $(\hat{\mu}, \hat{\mu} + \hat{\sigma}]$ | $(\hat{\mu} + \hat{\sigma}, \hat{\mu} + 2\hat{\sigma}]$ | $(\hat{\mu} + 2\hat{\sigma}, B_{\text{max}}]$ | % Padding |
|---------|-----|----------------|-------------|-------------|---------------------|---------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|--------------|
| $2^{10}$ | 3719 | 74554 | 72179 | 380 | 2.55% | 13.42% | 33.85% | 33.96% | 13.98% | 2.24% | 0.3% |
| $2^{12}$ | 1004 | 17870 | 16710 | 183 | 2.46% | 13.6% | 33.52% | 34.18% | 13.75% | 2.49% | 0.64% |
| $2^{14}$ | 275 | 4395 | 3813 | 87 | 2.17% | 13.53% | 34.48% | 33.92% | 13.4% | 2.5% | 1.33% |
| $2^{16}$ | 77 | 1162 | 851 | 41 | 1.93% | 13.49% | 34.79% | 33.7% | 13.39% | 2.7% | 2.9% |
| $2^{18}$ | 22 | 375 | 186 | 19 | 1.64% | 13.42% | 34.75% | 33.38% | 13.99% | 2.82% | 6.64% |
| $2^{20}$ | 7 | 173 | 36 | 8 | 1.35% | 14.25% | 31.35% | 35.63% | 14.56% | 3.44% | 17.42% |
| N/A | N/A | N/A | N/A | N/A | N/A | 2.2% | 13.6% | 34.1% | 34.1% | 13.6% | 2.2% | N/A |
Table 3: Overhead of padding based on varying number of intervals (bins) around \( \hat{\mu} \) of varying sizes in terms of \( \hat{\sigma} \), when averaged over 5000 iterations; we have set \( \eta = 40 \). As an example, Table 2 uses \( \text{bin width} = 1 \) and \# Bins = 2. Further, \( \text{bin width} = 2 \) and \# Bins = 2 uses the intervals \([0, \hat{\mu} - 4\hat{\sigma}], (\hat{\mu} - 4\hat{\sigma}, \hat{\mu} - 2\hat{\sigma}], \ldots, (\hat{\mu} + 2\hat{\sigma}, \hat{\mu} + 4\hat{\sigma}], \ldots, (\hat{\mu} + 3\hat{\sigma}, B_{\text{max}}] \).

real distribution, the distribution of the chunk sizes does very closely resemble \( N(\hat{\mu}, \hat{\sigma}) \), which is to be expected given our results from Figure 2. If we pad chunk whose sizes are in the intervals up to the upper-bound of the interval, our overall overhead as a result of padding, i.e., the number of dummies we introduce, comes down drastically compared to the numbers we had in Table 1. This confirms our intuition that it is indeed a very small number of chunks whose sizes are large or close to \( B_{\text{max}} \). The point is that our empirical calculations give us a fairly strong handle on just how many of the chunks will end up having a large size. One can now evaluate whether these percentages (or some slightly noised version of them) can be considered public given the sizes of the lists, and hence whether padding according to them leaks any information. We believe that given the tight concentrations we see, it is indeed reasonable to pad up based on these intervals.

If one is more conservative or less conservative, we could vary the number and sizes of intervals we would like to consider. Indeed, the most conservative setting is the theoretical analysis from before that has a single interval size \([0, B_{\text{max}}] \). We consider some other choices of intervals one could consider based on \( \hat{\mu} \) and \( \hat{\sigma} \) in Table 3. The results here are also as expected: (i) the padding is lesser for larger lists, presumably because of concentration; (ii) for a given list size and a given interval width, more intervals amounts to lesser padding; (iii) for a given list size and a given number of intervals, wider intervals result in more padding. These observations make a lot of sense in the context of an event that concentrates so well. Indeed, if we use more intervals, or we use less-wide intervals, we are leaking more information in a sense with respect to the
particular instance of the random lists we are working with. Thus, it makes sense that they also end up needing lesser padding. And so, these statistics provide a way for one to choose precisely how much padding they are willing to handle and then assess whether the corresponding settings of intervals and their sizes constitute acceptable leakage in that context.

Regardless of how conservative one decides to be, if we at all pad adaptively, we are somewhat guaranteed that only one stage in the recursion introduces a lot of padding, approximately 20%, while all the others will introduce very little, say 0-5%. This means that, even for lists of size $2^{256}$, our net padding will only be around 50%! This is significant compared to our results from Table 1 (also, Table 1 showed more than 100% padding for $2^{12}$ while we can now achieve less than 20% padding even for $2^8$). This provides support for using adaptive padding schemes similar to the ones we suggest here in order to achieve concrete efficiency in practice, and all our other statistics provide ample evidence as to why such a strategy would result in minimal privacy loss.

For our full construction, we will assume the use of a padding scheme $\text{Pad}$ which takes in chunk sizes and outputs a padded chunk size. $\text{Pad}$ could be as simple as just outputting $B_{\text{max}}$, or doing something more interesting like padding based on intervals like we have just discussed. Since the chunk sizes will not be revealed prior to padding, $\text{Pad}$ will have to be invoked on secret shared data, which, looking ahead, we will do by invoking $F_{\text{MPC}}$.

3.3 Distribution of Inputs to a Recursive Call

One important detail we have not addressed is the following. Our entire analysis and choice of parameters hinges on the fact that the input lists are sampled uniformly. Is this true of the sub-problems we create when we recurse? Well, yes and no. Indeed, any block and chunk that we identify to merge do in fact satisfy our assumption of uniformity, however, we potentially pad our chunks with dummies. Thus, the sub-problems themselves do not satisfy the assumption. This is actually an issue as the windows where we will now have to search for the medians of one list in the other are now off on account of the dummies in the list. If we know how many dummies there were, we can remedy this by observing that it is in fact possible to quantify how much the expected position of where a median from the first list merges with the second list deviates on account of the dummies. Unfortunately, we cannot reveal the number of dummies.

To remedy this, we make the following observation. The maximum shift in the position we are looking for is exactly the number of dummies. Therefore, if we have a reasonable upper bound on the number of dummies in the list, we can simply expand our search window by that bound, and the guarantees we obtained from our analyses for the first level of the recursion will continue to apply for other levels too. The remaining piece of the puzzle is then to have an upper bound on the number of dummies we introduce, and in this regard, all the statistics we collected in the previous sections come in handy. We have fairly tight characterizations on the padding, i.e., number of dummies, that we introduce for the various padding schemes that we have proposed. We can use
those estimates (and perhaps relax them appropriately) to serve as an upper bound on the number of dummies with high probability.

We formally denote this by a parameter $\alpha \geq 0$ in our full protocol. We assume that we have knowledge of the parameter $\alpha$ as a function of $n$, $m$, the level of the recursion, and the padding scheme that we use. For the outermost invocation of our protocol, $\alpha = 0$, and for further levels, $\alpha$ can be computed as a function of the sizes of the sub-problems.

4 Our Secure Merge Protocol for Uniform Lists

In this section, we will describe our protocol for uniform lists in complete detail. Before that, we look at the \( II_{\text{Extract-Bin}} \) algorithm, which mostly follows [5], but we make some changes to make it suitable for our purposes.

4.1 Adapting \( II_{\text{Extract-Bin}} \)

We look at the stable bin extraction algorithm \( II_{\text{Extract-Bin}} \) from [5], where the parties hold:

- secret shares of a list $A$ of elements marked with entries from $[0, k]$, with a certain number $t'_j$ of contiguous elements marked by $j$ for $j \in [k]$,
- an upper bound $t$ such that $t'_j \leq t$,
- secret shares of a list $C$ that contains the starting indices in $A$ of the block of elements marked by $j$ for $j \in [k]$, and
- secret shares of a list $T'$ that contains $t'_j$ for $j \in [k]$

and end up with secret shares of lists $B_j$ for $j \in [k]$ of elements marked $j$ in the order in which they appeared in $L$, padded with dummy elements to make each list have a size of $t$.

We would like to adapt the protocol in the following respects:

- elements in $A$ are marked with entries from $\{0, r_1, \ldots, r_k\}$ as opposed to $[0, k]$, where the parties hold $\{r_1, \ldots, r_k\}$,
- the list $C$ contains the starting indices in $A$ of the block of elements marked by $j$ for $\{r_1, \ldots, r_k\}$,
- each block has its own upper bound $t_j$, i.e., $t'_j \leq t_j$ for $j \in [k]$, where the parties hold $t_j$ for $j \in [k]$, and
- the list $T'$ contains $t'_j$ for $\{r_1, \ldots, r_k\}$

These adaptations can be performed using standard techniques and the ones outlined in [5]. We provide the complete protocol description in Figure 3 for completeness. Correctness, security, and efficiency of the protocol follow from the analyses in [5].

One final comment is that we have an upper bound on the number of dummies in any chunk, we can use this to make \( II_{\text{Extract-Bin}} \) more efficient in that Step 1 needn’t append lists of size $t_j$, but rather, just lists as large as the upper bound on the number of dummies in each chunk. We however present the protocol without this modification and note that the protocol description can be modified fairly trivially to take this into account.
INPUT:

- Parties hold a list $T$ of size $k$ of elements of the form $(t_j, r_j)$ for $j \in [k]$.
- Parties hold secret shares of a list $A$ of size $m$ of elements of the form $(a_i, \iota_i)$, with $\iota_i \in \{0, r_1, \ldots, r_k\}$, and $t_j' \leq t_j$ elements with $\iota_i = r_j$ for $j \in [k]$. We are guaranteed that all elements with $\iota_i = r_j$ are in a contiguous block, for $j \in [k]$.
- Parties hold secret shares of a pair of lists $(C, T')$, with the property that for each $j \in [k]$, $c_j$ is the index $i$ of the first element of $A$ with $\iota_i = r_j$, and $t_j'$ is the number of elements of $A$ with $\iota_i = r_j$. If for any $j \in [k]$, no such element $\iota_i$ exists, $t_j' = c_j = 0$.

OUTPUT:

- Parties hold secret shares of a sequence of lists $B_j$ for $j \in [k]$, where each list $B_j$ has length $t_j$ and contains all elements $a_i$ with $\iota_i = r_j$, in the same order that they occur in $A$, followed by dummy elements as necessary.

PROTOCOL:

1. Append $\sum_{j \in [k]} t_j$ elements to $A$, where for each $j \in [k]$ and each $i \in [m + \sum_{p \in [j-1]} t_p + 1, m + \sum_{p \in [j]} t_p]$, we define

   $$(a_i, \iota_i) = \left(0, r_j \cdot \left(i - \left(n + \sum_{p \in [j-1]} t_p \right) \mod t_j'\right)\right)$$

   This can be done, aside from local computations, by invoking $\Pi_{\text{Comp}}$ and $\Pi_{\text{Sel}}$ for each $j \in [k]$.

2. Generate the shared list $A' = A \bowtie K$, where $K$ is the list of elements $\kappa_i$ defined as

   $$\kappa_i = \begin{cases} i & \text{if } i \in [m] \\ i \mod t_j & \text{if } i \in \left[m + \sum_{p \in [j-1]} t_p + 1, m + \sum_{p \in [j]} t_p\right] \text{ for } j \in [k] \end{cases}$$

   This can be done locally by $P_1$ setting their share equal to $\kappa_i$ and all other parties setting their share equal to 0.

3. Invoke $\Pi_{\text{Shuffle}}$ to compute $A' = \Pi_{\text{Shuffle}}(A')$.

4. Let $\hat{A}' = A \bowtie \hat{K}$ where $\hat{A}$ has elements of the form $(\hat{a}_i, \hat{\iota}_i)$ and $\hat{K}$ has elements $\hat{\kappa}_i$. Open all values $\hat{\iota}_i$ by invoking $\Pi_{\text{Open}}$. Delete the $\hat{t}_i$th entries of $\hat{A}$ and $\hat{K}$ for every $i$ such that $\hat{\iota}_i = 0$. Let the lengths of $\hat{A}$ and $\hat{K}$ after this be $N$.

5. For $i \in [N]$, let $j \in [k]$ by such that $\hat{\iota}_i = r_j$. Update the shared list $\hat{K}$ of elements $\hat{\kappa}_i$ as

   $$\hat{\kappa}_i = \left(\hat{\kappa}_i - (c_j - 1) \cdot \{\hat{a}_i \neq 0\}\right) \mod \hat{t}_j$$

   This can be done, aside from local computations, by invoking $\Pi_{\text{Comp}}$ and $\Pi_{\text{Sel}}$ for each $i \in [N]$.

6. Open all the values $\hat{\kappa}_i$ by invoking $\Pi_{\text{Open}}$.

7. Initialize $B_j$ as a list of length $t_j$ for $j \in [k]$.

8. Set the $p$th element of $B_j$ equal to $\hat{a}_i$ where $i \in [N]$ is the (unique) index with $\hat{\iota}_i = r_j$ and $\hat{\kappa}_i = p \mod t_j$, for $j \in [k]$.

Fig. 3: Protocol $\Pi_{\text{Extract-Bin}}$. 
4.2 Complete Protocol Description

We now describe our protocol in complete detail, which is a concretization of the abstract protocol described in Section 3. The protocol can be found in Figures 4 and 5.

Without loss of generality, we assume that the first element of \( L_2 \) is a dummy element 0, and thus every element of \( L_1 \) is greater than the first element of \( L_2 \). This is just for ease of presentation and can easily be arranged by prepending \( L_2 \) with a dummy element before running our protocol and then stripping it off at the end of the protocol.

**Correctness** We will now argue the correctness of our protocol. Step 1 is the base case of the recursion which is correct from the correctness of \( \Pi_{SM-ALL} \) or \( \Pi_{SM-Sor} \). In Step 2, we compute the parameters \( k \) and \( \gamma \) as estimated in Section 3.1 and they suffice per the analyses therein. Step 3 picks random values \( \delta_1, \ldots, \delta_{k+1} \) that will be used to define the labels for the recursive sub-problems that we will create. Note that the \( k \) blocks of \( L_1 \) may partition \( L_2 \) into \( k+1 \) chunks, \( k \) of which will each merge with one of the blocks of \( L_1 \), and the last of which is a trailing chunk that need just be appended at the end. Looking ahead, the \( k \) sub-problems will be labeled as \( r_1, \ldots, r_k \), where \( r_j = \sum_{p \in [j]} \delta_p \) for \( j \in [k] \). The trailing chunk will be labeled \( r_{k+1} = \sum_{p \in [k+1]} \delta_p \) (this computation happens in Step 7). In Step 3, we compute indicators \( \text{pos}_{j,j'} \) of where the \( j \)th median of \( L_1 \) merges with \( L_2 \) for \( j \in [k] \). Specifically, if \( \text{pos}_{j,j'} \neq 0 \), it stores the number of elements of \( L_2 \) that are smaller than the \( j \)th median of \( L_1 \). Simultaneously and similarly, we also compute \( \text{tag}_{j,j'} \) which when non-zero is assigned a random value \( \delta_{j+1} \).

Step 4 is where we aggregate the indicators to compute \( \text{pos}_j \) which is the number of elements of \( L_2 \) that are smaller than the \( j \)th median of \( L_1 \). Once we have this, we can compute the list \( T \) chunk sizes \( \text{csize}_j \) of \( L_2 \) by looking at the difference sequence of \( \text{pos}_j \) for \( j \in [k] \). The size of the trailing chunk is computed by \( \text{csize}_{k+1} \). Step 6 then pads the chunk sizes for obliviousness. Details of how to do this can be found in Section 3.2. Step 7 computes the labels \( T \) for each sub-problem as described before, but also opens and reveals the label \( r_{k+1} \) of the trailing chunk which does not participate in any sub-problem. Step 8 computes the starting indices \( C \) of each of the chunks, zeroing them out if the chunk is empty (this is in preparation for invoking \( \Pi_{Extract-Bin} \)).

One crucial aspect that creates some additional work in our protocol is the fact that even after padding, our chunks may be of unequal sizes (this is to avoid “overpadding” with dummies, particularly later in the recursion, cf. Section 3.2). This means that we cannot reveal padded chunk sizes in correspondence with the order in which the chunks appear, but rather just the global set of chunk sizes. For this reason, we will permute the chunks, i.e., the sub-problems, and unpermute them once we recursively solve the sub-problems. For this, in Step 9, we divide \( L_1 \) into the blocks, one for each of the \( k \) sub-problems. In Step 10, we finally permute all the parameters needed for setting up our sub-problems, and
hold on to the handle \texttt{handle} so that we can unpermute the sub-problems at the end.

We now have to mark $L_2$ so that we can divide it into its padded chunks by invoking $H^{\text{Extract-Bin}}$. This is done in Steps 11-12. We basically use the tag indicators from before and compute a prefix-sum to propagate the labels across the entire list. This is also why the labels end up being prefix sums of the $\delta$s and not the $\delta$s themselves. The reason we do things this way is because the linear operations can be done locally without any communication. Finally, in Step 13, we invoke $H^{\text{Extract-Bin}}$ to obtain the chunks of $L_2$, pair them up with the blocks of $L_1$, and recursively solve the $k$ sub-problems of blocks of $L_1$ with chunks of $L_2$. Once that is done, we unpermute the results of each sub-problem (after adding in the trailing chunk in the \texttt{trail}th place) to get the result of the merge of the lists. At this point, the dummies we have introduced while padding chunks still remain in the lists. However, we can only remove dummies at the very end of the protocol, so we don’t remove them in any of the recursive calls on the sub-problems. In the end, we remove them using $H^{\text{Extract-Ord}}$. The correctness of our protocol is immediate from the argument above and the correctness of all of the underlying protocols that we invoke.

\textbf{Security} The security of our protocol follows from the security of the underlying protocols that we invoke, and the fact that the values we open are input-independent. Indeed, in Step 7, the label of the trailing chunk is revealed but that will be revealed in correspondence with all the labels when we don’t invoke a recursive call on a sub-problem involving it. In Step 10, we reveal the permuted list of padded chunk sizes and their labels. This is input-independent from the analysis in Section 3.2. These are the only values we reveal and all other operations are input-independent, and therefore our protocol is secure.

\textbf{Efficiency} Let $N = \max\{n, m\}$. Since the sizes of the sub-problems are all approximately $\frac{N}{k} = \sqrt{N \ln N}$, the recursion proceeds to a maximum depth of $O(\ln \ln N)$. This holds even if we account for growth on account of padding at every stage of the recursion since our worst-case padding is smaller than $O(N^c)$ for $c < 1$. Each stage of the recursion takes $O(1)$ rounds and $O(N)$ communication and computation. Therefore, our protocol takes $O(\ln \ln N)$ rounds and $O(N \ln \ln N)$ communication and computation in total.

\textbf{Theorem 1.} There exists a secure merge protocol for lists of size $N$ that takes $O(N \ln \ln N)$ computation and communication and $O(\ln \ln N)$ rounds and relies only on black-box access to the secure functionalities for open, comparison, selection, and shuffles.

Recently, [5] have put forth a protocol that takes $O(N)$ computation and communication and $O(\ln \ln N)$ rounds relying on the same assumptions. While this is a great improvement asymptotically, we would be surprised if their protocol were to be concretely efficient. In particular, we believe that the complexities
of their protocol $\Pi_{\text{SSM-log-log}}$ that has the same asymptotics as ours might involve some steep constants. It is interesting to note that we can compose our protocol with their main protocol by replacing $\Pi_{\text{SSM-log-log}}$ with our protocol to obtain a result similar to theirs asymptotically. Although this would only apply once again to uniform lists, it would likely be a lot more concretely efficient. Also, it would be interesting to see how the rest of their protocols could be made more concretely efficient, in general, or even when tailored to uniform lists.

While we have stated the requirement for the lists to be uniform, we note that much of the analysis centers on one crucial bound: how far does an element have to look forward or behind in the other list to find its position in the merged list, i.e., is there some guarantee on the search window for any given element? This in turn translates to how balanced chunks will be were we to take the divide-and-conquer approach as we do in this work. If the setting or the assumptions are strong enough to yield non-trivial bounds of this form, we can either directly use or suitably adapt our protocol to cater to lists from such a distribution as well. We thus note that our protocol thus applies to applications where lists may not be truly random, but they share certain characteristics with random lists that suffice for our protocol.

5 Going Beyond Uniform Lists

In this section, we describe how to perform a distributional secure merge of lists that are not uniformly distributed, but rather distributed according to some distribution. We begin by considering the case where the lists are identically distributed and move on to handle the case of arbitrary different distributions.

5.1 Identically Distributed Lists

We begin by noting that our protocol for uniform lists can be directly applied to identically distributed lists from an arbitrary distribution. The key idea is to leverage the so-called probability integral transform (see Lemma 5). The main idea is the following: from any random variable $X$, one can derive a uniformly distributed random variable $Y$ (simply using the CDF of $X$). Crucially, this transformation is order-preserving! That is, if we have sorted lists, $L_1$ and $L_2$, which consists of samples from some distribution $D$, we can, in linear time and communication and $O(1)$ rounds, create equivalent lists $L'_1$ and $L'_2$ of samples from the uniform distribution such that (1) $L'_1$ and $L'_2$ are sorted, and (2) the permutation that merges $L'_1$ and $L'_2$ also merges $L_1$ and $L_2$. This is can be done if the description of the distribution $D$ is (1) publicly known, or (2) known via a secret-sharing, or (3) unknown as well, but the support of $D$ is known; in this case, we would empirically estimate $D$ using a scan of the lists themselves (the quality of the estimation would of course depend on the length of the lists in relation to the size of the support).
INPUT:
- Parties hold $\alpha \geq 0$ and secret shares of sorted lists $L_1$ and $L_2$ of sizes $n$ and $m$ respectively, where the first element of $L_2$ is 0.

OUTPUT:
- Parties hold secret shares of the merged list $L_1 \bigcup L_2$ of size $n + m$.

Protocol:
1. if $n, m$ are small enough, invoke either $H_{\text{SM-ALL}}$ or $H_{\text{SM-Sort}}$ on $L_1$ and $L_2$ and return the result.
2. Choose $k$ such that $k|n$ and $k \approx \sqrt{\frac{m}{\eta \ln 2}}$. Generate the shared list $L_3 = M_{1:k}$ of the $k$ medians of $L_1$. In the rest of the protocol, any value that is used as an index is assumed to be rounded to the nearest integer, and we avoid explicitly indicating a rounding in our description for readability. We also assume that comparisons with $\ell_{2,p}$ are omitted when $p < 1$ or $p > m$. Compute
   $$\gamma = \sqrt{\frac{m}{2}((\eta + 1) \ln 2 + \ln k)}$$
3. Pick shared random (from the underlying field $F$) values $\delta_1, \ldots, \delta_{k+1}$. For $j \in [k]$ and $j' \in [-\gamma - \frac{\alpha m}{k}, \gamma]$, compute the shared values $\text{pos}_{j,j'}$ and $\text{tag}_{j,j'}$ defined by
   $$\text{pos}_{j,j'} = \left(\frac{jm}{k} + j'\right) \cdot \left\{\ell_{2,\frac{jm}{k}+j'} < \ell_{3,j} < \ell_{2,\frac{jm}{k}+j'+1}\right\}$$
   $$\text{tag}_{j,j'} = \delta_{j+1} \cdot \left\{\ell_{2,\frac{jm}{k}+j'} < \ell_{3,j} < \ell_{2,\frac{jm}{k}+j'+1}\right\}$$
   This can be done, aside from local computations, by invoking $H_{\text{Comp}}$ and $H_{\text{Sel}}$ for each $j \in [k]$ and $j' \in [-\gamma - \frac{\alpha m}{k}, \gamma]$.
4. For $j \in [k]$, compute the shared values $\text{pos}_j = \sum_{j' \in [-\gamma - \frac{\alpha m}{k}, \gamma]} \text{pos}_{j,j'}$.
5. Compute the shared values $\text{csize}_j = \text{pos}_j - \text{pos}_{j-1}$ for $j \in [k]$, where $\text{pos}_0 = 0$, and $\text{csize}_{k+1} = m - \text{pos}_k$. Let $T'$ be the list with entries $\{\text{csize}_1, \ldots, \text{csize}_{k+1}\}$.
6. Compute the shared list $T''$ using the padding scheme $\text{Pad}$ that pads each entry of $T'$. This can be done by invoking $F_{\text{MPC}}$ on each entry of $T'$. Let the entries of $T''$ be $t''_1, \ldots, t''_{k+1}$.
7. Compute the shared list $\overline{T}$ with entries $\tau_j$ for $j \in [k + 1]$ defined as $\tau_j = \sum_{\ell \in [j]} \delta_\ell$. Define $T = T'' \ominus \overline{T}$. Additionally, open $\tau_{k+1}$ by invoking $H_{\text{Open}}$.
8. Compute the shared list $\overline{\mathcal{R}}$ with entries $\overline{\tau}_j$ for $j \in [k + 1]$ defined as $\overline{\tau}_j = (\text{pos}_{j-1} + 1) \cdot \{\text{csize}_j > 0\}$, where $\text{pos}_0 = 0$. This can be done, aside from local computations, by invoking $H_{\text{Comp}}$ and $H_{\text{Sel}}$.
9. Divide $L_1$ into $k$ equally sized blocks $\overline{A}_j$ for $j \in [k]$. For the forthcoming shuffle, we think of $L_1$ as a list of size $k$ where each block of $L_1$ is a macroelement.
10. Shuffle the entries of the lists $L_1, T, \overline{T}$ by invoking $H_{\text{Shuffle}}((L_1, T, \overline{T}))$. Let the shuffled lists be $L'_1, T', \overline{T}'$ and let the handle returned by $H_{\text{Shuffle}}$ be handle. Parse $L'_1$ as $k$ blocks $A_j$ for $j \in [k]$. Open the list $T$ by invoking $H_{\text{Open}}$. Let trail be the unique $j \in [k + 1]$ such that $\tau_{k+1} = \tau_j$ where $(\cdot, \tau_j)$ is the $j$th entry in the list $T$.

Fig. 4: Our protocol for securely merging two random lists (Part 1 of 2).
INPUT:
- Parties hold $\alpha \geq 0$ and secret shares of sorted lists $L_1$ and $L_2$ of sizes $n$ and $m$ respectively, where the first element of $L_2$ is 0.

OUTPUT:
- Parties hold secret shares of the merged list $L_1 \cup L_2$ of size $n + m$.

Protocol (contd.):
1. Compute the shared list $\mathbf{L}_m$ of length $m$ with entries $\mathbf{L}_m[i]$ for $i \in [m]$ defined as
   $$\mathbf{L}_m[i] = \sum_{j \in [k], j' \in [-\gamma, \gamma]} \mathbf{tag}_{j,j'}$$
   Update $\mathbf{L}_m$ as $\mathbf{L}_m = \delta_{k+1} \cdot \{\mathbf{L}_m = 0\}$. This can be done, aside from local computations, by invoking $\Pi_{\text{Comp}}$ and $\Pi_{\text{Sel}}$.
2. Let $\mathbf{L}_0 = 0$. Compute the shared list $\mathbf{I}$ with entries $\mathbf{I}[i]$ for $i \in [m]$ defined as
   $$\mathbf{I}[i] = \mathbf{I}[i] + \sum_{p \in [i]} \mathbf{L}_m[p]$$
3. Define $A = L_2 \triangleright \triangleright I$. Invoke $\Pi_{\text{Extract-Bin}}(T, A, C, T')$ to obtain the shared lists $B_j$ for $j \in [k+1]$.
4. Define the $k$ sub-problems $(A_j, B_j)$ for $j \in [k+1] \setminus \{\text{trail}\}$. Recursively invoke this protocol on each of the sub-problems with appropriate choices of the parameter $\alpha$ to obtain lists $P_j$ for $j \in [k+1] \setminus \{\text{trail}\}$. Set $P_{\text{trail}} = B_{\text{trail}}$. Define $P = \{P_1, \ldots, P_{k+1}\}$. For the forthcoming unshuffle, we think of $P$ as a list of size $k + 1$ where each $P_j$ is a macroelement for $j \in [k+1]$.
5. Invoke $\Pi_{\text{Unshuffle}}(P, \text{handle})$ to unpermute $P$ and obtain the list $\mathbf{P} = \{\mathbf{P}_1, \ldots, \mathbf{P}_{k+1}\}$.
6. If this was not the parent recursive call of the protocol, return $\mathbf{P}$. Otherwise, invoke $\Pi_{\text{Extract-Ord}}(\mathbf{P})$ to remove dummy elements and return the final result $L_1 \cup L_2$. Note in this final invocation of $\Pi_{\text{Extract-Ord}}$ that we think of $\mathbf{P}$ not as a list of size $k + 1$, but where each element of each $\mathbf{P}_j$ is seen as a separate element, for $j \in [k+1]$.

Fig. 5: Our protocol for securely merging two random lists (Part 2 of 2).
5.2 Arbitrarily Distributed Lists

The case where the lists are distributed according to arbitrarily different distributions is a lot more challenging. Recall that the reason why we are able to merge uniform lists well is because elements close to one another in the support of the distribution must be close to one another in the lists as well. In case of arbitrarily but identically distributed lists, the probability integral transform essentially stretches and squishes the distribution to provide the guarantee that elements close to one another in the two lists must be close to one another in their positions in the lists as well.

A first idea that does not work is the following. Suppose the lists \( L_1 \) and \( L_2 \) of lengths \( n \) and \( m \) are distributed according to the distributions \( D_1 \) and \( D_2 \) respectively. Consider the convex combination of their distributions given by \( D = \frac{nD_1 + mD_2}{n+m} \). In the limit, drawing \( n+m \) samples from \( D \) is the same as drawing \( n \) samples from \( D_1 \) and \( m \) samples from \( D_2 \). So, one consider whether we could think of \( L_1 \) and \( L_2 \) as coming from the distribution \( D \) and reduce to the case of identically distributed lists. This is however not true. While in the limit, the \( n+m \) elements of \( L_1 \) and \( L_2 \) do in fact come from \( D \), as individual lists, they come from \( D_1 \) and \( D_2 \) respectively. We could perhaps try to salvage this by trying to introduce approximately dummy elements from \( D_2 \) into \( L_1 \) and \( D_1 \) into \( L_2 \) so that their distributions match that of \( D \), but the lists are no longer sorted!

In a sense, this is not surprising as if the lists could be arbitrarily distributed, we could land up with a “worst-case” merge, i.e., the bound \( \beta \) on the size of the “window” that we would have to consider could be quite large in general. Thus, in general, our approach could get as inefficient as performing a merge on worst-case lists. Nonetheless, we can still use the the fact that our lists are distributed according to some distributions to design a protocol that would be much better in scenarios where the distributions are not too dissimilar.

We take a second look at the convex combination \( D \) of the distributions. Effectively, we will make use of the probability integral transform to bucketize the lists into “uniform” buckets. Essentially, we examine \( D \) and determine thresholds that split \( D \) into several quantiles. Once we have obtain these thresholds, we use them to divide the lists \( L_1 \) and \( L_2 \) into buckets. To guarantee security, we can pad the buckets. If the descriptions of \( D_1 \) and \( D_2 \) are publicly known, we can use them to come up with padding thresholds distributionally as well like we did in Section 3.2. Note that these buckets could be quite different in size. However, since they span equally-sized quantiles of \( D \), considering each bucket as a single element, they are uniformly distributed over \( D \). Now, thinking of the buckets as elements, we can run over protocol for uniform lists which determines the buckets in one list that the elements in a bucket of the list must consider for their merge.

There is a lot of room to tweak concrete performance. One can consider varying the number of quantiles. The smaller the number of quantiles, the smaller the window-size one needs to consider in terms of the number of buckets, but the worse the merging of buckets. The larger the number of quantiles, the larger the window-size one needs to consider in terms of the number of buckets, but
the better the merging of buckets. One can also play with how the buckets are merged. We could use a trivial protocol such as all-pair comparisons, or a sort-based merge, or any of the other close-to linear time merge protocols, depending on the bucket sizes considered.

6 Evaluation

We implement our protocol for uniform lists and compare it to the state of art radix sorting protocol of [8] in the honest majority three-party semi-honest setting. The primary reason for choosing this setting is to enable us to compare with a high-performance sorting protocol. We note that our protocol could be implemented in other settings that have the required building blocks, e.g. two party. For our protocol, we make use of two levels of recursion regardless of the size of the input lists. For the padding scheme we ensure that there is statistically negligible leakage with parameter $\sigma = 40$. We implement the base case using the “shuffle-then-sort” paradigm [14,13]. We implemented both protocols using C++. We performed benchmarks on a single 8-core i7 laptop communicating over TCP via localhost. Network latency was sub-millisecond. We note that this low network latency disproportionally benefits [8] due to having a larger round complexity. Each party was given a single computation thread to run on. Input elements being sorted are 32 bits long.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>$n = n$</th>
<th>Time (ms)</th>
<th>Communication (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ours]</td>
<td>$2^{12}$</td>
<td>101</td>
<td>2.9</td>
</tr>
<tr>
<td>[ours]</td>
<td>$2^{16}$</td>
<td>251</td>
<td>47.3</td>
</tr>
<tr>
<td>[ours]</td>
<td>$2^{20}$</td>
<td>3,166</td>
<td>779.6</td>
</tr>
<tr>
<td>[8]</td>
<td>$2^{12}$</td>
<td>116</td>
<td>23.0</td>
</tr>
<tr>
<td>[8]</td>
<td>$2^{16}$</td>
<td>1,220</td>
<td>367.1</td>
</tr>
<tr>
<td>[8]</td>
<td>$2^{20}$</td>
<td>27,123</td>
<td>5,887.5</td>
</tr>
</tbody>
</table>

Table 4: Comparison of performance overheads (running time and total communication) of our secure merge protocol and generic radix sorting protocol [8]. Input elements being sorted are 32 bits long. Each of the two lists has $n$ items, i.e., [8] is sorting $2n$ items.

Table 4 contains the performance results. For the largest input size tested of $n = 2^{20}$, we observe that our protocol is an order of magnitude faster, requiring just 3.2 seconds compared to 27 seconds to perform generic sorting [8]. Similarly, our protocol requires just 780MB of communication compared to 5,888MB for [8]. As expected, the main overhead of our protocol is the secure comparisons and oblivious shuffles. For smaller input lists we observe that the difference between our protocols decreases, with our protocol for $n = 2^{10}$ being $4.8 \times$ faster and our protocol for $n = 2^{12}$ being just $1.2 \times$ faster. However, we note that in a network with realistic latency, our protocol would likely outperform [8] by a larger margin.
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