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ABSTRACT
A range proof serves as a protocol for the prover to prove to the

verifier that a committed number lies in a specified range, such

as [0, 2𝑛), without disclosing the actual value. Range proofs find

extensive application in various domains. However, the efficiency

of many existing schemes diminishes significantly when confronted

with batch proofs encompassing multiple elements.

To improve the scalability and efficiency, we proposeMissileProof,

a vector range proof scheme, proving that every element in the com-

mitted vector is within [0, 2𝑛). We first reduce this argument to a

bi-to-univariate SumCheck problem and a bivariate polynomial Ze-

roTest problem. Then generalizing the idea of univariate SumCheck

PIOP, we design a bi-to-univariate SumCheck PIOP. By introduc-

ing a random polynomial, we construct the bivariate polynomial

ZeroTest using a univariate polynomial ZeroTest and a univariate

polynomial SumCheck PIOP. Finally, combining the PIOP for vector

range proof, a KZG-based polynomial commitment scheme and

the Fiat-Shamir transformation, we get a zero-knowledge succinct

non-interactive vector range proof.

Compared with existing schemes, our scheme has the optimal

proof size (𝑂 (1)), the optimal commitment length (𝑂 (1)), and the

optimal verification time (𝑂 (1)), at the expense of slightly sacrific-

ing proof time (𝑂 (𝑙 log 𝑙 · 𝑛 log𝑛) operations on the prime field for
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FFT and 𝑂 (𝑙𝑛) group exponentiations in G). Moreover, we imple-

mented an anti-money-laundering stateless blockchain based on

the MissileProof. The gas consumption of the verification smart

contract is reduced by 85%.
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1 INTRODUCTION
A zero-knowledge proof (ZKP) is a protocol that allows the prover

to convince the verifier, that he knows a secret witness satisfying

the certain relation without revealing the witness itself. A range

proof is a type of ZKPs that allows a prover to convince a verifier

that for a commitment𝐶 , he knows the committed value 𝑣 , and 𝑣 is

in a certain range [0, 2𝑛). Range proofs serve as the core building
block in numerous applications, such as anonymous credentials

[1], e-voting [2], e-cash [3], electronic auctions [4][5][6], and cryp-

tocurrencies Monero
1
, Beam

2
, Grin

3
. In decentralized anonymous

payment system such as Monero and ZCash [7], range proofs are

used to prove that the sender’s balance is greater than the trans-

ferred amount.

The existing range proof schemes mostly focus on proving the

commitment to a single element, which hampers scalability. There-

fore, we introduce MissileProof, a range proof for a vector commit-

ments to improve the efficiency of range proofs for large-scale data.

1
https://web.getmonero.org/resources/moneropedia/BulletProofs.html

2
https://github.com/BeamMW/beam

3
https://grin.mw
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https://doi.org/10.1145/3658644.3670324
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Vector commitment schemes have been used in many scenarios

such as stateless cryptocurrency [8] and account-based blockchain

[7]. For example, in the stateless blockchain, the miners maintains

a vector commitment to all users’ balances and do not need to store

all blocks of the entire chain. They can quickly verify the transac-

tions solely relying on the balance vector commitment. It is of great

practical value to design a range proof for vector commitment.

There are three most important properties of zero-knowledge

proofs: the proof size, prover complexity and verifier complexity.

Range proofs are widely applied in the blockchain, where the stor-

age resources of blockchain and the computational resources of

smart contracts are both highly expensive. In contrast, the genera-

tion process of zero-knowledge proofs can be performed off-chain

at a relatively low cost. Therefore, we designed a vector range proof

scheme, MissileProof with the smallest proof size, shortest veri-
fication time and acceptable proving time. As an application

demonstration, we designed an anti-money-laundering regulatable

stateless blockchain system based on MissileProof.

Problem. In a formalized form, common range proof schemes

prove the problem instance statement x (a commitment 𝐶) and the

witnessw (the secret value 𝑣) has the following relation: (G is the

field of the commitment, F is a prime field.)

{(𝐶 ∈ G; 𝑣 ∈ F) : 𝐶 = Commit(𝑣) ∧ 𝑣 ∈ [0, 2𝑛)}
When the prover needs to perform range proofs on a vector v of 𝑙

elements, i.e. to prove the following relation:

{ (C ∈ G𝑙
; v ∈ F𝑙 ) : ∀𝑖 ∈ [0, 𝑙 ),𝐶𝑖 = Commit(𝑣𝑖 ) ∧ 𝑣𝑖 ∈ [0, 2𝑛 ) }

Though some works [9][10] introduce batch proofs and batch

verification schemes to reduce the proof size and the verification

time, they cannot decrease the commitment length since the original

commitments C ∈ G𝑙
of length 𝑙 has to be sent to the verifier, which

results in great communication pressure.

Essentially, we argue that the core obstacle of the scalability is

that these schemes only deal with the commitment scheme to a

single element and the prover has to transfer a set of commitments

to the elements as the statement. Moreover, the proof size, proving

time and verification time are also unsatisfactory.

Therefore, we propose a new vector range proof scheme, Mis-

sileProof, proving that every element in a committed vector v of

length 𝑙 lies in a range [0, 2𝑛). Informally, it proves the relation

RVCRP as follows (VC refers to a vector commitment scheme):

{ (𝐶 ∈ G; v ∈ F𝑙 ) : 𝐶 = VC.Commit(v) ∧ ∀𝑖 ∈ [0, 𝑙 ), 𝑣𝑖 ∈ [0, 2𝑛 ) }

As shown in Table 1, compared with existing schemes, our scheme

has the optimal proof size (𝑂 (1)), the optimal commitment length

(𝑂 (1)), and the optimal verification time (𝑂 (1)), at the expense of
slightly sacrificing proof time (𝑂 (𝑙 log 𝑙 · 𝑛 log𝑛) operations on the

prime field for FFT and 𝑂 (𝑙𝑛) group exponentiations in G).

1.1 Our approach and results
In this sectionwe give a high-level overview about howMissileProof

presents a non-interactive argument of knowledge for vector range

proof as shown in Fig 1.

First we introduce a reduction for the vector range proof. Because

the binary decomposition of every integer is unique, then if for a

vector v = {𝑣0, ..., 𝑣𝑙−1} ∈ F𝑙 , every element 𝑣𝑖 ∈ v, 𝑖 ∈ [0, 𝑙) is in a

range [0, 2𝑛), then the following condition holds:

Figure 1: The intuition of our approach. The yellow block
shows the reduction process. The blue block shows the new
equivalent relations after reduction. The red block shows the
core techniques that used to prove the relations given in the
blue blocks.

∃𝑀 ∈ F𝑙×𝑛, 𝑣𝑖 =
𝑛−1∑︁
𝑗=0

𝑀𝑖, 𝑗 ∧𝑀𝑖, 𝑗 ∈ {0, 2𝑗 }

One can obtain the matrix𝑀 using binary decomposition. Con-

versely, the condition above ensures that the largest possible value

in the vector v is

∑𝑛−1
𝑗=0 ·2𝑗 = 2

𝑛 − 1.
Take 𝑙 = 2, 𝑛 = 4 and v = (15, 6) as an example: there exists a

unique matrix𝑀 =

[
1 2 4 8

0 2 4 0

]
such that the condition holds.

Let H𝑙 and H𝑛 be two multiplicative subgroups of order 𝑙 and

𝑛 over the field F and let 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ] be a polynomial of

degree at most 𝑙−1 over F that extends v in the sense that for all 𝑎𝑖 ∈
H𝑙 , 𝔣(𝑎𝑖 ) = 𝑣𝑖 . Similarly, we can extend the decomposition matrix

𝑀 to a bivariate polynomial 𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], s.t.
for all 𝑎𝑖 ∈ H𝑙 and 𝑏 𝑗 ∈ H𝑛,𝔪(𝑎𝑖 , 𝑏 𝑗 ) = 𝑀𝑖, 𝑗 . Considering the

relationship between the vector v and matrix𝑀 , the polynomials 𝔣

and 𝔪 should satisfy the following conditions:

- Condition 1. Bi-to-univariate polynomial SumCheck:∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 ).
- Condition 2. Bivariate polynomial ZeroTest: ∀𝑎 ∈ H𝑙 , 𝑏 𝑗 ∈
H𝑛,𝔪(𝑎, 𝑏 𝑗 ) (𝔪(𝑎, 𝑏 𝑗 ) − 2𝑗 ) = 0.

These two conditions cannot be succinctly verified since they

involves operations like “∀” and “

∑
”. So we need to reduce these

relations to new relations without “∀” or “∑”. Moreover, both condi-

tions involve bivariate polynomials, which makes proof even more

difficult. Our core theoretical contribution lies in designing proofs

for the two conditions.

To efficiently prove the bi-to-univariate polynomial SumCheck

(condition 1), we propose Lemma 4.1, that for any bivariate poly-

nomial 𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )≤𝑙−1,𝑑 (𝑌 )≤𝑛−1 [𝑋,𝑌 ],
∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) =
𝔣(𝑋 ) if and only if there exists a bivariate polynomial 𝔲(𝑋,𝑌 ) ∈
F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ], such that 𝔪(𝑋,𝑌 ) = 𝔣 (𝑋 )

𝑛 + 𝑌 · 𝔲(𝑋,𝑌 ).
Via this lemma, the verifier can efficiently check the condition 1

by checking the equality at a random point using Schwartz-Zippel

lemma 3.1.

For condition 2, the bivariate polynomial ZeroTest, we introduce

a bivariate random polynomial 𝔯(𝑅,𝑌 ) and reduce condition 2 to a

combination of a univariate polynomial SumCheck relation and a

univariate polynomial ZeroTest relation.
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Let 𝔭(𝑌 ) be a polynomial such that ∀𝑏 𝑗 ∈ H𝑛,𝔭(𝑏 𝑗 ) = 2
𝑗
. Let

𝔐(𝑋,𝑏) = 𝔪(𝑋,𝑏) (𝔪(𝑋,𝑏) − 𝔭(𝑏)). Let 𝔯(𝑅,𝑌 ) be a bivariate

random polynomial, which satisfies that for all 𝑏 ∈ H𝑛, 𝔯(𝑅,𝑏) are
𝑛 linearly independent polynomials. Then we have:

∀𝑎 ∈ H𝑙 ,𝑏 ∈ H𝑛,𝔐(𝑎, 𝑏) = 0⇔

∀𝑎 ∈ H𝑙 ,𝔐
∗ (𝑅, 𝑎) =

∑︁
𝑏∈H𝑛

𝔐(𝑎, 𝑏)𝔯(𝑅,𝑏) = 0

Completeness of the second check is straightforward. Sound-

ness follows from the fact that if any evaluation of 𝔐 does not

equal 0, the combined polynomial will not equal 0 over H𝑙 with

high probability. Then the proof for the condition 2 can be re-

duced to two phases: a univariate polynomial ZeroTest and a uni-

variate polynomial SumCheck. Concretely, V randomly selects

𝜏𝑟 , 𝜏𝑥
$← F2, and sends 𝜏𝑟 , 𝜏𝑥 toP. In the phase 1,P then proves that

∀𝑎 ∈ H𝑙 ,𝔐
∗ (𝜏𝑟 , 𝑎) = 0. In the phase 2, P proves that𝔐∗ (𝜏𝑟 , 𝜏𝑥 ) =∑

𝑏∈H𝑛
𝔐(𝜏𝑥 , 𝑏)𝔯(𝜏𝑟 , 𝑏) using the univariate polynomial SumCheck

protocol.

Figure 2: Our methodology for constructing a zero-
knowledge succinct non-interactive argument of knowledge
for vector range proof. Things in the yellow blocks are our
main contribution and core innovation. Things in the white
blocks are implemented using the existing techniques.

As shown in Fig 2, following the intuition given above, we con-

struct four PIOPs in section 4. In section 5, we reduce the vector

range relation to a bi-to-univariate polynomial SumCheck problem

and a bivariate polynomial ZeroTest problem and propose a PIOP

for it. Then, we compile the public-coin PIOP with a KZG-based

polynomial commitment scheme and use Fiat-Shamir transforma-

tion to get a succinct non-interactive argument of knowledge for

vector range proof.

1.2 Our contributions
• MissileProof. This paper presents MissileProof, a zero-

knowledge succinct non-interactive argument of knowledge

for range proof of a polynomial-based vector commitment.

Our scheme has the optimal proof size (𝑂 (1)), the optimal

commitment length (𝑂 (1)), and the optimal verification time

(𝑂 (1)), at the expense of slightly sacrificing proof time.

• PIOP tools. As the core building block, we propose a new
bi-to-univariate SumCheck PIOP and a bivariate ZeroTest

PIOP which can be seen as an independent interest. Then

we construct a PIOP for vector range proof based on them.

• Experimental efficiency. Experiments show that for prov-

ing each element of a secret vector of 16384 elements lies

in a range [0, 264), MissileProof costs 0.03125 Kb for com-

mitment length, 0.8125 Kb for proof size, 421 s for prover

computation, 0.0087 s for verification.

• Application demonstration. We designed an anti-money-

laundering regulatable stateless blockchain based on Mis-

sileProof. Administrators can use smart contracts to verify

whether all users on the entire chain have overspending

behavior and do the basic audit of on-chain transactions.

Compared to the state-of-the-art TurboPlonk, we reduced

gas costs by 85%.

Paper outline. Section 2 introduces some related works. Section

3 presents the notations and related knowledge used in this paper.

Section 4 introduces four PIOP components. Section 5 presents a

PIOP for RVCRP and construct a non-interactive succinct argument

of knowledge for it. Section 6 discusses some more general applica-

tion scenarios of our work. Section 7 demonstrates the efficiency of

MissileProof through experiments and gives an application. Finally,

Section 8 concludes our work.

2 RELATEDWORK
Range proofs for single element. For range proofs, there are two
high-level approaches for construction: square decomposition and

𝑘-ary decomposition. The square decomposition range proof was

first proposed by of Boudot et al. [11]. It reduces the original state-

ment that a secret value 𝑣 is in range [𝑎, 𝑏] to two sub-statement:

𝑣 −𝑎 and 𝑏 − 𝑣 are non-negative. This work employs a fact that any

positive integer can be decomposed into four squares and construct

a constant size proof. The advantage of this scheme is that the proof

time and verification time are constant, regardless of the size of the

range. However, although there have been many subsequent works

CLKR [12], Sharp [13] to optimize it, this approach still has the

following shortcomings: 1. it requires RSA groups or class groups

with a discriminant that is difficult to factorize, resulting in very

large element sizes and poor performance in practical applications.

Sharp implements it in an elliptic curve at the expense of additional

overhead. 2. this solution is difficult to prove in batches.

Another approach is 𝑘-ary decomposition that is more widely

used and has better efficiency. To prove that a secret value 𝑣 lies

in range [0, 𝑘𝑛), it is equivalent to prove that there exists a 𝑘-ary
decomposition vector (𝑣0, ..., 𝑣𝑛−1) such that each bit 𝑣𝑖 ∈ [0, 𝑘)
and 𝑣 =

∑𝑛−1
𝑗=0 𝑣𝑖 · 𝑘𝑖 . Based on binary decomposition and inner

product argument (IPA), Bünz et al. [10] proposed their schemes for

proving the secret value in a Pedersen commitment lies in a range

[0, 2𝑛). Though the proof size is 𝑂 (log𝑛), its verification time is

𝑂 (𝑛). Daza et al. [9] introduced the structured reference string to

reduce the verification complexity of IPA, such that their scheme

has both 𝑂 (log𝑛) communication and verification complexities.

Although there have been subsequent works [14] to further acceler-

ate the range proof by improving the IPA protocol, the asymptotic

complexities has not changed essentially.
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Table 1: Comparison among different range proof schemes for multiple elements.

Protocols Commitment length Proof size Prover complexity Verifier complexity Setup

Sharp [13] 𝑂 (1)G 𝑂 (𝑙)G +𝑂 (𝑙)F 𝑂 (𝑙)𝐸 +𝑂 (𝑙)𝑀 𝑂 (𝑙)𝐸 +𝑂 (𝑙)𝑀 transparent

BulletProof [10] 𝑂 (𝑙)G 𝑂 (log 𝑙 + log𝑛)G+ 𝑂 (𝑙𝑛)𝐸+ 𝑂 (𝑙𝑛)𝐸+ transparent

𝑂 (1)F 𝑂 (𝑙𝑛)𝑀 𝑂 (𝑙𝑛)𝑀
Daza et al. [9] 𝑂 (𝑙)G1 𝑂 (log 𝑙 + log𝑛)G1+ 𝑂 (𝑙𝑛)𝐸1+ 𝑂 (𝑙 + log𝑛)𝐸1 +𝑂 (log𝑛)𝐸2+ private

𝑂 (log 𝑙 + log𝑛)F 𝑂 (𝑙𝑛)𝑀 𝑂 (log𝑛)𝑀 +𝑂 (log𝑛)𝑃
TurboPlonk [15] 𝑂 (1)G1 𝑂 (𝑛)G1+ 𝑂 (𝑙𝑛)𝐸1+ 𝑂 (𝑛)𝐸1 +𝑂 (1)𝐸2+ private

𝑂 (𝑛)F 𝑂 (𝑙𝑛 log 𝑙)𝑀 𝑂 (𝑛)𝑀 +𝑂 (1)𝑃
Plonkup [16] 𝑂 (1)G1 𝑂 (1)G1+ 𝑂 (𝑙 + 2𝑛)𝐸1+ 𝑂 (1)𝐸1 +𝑂 (1)𝐸2+ private

𝑂 (1)F 𝑂 ((𝑙 + 2𝑛) · 2𝑛 log(𝑙 + 2𝑛))𝑀 𝑂 (1)𝑀 +𝑂 (1)𝑃
This work 𝑂 (1)G1 𝑂 (1)G1+ 𝑂 (𝑙𝑛)𝐸1+ 𝑂 (1)𝐸1 +𝑂 (1)𝐸2+ private

𝑂 (1)F 𝑂 (𝑙 log 𝑙 · 𝑛 log𝑛)𝑀 𝑂 (1)𝑀 +𝑂 (1)𝑃
Notes: 𝑙 is the vector length and 𝑛 is the max bit length of elements (𝑣 ∈ [0, 2𝑛 )). G is a cyclic group element. (G1,G2,G𝑇 ) is a bilinear group elements. and F
means prime field elements. 𝐸 means group exponentiations in G; 𝐸1 means group exponentiations in G1; 𝐸2 means group exponentiations in G2;𝑀 means

field multiplications; 𝑃 means pairings; transparent means no trusted setup; private means the setup is generated by a trusted institution, moreover, the

structured reference string of the setup algorithm is universally updatable. Concrete cost is shown in Table 3.

Figure 3: Comparison of intuitions among other range proof
schemes. Note: “⟨, ⟩” denotes inner product and “◦” denotes
Hadamard product. The yellow blocks show the reduction
preprocesses. The blue blocks show the new equivalent re-
lations after reduction. The red blocks show the core tech-
niques that used to prove the relations given in the blue
blocks.

Range proofs for multiple elements. Sharp [13] is the only

vector range proof scheme based on square decomposition. As

shown in Table 1, its advantage is smaller proof complexity, but

both its proof size and verifier complexity are linearly related to

the vector length, which hinders scalability.

As for the 𝑘-ary decomposition way, we roughly divide tech-

niques for constructing batch range proofs into two categories:

IPA based schemes and PIOP based schemes. For each scheme, we

provide a toy example of its intuition in Fig 3, and Table 1 shows

their complexities.

IPA based range proofs can be batch proved and verified. The

prover splits each element in the secret vector v ∈ F𝑙 into a binary

vector and concatenates 𝑙 binary vectors to form a long binary vec-

tor of length 𝑙𝑛. Then, using IPA, the prover proves the relationship

between this string and the commitment vector. Compared with

repeatedly generating a single proof 𝑙 times, its main advantage is

reducing the proof size from𝑂 (𝑙 · log𝑛) to𝑂 (log 𝑙 + log𝑛). However,
this level of optimization still fails to meet our requirements, and

transmitting 𝑙 commitments has already incurred a communication

complexity of 𝑂 (𝑙).
The PIOP based argument schemes extend the secret vector

v ∈ F𝑙 to a polynomial 𝔣(𝑋 ) over the field F of degree less than

𝑙 , such that for all 𝑎 ∈ H𝑙 , 𝔣(𝑎) = 𝑣𝑖 , where H𝑙 is a multiplicative

subgroup of the field F. Then the prover proves that for all 𝑎 ∈
H𝑙 , 𝔣(𝑎) ∈ [0, 2𝑛). TurboPlonk [15] first splits each element 𝑣𝑖
into a binary vector (𝑣𝑖,0, ..., 𝑣𝑖,𝑛−1), where 𝑖 ∈ [0, 𝑙). Subsequently,
for 𝑗 ∈ [0, 𝑛), it extends 𝑛 vectors (𝑣0, 𝑗 , ..., 𝑣𝑙−1, 𝑗 ) to 𝑛 univariate

polynomials 𝔣𝑗 (𝑋 ) of degree less than 𝑙 over F, such that ∀𝑎𝑖 ∈
H𝑙 , 𝔣𝑗 (𝑎𝑖 ) = 𝑣𝑖, 𝑗 . TurboPlonk then designs a PIOP to prove that for

all𝑎𝑖 ∈ H𝑙 and 𝑗 ∈ [0, 𝑛), 𝔣𝑗 (𝑎𝑖 ) ∈ {0, 1} and 𝔣(𝑎𝑖 ) =
∑𝑛−1

𝑗=0 𝔣𝑗 (𝑎𝑖 )·2𝑗 .
(TurboPlonk here is a customized version for range proof but not the

original generic SNARK.) Its advantage lies in short proving time.

However, as a part of the proof, it needs to send the commitments

to all polynomials 𝔣𝑗 , 𝑗 ∈ [0, 𝑛), resulting in a proof size of 𝑂 (𝑛).
Accordingly, its verification complexity is also 𝑂 (𝑛). As shown in

Fig 3, Plonkup designs a scheme based on the lookup argument

PIOP. It introduces an auxiliary vector a = (0, 1, ..., 2𝑛 − 1) ∈ F2𝑛 .
The prover then concatenates the vectors a and b and sorts it to

get a long vector t ∈ F2𝑛+𝑙 . Then he proves that the elements in t
are either equal to the previous element or equal to the elements in

the auxiliary vector. Plonkup performs well when 𝑙 is large and 𝑛

is small since its proving complexity is 𝑂 (𝑙 + 2𝑛). But by the same
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token, it is very inefficient in dealing with the situation where 𝑛 is

large.

Polynomial interactive oracle proof (PIOP). Here we in-

troduce a general paradigm to design a non-interactive argument

protocol which our work follows.

PIOP [17] is a type of interactive information-theoretic proof

system. In a PIOP, the prover sends the oracles to multi-variate

polynomials as messages, and the verifier can query these polyno-

mials at arbitrary points. The statement can also consist of oracles

to polynomials which the verifier can query.

One can obtain a succinct interactive argument of knowledge by

compiling a PIOP [17] with a cryptographic primitive called a poly-

nomial commitment scheme [18][19]. In a nutshell, the compiler

replaces each oracle and associated evaluation query in the PIOP

with a polynomial commitment scheme, and transform the entire

protocol into a succinct argument [20]. Then this interactive argu-

ment can be turned into a non-interactive one via the Fiat-Shamir

transformation [21].

In summary, one can obtain a succinct argument via the follow-

ing three-step design process.

• PIOP. Design a public-coin PIOP for a certain relation.

• Compile. Run a compiler to replace oracles in the PIOP with

polynomial commitment schemes to obtain a public-coin,

interactive succinct argument.

• Fiat-Shamir transform.Remove the interaction via Fiat-Shamir

transformation to get a non-interactive succinct argument.

Concretely, it replaces the random challenge sent from the

verifier with a hash function output.

Vector commitment. Vector commitments (VC) [22][23][8] are

commitments to a vector v. Polynomial-based vector commitment

(PVC) [8] is a type of vector commitment schemes which encodes

the vector v to a univariate polynomial 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ], such
that for all 𝑎𝑖 ∈ H𝑙 , 𝔣(𝑎𝑖 ) = 𝑣𝑖 . Then the PVC computes 𝐶𝔣 , the

polynomial commitment to 𝔣 as the output vector commitment (the

full definition of the polynomial-based vector commitment scheme

and the polynomial commitment scheme can be seen in definition

3.3 and definition 3.6).

Although the MissileProof proposed in this paper can be applied

to prove all PVC schemes, in the experimental part and the complex-

ity analysis part, we choose to implement the range proof for the

aggregatable subvector commitment (aSVC) [8] scheme. aSVC is a

vector commitment scheme based on the KZG [18] polynomial com-

mitment scheme. aSVC can aggregate multiple proofs into a single,

small subvector proof and is used in the stateless cryptocurrencies.

3 PRELIMINARIES
We use F to denote a finite field (a prime field F𝑝 for a large prime

𝑝) and 𝜆 to denote the security parameter. A univariate polynomial

𝔣 of degree < 𝑙 over the field F is denoted as 𝔣(𝑋 ) = ∑𝑙−1
𝑖=0 𝑓𝑖𝑋

𝑖 ∈
F𝑑 (𝑋 )<𝑙 [𝑋 ]. Correspondingly, a bivariate polynomial is denoted

as 𝔪(𝑋,𝑌 ) = ∑𝑙−1,𝑛−1
𝑖=0, 𝑗=0

𝑚𝑖, 𝑗𝑋
𝑖𝑌 𝑗 ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ]. We as-

sume that 𝑛 and 𝑙 are powers of 2 and divide 𝑝 − 1. Let 𝑙 denote
the vector length and 𝑛 denote the max bit length of elements

(𝑣 ∈ [0, 2𝑛)) Let 𝜔𝑛 be the 𝑛-th primitive root of unity in F and let

H𝑛 = [𝜔 𝑗
𝑛] 𝑗∈[0,𝑛) . Let𝜔𝑙 be the 𝑙-th primitive root of unity in F and

let H𝑙 = [𝜔𝑖
𝑙
]𝑖∈[0,𝑙 ) . H𝑛 and H𝑙 are two multiplicative subgroups of

F. “⇔” means “if and only if”. A negligible function is denoted as

negl(𝜆) and “probabilistic polynomial-time” is abbreviated as PPT.
The prover is denoted as P and the verifier is denoted asV .

Moreover, we introduce two special polynomials:

• Vanishing polynomial. 𝑧H𝑙
(𝑋 ) = ∏

𝑎∈H𝑙
(𝑋 − 𝑎) = 𝑋 𝑙 − 1.

• Bivariate random polynomial. 𝔯(𝑅,𝑌 ) is a polynomial such

that all 𝑏 ∈ H𝑛, 𝔯(𝑅,𝑏) are 𝑛 linearly independent polynomi-

als. Concretely, we choose 𝔯(𝑅,𝑌 ) = 𝑅𝑛−𝑌𝑛

𝑅−𝑌 as an instance

of bivariate random polynomial (This random polynomial

is proposed in Marlin [24]. Its advantage is that it can be

efficiently evaluated in 𝑂 (1) operations).

Lemma 3.1. (Schwartz-Zippel Lemma). Let 𝔣 ∈ F[𝑋1, ..., 𝑋𝑘 ]
be a non-zero multivariate polynomial of total degree 𝑑 over field F.

Randomly choose 𝑟1, ..., 𝑟𝑘
$← F, then Pr[𝔣(𝑟1, ..., 𝑟𝑘 ) = 0] ≤ 𝑑

|F | .

3.1 Succinct interactive arguments of
knowledge

A relation R is a set of pairs (x,w), where the x is the problem

instance statement and the w is the witness. A pair of PPT inter-

active algorithms is denoted as ⟨P,V⟩ and Setup is an algorithm

that takes as input the security parameter 𝜆 and outputs public

parameters pp.

Definition 3.1. Public-coin succinct interactive argument
of knowledge [25] . A protocol between a pair of PPT algorithms
⟨P,V⟩ is called a public-coin succinct interactive argument of knowl-
edge for a relation R if:

• Completeness. For any problem instance x ∈ R, there
exists a witnessw such that for all 𝑟 ∈ {0, 1}∗, Pr{⟨P(pp,w),
V(pp, 𝑟 )⟩(x) = 1} ≥ 1 − negl(𝜆).
• Soundness. For any non-satisfiable problem instance x, any

PPT prover P∗, and for all w, 𝑟 ∈ {0, 1}∗, Pr{⟨P∗ (pp,w),
V(pp, 𝑟 )⟩(x) = 1} ≤ negl(𝜆).
• Knowledge soundness. For any PPT adversary A, there

exists a PPT extractor E such that for any problem instance

x and for allw, 𝑟 ∈ {0, 1}∗, if Pr{⟨A(pp,w),V(pp, 𝑟 )⟩(x) =
1} ≥ negl(𝜆), thenPr{SatR (x,w′) = 1|w′ ← EA (pp,x)} ≥
negl(𝜆).
• Succinctness. The total communication between P andV
is sub-linear in the size of the NP statement x ∈ R.
• Public coin.V’s messages are chosen uniformly at random.

Definition 3.2. (Zero-knowledge). An interactive argument
(Setup,P,V) for R is computational zero-knowledge if for every
PPT interactive machineV∗, there exists a PPT algorithm S called
the simulator, running in time polynomial in the length of its first
input such that for every problem instance x ∈ R, SatR (x,w) = 1,
and 𝑧 ∈ {0, 1}∗, the following holds when the distinguishing gap is
considered as a function of |x|:

View(⟨P(w),V∗ (𝑧)⟩(x)) ≈𝑐 S(x, 𝑧)

where View(⟨P(w),V∗ (𝑧)⟩(x)) denotes the distribution of the tran-
script of interaction between P andV∗, and ≈𝑐 denotes that the two
quantities are computationally indistinguishable.
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3.2 Polynomial commitment schemes for
bivariate polynomials

In a list of arguments or returned tuples, variables before the semi-

colon are public and variables after are secret; semicolon is omitted

if there is no secret information.

Definition 3.3. [26][17][18] Polynomial commitment scheme
for bivariate polynomials. A polynomial commitment scheme for
bivariate polynomials is a tuple of four protocolsPC = (Setup,Commit,
Open, Eval):

• pp← Setup(1𝜆,D): takes as input 𝐷 (the max degree of bi-

variate polynomials F[𝑋,𝑌 ],D = (𝐷𝑥 , 𝐷𝑦)); produces public
parameters pp.
• (𝐶; 𝑆) ← Commit(pp,𝔪): takes as input a bivariate poly-

nomial 𝔪 ∈ F𝑑 (𝑋 )<𝐷𝑥 ,𝑑 (𝑌 )<𝐷𝑦
[𝑋,𝑌 ]; produces a public

commitment 𝐶 and a secret opening hint 𝑆 .

• 𝑏 ← Open(pp,𝐶,𝔪, 𝑆): V verifies the opening of commit-

ment 𝐶 to the bivariate polynomial 𝔪 ∈ F[𝑋,𝑌 ] with the

opening hint 𝑆 ; outputs 𝑏 ∈ {0, 1}.
• 𝑏 ← Eval(pp,𝐶, (𝜏𝑥 , 𝜏𝑦), 𝑣 ;𝔪, 𝑆) is an interactive public-coin
protocol between a PPT proverP and verifierV . BothV and

P hold a commitment 𝐶 , a specified coordinate (𝜏𝑥 , 𝜏𝑦) and
a scalar 𝑣 ∈ F. P additionally knows a bivariate polynomial

𝔪 ∈ F[𝑋,𝑌 ] and its secret opening hint 𝑆 . P attempts to

convinceV that 𝔪(𝜏𝑥 , 𝜏𝑦) = 𝑣 . At the end of the protocol,

V outputs 𝑏 ∈ {0, 1}.
Definition 3.4. Polynomial commitment scheme properties.

A tuple of four protocols PC = (Setup,Commit,Open, Eval) is a
secure extractable polynomial commitment scheme for bivariate poly-
nomials over a finite field F if the following conditions hold: Hiding,
Binding, Knowledge soundness, Zero knowledge (See appendix C
for detailed definitions).

Enforcing a different degree bound to the polynomial. Let
us first take the univariate polynomial commitment scheme as an ex-

ample to discuss how to limit the degree bound of a committed poly-

nomial. The polynomial commitment scheme naturally enforces a

bound 𝐷 on the degrees of the polynomials 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )≤𝐷 [𝑋 ].
To enforce a new degree bound 𝑑 to the polynomial (𝑑 < 𝐷), the

sender needs to commit not only to 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )≤𝑑 [𝑋 ], but also to
a “shifted polynomials” 𝔣′ (𝑋 ) = 𝑋𝐷−𝑑 𝔣(𝑋 ). For a randomly chosen

point 𝜏
$← F,V checks that 𝔣′ (𝜏) ?

= 𝜏𝐷−𝑑 𝔣(𝜏).
Similarly, we can also enforce different degree bounds for bivari-

ate polynomials. Furthermore, Marlin [24] introduced an improved

scheme for setting new degree bounds to reduce the computational

overhead of the prover. This will not be elaborated further here.

3.3 PIOP compilation
Definition 3.5. Polynomial interactive oracle proof (PIOP)A

PIOP is a public-coin interactive proof for a polynomial oracle relation
R = (x;w), which is an oracle relation in that x can contain oracles
to polynomials over some field F. The oracles specify the number of
variables and the degree in each variable. These oracles can be queried
at arbitrary points to evaluate the polynomial at these points. The
actual polynomials corresponding to the oracles are contained in the
pp and the x. We denote an oracle to a polynomial 𝔣 by 𝔣𝑂 . In every

protocol message, the P sends multi-variate polynomial oracles.V
in every round sends a random challenge.

PIOP compilation transforms the interactive oracle proof into

an interactive argument of knowledge (without oracles) Π. The
compilation replaces the oracles with polynomial commitments.

Every query byV is replaced with an invocation of the Eval proto-
col at the query point 𝜏 . The compiled verifier accepts if the PIOP

verifier accepts and if the output of all Eval invocations is 1. If Π
is public-coin, it can further be compiled into a non-interactive

argument of knowledge using the Fiat-Shamir transform.

Theorem 3.1. (PIOP Compilation [17][24][27]). If the polyno-
mial commitment scheme PC has witness-extended emulation, and
if the 𝑡-round Polynomial IOP for R has negligible knowledge error,
then the output of the PIOP compilation Π, is a secure (non-oracle)
argument of knowledge for R. The compilation also preserves zero
knowledge.

Batching. Batch openings of polynomial commitments can sig-

nificantly reduce the prover time, verifier time, and proof size.

Specifically, the proof size is influenced solely by the number of

oracles and a single batch opening.

3.4 Polynomial based vector commitment
Definition 3.6. Polynomial based vector commitment scheme.

We adapt and extend the definitions from aSVC [8]. A polynomial
based vector commitment scheme is a tuple of four protocols VC =

(Setup,Commit,Open, Eval):

• pp ← Setup(1𝜆, 𝑙): takes as input 𝑙 (the max length of the

vector length); produces public parameters pp.
• (𝐶𝔣 ; 𝑆) ← Commit(pp, v): takes as input a vector v, then
extends it to a univariate polynomial 𝔣 ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ], s.t.
∀𝑎𝑖 ∈ H𝑙 , 𝔣(𝑎𝑖 ) = 𝑣𝑖 ; Computes the polynomial commitment

to 𝔣: (𝐶𝔣 ; 𝑆) ← PC.Commit(pp, 𝔣) and outputs 𝐶𝔣 as the vec-

tor commitment and 𝑆 as a secret opening.

• 𝑏 ← Open(pp,𝐶𝔣, 𝔣, 𝑆): verifies the opening of commitment

𝐶𝔣 to the vector vwith the opening hint 𝑆 ; outputs 𝑏 ∈ {0, 1}.
• 𝑏 ← Eval(pp,𝐶𝔣, 𝑖 ∈ [0, 𝑙), 𝑣𝑖 ;𝔪, 𝑆) is an interactive public-

coin protocol between a PPT prover P and verifier V . P
proves that 𝑣𝑖 is the 𝑖-th element of v using the PC.Eval
protocol. At the end of the protocol,V outputs 𝑏 ∈ {0, 1}.

Remark. Since the output of polynomial based vector commit-

ment is a polynomial commitment to the polynomial 𝔣 that extends

v, the vector commitment can be seen as an oracle 𝔣𝑂 to 𝔣 in the

PIOP paradigm.

3.5 Fact and lemmas
Here we present some mathematical lemmas which will be used to

construct the PIOP toolbox in the next section.

Fact 3.1. (Summation). Recall that a multiplicative group H𝑛 =

{𝜔0

𝑛, 𝜔
1

𝑛, ..., 𝜔
𝑛−1
𝑛 }, then∑︁
𝑎∈H𝑛

𝑎𝑘 =

{
0 if 𝑘 ∈ {1, 2, ..., 𝑛 − 1}
𝑛 if 𝑘 = 0
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Proof: if 𝑘 = 0,

∑
𝑎∈H𝑛

𝑎𝑘 =
∑
𝑎∈H𝑛

1 = 𝑛. If 𝑘 ∈ {1, 2, ..., 𝑛 − 1},
according to the formula for summing geometric series,

∑
𝑎∈H𝑛

𝑎𝑘 =∑𝑛−1
𝑗=0 (𝜔

𝑗
𝑛)𝑘 =

𝜔𝑘∗𝑛
𝑛 −1
𝜔𝑘
𝑛−1

= 0. □

Lemma 3.2. (Univariate SumCheck). [28][24] For any univari-
ate polynomial 𝔣(𝑋 ) = ∑𝐷−1

𝑖=0 𝑓𝑖𝑋
𝑖 ∈ F𝑑 (𝑋 )<𝐷 [𝑋 ], we have:∑

𝑎∈H𝑙
𝔣(𝑎) = 𝑣 , if and only if,∃𝔮(𝑋 ) ∈ F[𝑋 ], 𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ],

𝔣(𝑋 ) = 𝑣
𝑙
+ 𝑋 · 𝔲(𝑋 ) + 𝔮(𝑋 )𝑧H𝑙

(𝑋 ).

The proof of this lemma can be seen in section A.1.

Specially, if the degree of 𝔣(𝑋 ) equals to 𝑙 , this lemma can be

simplified to:

∑
𝑎∈H𝑙

𝔣(𝑎) = 𝑣 ⇔ ∃𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ] ∧ 𝔣(𝑋 ) =
𝑣
𝑙
+ 𝑋 · 𝔲(𝑋 ).

Lemma 3.3. (Univariate ZeroTest). For a multiplicative subgroup
H𝑙 and a polynomial 𝔣(𝑋 ) =

∑𝑑
𝑖=0 𝑓𝑖𝑋

𝑖 ∈ F𝑑 (𝑋 )=𝑑 [𝑋 ], 𝔣(𝑋 ) is
identically zero on H𝑙 if and only if 𝔣(𝑋 ) is divisible by the vanishing
polynomial 𝑧H𝑙

(𝑋 ), i.e.

∀𝑎 ∈ H𝑙 , 𝔣(𝑎) = 0⇔ ∃𝔢(𝑋 ) ∈ F[𝑋 ],𝔢(𝑋 ) · 𝑧H𝑙
(𝑋 ) = 𝔣(𝑋 )

Proof:⇒: Since all the elements in H𝑙 must be the root of 𝔣(𝑋 ),
so 𝔣(𝑋 ) is divisible by all polynomials (𝑋 − 𝑎), 𝑎 ∈ H𝑙 . Therefore

𝔣(𝑋 ) is divisible by the vanishing polynomial 𝑧H𝑙
(𝑋 ).

⇐: Obviously, 𝔣(𝑎) = 𝔢(𝑎) · 𝑧H𝑙
(𝑎) = 𝔢(𝑎) · 0 = 0. □

4 PIOP TOOLBOX
In this section, we describe PIOPs for the relations including uni-

variate SumCheck, bi-to-univariate SumCheck, univariate ZeroTest

and bivariate ZeroTest. Among these PIOPs, the PIOPs for bi-to-

univariate SumCheck and bivariate ZeroTest are first designed and

are our core contributions.

4.1 Univariate SumCheck PIOP
Here we describe a PIOP for the univariate SumCheck relation

proving that a function 𝔣(𝑋 ) satisfying that

∑
𝑎∈H𝑙

𝔣(𝑎) = 𝑣 . This

PIOP is constructed based on Lemma 3.2.

Definition 4.1. (Univariate SumCheck relation) The relation
R𝑈𝑛𝑖𝑆𝑢𝑚 is the set of all tuples (x;w) = (𝔣O , 𝑣 ; 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝐷 [𝑋 ])
where

∑
𝑎∈H𝑙

𝔣(𝑎) = 𝑣 .

Theorem 4.1. There exists a PIOP for R𝑈𝑛𝑖𝑆𝑢𝑚 , which is perfectly
complete and has knowledge soundness error 𝛿𝑈𝑛𝑖𝑆𝑢𝑚 = 𝐷/|F|.

Proof.

PIOP Construction.

• P computes the polynomials 𝔮(𝑋 ), 𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ],
such that 𝔣(𝑋 ) = 𝑣

𝑙
+ 𝑋 · 𝔲(𝑋 ) + 𝔮(𝑋 )𝑧H𝑙

(𝑋 ). P sends the

oracles 𝔲O and 𝔮O toV .

• V checks that 𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ] and checks the equa-

tion at a random point 𝜏𝑥
$← F: V queries oracles to get

𝜇𝔲 = 𝔲(𝜏𝑥 ), 𝜇𝔮 = 𝔮(𝜏𝑥 ), 𝜇𝔣 = 𝔣(𝜏𝑥 ), and checks that 𝜇𝔣
?

=
𝑣
𝑙
+ 𝜏𝑥 · 𝜇𝔲 + 𝜇𝔮𝑧H𝑙

(𝜏𝑥 ).
• Completeness and Knowledge soundness. As shown
in Lemma 3.2,

∑
𝑎∈H𝑙

𝔣(𝑎) = 𝑣 , if and only if, ∃𝔮(𝑋 ) ∈
F[𝑋 ], 𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ], 𝔣(𝑋 ) = 𝑣

𝑙
+𝑋 ·𝔲(𝑋 )+𝔮(𝑋 )𝑧H𝑙

(𝑋 ).

So the PIOP forR𝐵𝑈𝑆𝑢𝑚 is perfectly complete and the sound-

ness error is the maximum degree over the field size, which

is at most
𝐷
|F | . □

• Complexities.
– round complexity: 2-round.

– prover complexity: 𝑂 (𝐷).
– proof size: 2 oracles.

– verifier complexity: query oracles 3 times.

4.2 Bi-to-univariate SumCheck PIOP
Here we first propose a new lemma and then design a PIOP for

the bi-to-univariate SumCheck relation proving that a function

𝔪(𝑋,𝑌 ) satisfying that ∑𝑏∈H𝑛
𝔪(𝑋,𝑏) = 𝔣(𝑋 ).

Lemma 4.1. (Bi-to-univariate SumCheck). For any bivariate
polynomial𝔪(𝑋,𝑌 ) = ∑𝑙−1

𝑖=0

∑𝑛−1
𝑗=0 𝑚𝑖, 𝑗𝑋

𝑖𝑌 𝑗 ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ],
we have:∑

𝑏∈H𝑛
𝔪(𝑋,𝑏) = 𝔣(𝑋 ), if and only if,∃𝔲(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1

[𝑋,𝑌 ], 𝔪(𝑋,𝑌 ) = 𝔣 (𝑋 )
𝑛 + 𝑌 · 𝔲(𝑋,𝑌 ).

Proof:

⇒: By Fact 3.1, we have:∑︁
𝑏∈H𝑛

𝔪(𝑋,𝑏) =
∑︁
𝑏∈H𝑛

𝑙−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=0

𝑚𝑖, 𝑗𝑋
𝑖𝑏 𝑗

=

𝑙−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=0

𝑚𝑖, 𝑗𝑋
𝑖
∑︁
𝑏∈H𝑛

𝑏 𝑗

=

𝑙−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=1

𝑚𝑖, 𝑗𝑋
𝑖
∑︁
𝑏∈H𝑛

𝑏 𝑗 +
𝑖=𝑙−1∑︁
𝑖=0

𝑚𝑖,0𝑋
𝑖
∑︁
𝑏∈H𝑛

𝑏0

=

𝑙−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=1

𝑚𝑖, 𝑗𝑋
𝑖 · 0 +

𝑖=𝑙−1∑︁
𝑖=0

𝑚𝑖,0𝑋
𝑖 · 𝑛

= 𝑛 ·
𝑖=𝑙−1∑︁
𝑖=0

𝑚𝑖,0𝑋
𝑖 .

Thus, 𝔣(𝑋 ) = ∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝑛
∑𝑖=𝑙−1
𝑖=0 𝑚𝑖,0𝑋

𝑖
.

Now, set 𝔲(𝑋,𝑌 ) = 𝔪 (𝑋,𝑌 )− 1

𝑛
𝔣 (𝑋 )

𝑌
=
∑𝑙−1
𝑖=0

∑𝑛−1
𝑗=1 𝑚𝑖, 𝑗𝑋

𝑖𝑌 𝑗−1 ∈
F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ]. This choice of 𝔲(𝑋,𝑌 ) ensures that

𝔣 (𝑋 )
𝑛 +

𝑌 · 𝔲(𝑋,𝑌 ) = 𝔪(𝑋,𝑌 ).
⇐: Since 𝔲(𝑋,𝑌 ) is a bivariate polynomial in F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ],

we can represent it as 𝔲(𝑋,𝑌 ) = ∑𝑙−1
𝑖=0

∑𝑛−2
𝑗=0 𝑢𝑖, 𝑗𝑋

𝑖𝑌 𝑗
. Then, using

the given expression𝔪(𝑋,𝑌 ) = 𝔣 (𝑋 )
𝑛 +𝑌 · 𝔲(𝑋,𝑌 ) and the Fact 3.1,

we have: ∑︁
𝑏∈H𝑛

𝔪(𝑋,𝑏) =
∑︁
𝑏∈H𝑛

(
𝔣(𝑋 )
𝑛
+ 𝑏 · 𝔲(𝑋,𝑏)

)
= 𝔣(𝑋 ) +

𝑙−1∑︁
𝑖=0

𝑛−2∑︁
𝑗=0

𝑢𝑖, 𝑗𝑋
𝑖
∑︁
𝑏∈H𝑛

𝑏 𝑗+1

= 𝔣(𝑋 ) .

This completes the proof. □
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Definition 4.2. (Bi-to-univariate SumCheck relation) The
relationR𝐵𝑈𝑆𝑢𝑚 is the set of all tuples (x;w) = (𝔪O , 𝔣O ;𝔪(𝑋,𝑌 ) ∈
F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ],

∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 )).
(note that in this PIOP, we constrained the degree of 𝔪(𝑋,𝑌 ).)

Theorem 4.2. There exists a PIOP for R𝐵𝑈𝑆𝑢𝑚 , which is perfectly
complete and has knowledge soundness error 𝛿𝐵𝑈𝑆𝑢𝑚 = 𝑙+𝑛

|F | .

Proof.

PIOP Construction.
• P computes the bivariate polynomial 𝔲(𝑋,𝑌 ) = 𝔪 (𝑋,𝑌 )−𝔣 (𝑋 )/𝑛

𝑌

∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ]. P sends the oracle 𝔲O toV .

• V checks the equation at a random point 𝜏𝑥 , 𝜏𝑦
$← F: V

queries 𝜇𝑚 = 𝔪(𝜏𝑥 , 𝜏𝑦), 𝜇𝔣 = 𝔣(𝜏𝑥 ), 𝜇𝔲 = 𝔲(𝜏𝑥 , 𝜏𝑦), and
checks that 𝜇𝔪

?

=
𝜇𝔣
𝑛 + 𝜏𝑦 · 𝜇𝔲 . Moreover, V checks that

𝔲(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ].
• Completeness and Knowledge soundness. As shown in

Lemma 4.1,

∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 ), if and only if ∃𝔲(𝑋,𝑌 ) ∈
F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ],𝔪(𝑋,𝑌 ) =

𝔣 (𝑋 )
𝑛 + 𝑌 · 𝔲(𝑋,𝑌 ). So

the PIOP for R𝐵𝑈𝑆𝑢𝑚 is perfectly complete and the sound-

ness error is the total degree over the field size, which is at

most
𝑙+𝑛
|F | . □

• Complexities.
– round complexity: 2-round.

– prover complexity: 𝑂 (𝑙𝑛).
– proof size: 1 oracle.

– verifier complexity: query oracles 3 times.

4.3 Univariate ZeroTest PIOP
Here we describe a PIOP proving that a univariate polynomial

evaluates to zero everywhere on a subgroupH𝑙 . The PIOP leverages

the ZeroTest Lemma 3.3.

Definition 4.3. (Univariate ZeroTest relation) The relation
R𝑈𝑛𝑖𝑍𝑇 is the set of all tuples (x;w) = (𝔣O ; 𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝐷 [𝑋 ])
where for all 𝑎 ∈ H𝑙 , 𝔣(𝑎) = 0.

Theorem 4.3. There exists a PIOP for R𝑈𝑛𝑖𝑍𝑇 , which is perfectly
complete and has knowledge soundness error 𝛿𝑈𝑛𝑖𝑍𝑇 = 𝐷

|F | .

Proof.

PIOP Construction.
• P computes the univariate polynomial𝔮(𝑋 ), such that 𝔣(𝑋 ) =
𝔮(𝑋 ) · 𝑧H𝑙

(𝑋 ). P sends the oracle 𝔮O toV .

• V checks the equation at a random point 𝜏𝑥
$← F:V queries

oracles to get 𝜇𝔮 = 𝔮(𝜏𝑥 ) and 𝜇𝔣 = 𝔣(𝜏𝑥 ) and checks that

𝜇𝔣
?

= 𝜇𝔮𝑧H𝑙
(𝜏𝑥 ).

• Completeness and Knowledge soundness. As shown in

Lemma 3.3, ∀𝑎 ∈ H𝑙 , 𝔣(𝑎) = 0 ⇔ ∃𝔢(𝑋 ) ∈ F[𝑋 ],𝔢(𝑋 ) ·
𝑧H𝑙
(𝑋 ) = 𝔣(𝑋 ), so the PIOP for R𝐵𝑈𝑆𝑢𝑚 is perfectly com-

plete. The soundness error is the maximum degree over the

field size, which is at most
𝐷
|F | . □

• Complexities.
– round complexity: 2-round.

– prover complexity: 𝑂 (𝐷).
– proof size: 1 oracle.

– verifier complexity: query oracles 2 times.

4.4 Bivariate ZeroTest PIOP
Here we describe a PIOP proving that a bivariate polynomial eval-

uates to zero everywhere on a set {(𝑎, 𝑏)}𝑎∈H𝑙 ,𝑏∈H𝑛
. The PIOP

leverages the univariate polynomial ZeroTest PIOP and the uni-

variate SumCheck PIOP introduced in section 4.1 and the ZeroTest

PIOP in section 4.3.

Definition 4.4. (Bivariate ZeroTest relation). The relation
R𝐵𝑖𝑍𝑇 is the set of all tuples (x;w) = (𝔐O ;𝔐(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝐷𝑥 ,𝑑 (𝑌 )<𝐷𝑦

[𝑋,𝑌 ]), where for all 𝑎 ∈ H𝑙 and all 𝑏 ∈ H𝑛,𝔐(𝑎, 𝑏) = 0.

Theorem 4.4. There exists a PIOP for R𝐵𝑖𝑍𝑇 , which is perfectly
complete and has knowledge soundness error 𝛿𝐵𝑖𝑍𝑇 =

𝐷𝑥+𝐷𝑦

|F | .

Proof.

Let 𝔯(𝑅,𝑌 ) be a prescribed polynomial such that all 𝔯(𝑅,𝑏), 𝑏 ∈
H𝑛 are 𝑛 linearly independent polynomials. Denote 𝔐∗ (𝑅,𝑋 ) =∑
𝑏∈H𝑛

𝔐(𝑋,𝑏)𝔯(𝑅,𝑏). The ZeroTest relation is equivalent to the

below equations:

• Equation 1: ∀𝑎 ∈ H𝑙 ,𝔐
∗ (𝑅, 𝑎) = 0.

• Equation 2:𝔐∗ (𝑅,𝑋 ) = ∑
𝑏∈H𝑛

𝔐(𝑋,𝑏)𝔯(𝑅,𝑏).
The PIOP for R𝐵𝑖𝑍𝑇 is essentially a combination of the PIOP for

R𝑈𝑛𝑖𝑍𝑇 and the PIOP for R𝑈𝑛𝑖𝑆𝑢𝑚 .

PIOP Construction:
Phase 1: Following the PIOP for R𝑈𝑛𝑖𝑍𝑇 , P proves that ∀𝑎 ∈

H𝑙 ,𝔐
∗ (𝑟, 𝑎) = 0.

• V chooses a random value 𝜏𝑟
$← F and sends it to P.

• P computes the univariate polynomial𝔐∗ (𝜏𝑟 , 𝑋 ) =∑
𝑏∈H𝑛

𝔐(𝑋,𝑏)𝔯(𝜏𝑟 , 𝑏). P computes the polynomial 𝔢(𝑋 ),
such that 𝔢(𝑋 ) · 𝑧H𝑙

(𝑋 ) = 𝔐∗ (𝜏𝑟 , 𝑋 ). P sends the oracle 𝔢O

toV .

• V chooses a random value 𝜏𝑥
$← F and sends it to P.

• P computes the univariate polynomial 𝜇𝔐∗ = 𝔐∗ (𝜏𝑟 , 𝜏𝑥 )
and sends 𝜇𝔐∗ toV .

• V checks the equation at 𝜏𝑥 : V queries oracle 𝔢𝑂 to get

𝜇𝔢 = 𝔢(𝜏𝑥 ) and checks that 𝜇𝔐∗
?

= 𝜇𝔢𝑧H𝑙
(𝜏𝑥 ).

Phase 2: Following the PIOP for R𝑈𝑛𝑖𝑆𝑢𝑚 , P proves that the

purported 𝜇𝔐∗ =
∑
𝑏∈H𝑛

𝔐(𝜏𝑥 , 𝑏)𝔯(𝜏𝑟 , 𝑏).
• P computes the univariate polynomial𝔮(𝑌 ), 𝔲(𝑌 ) ∈ F𝑑 (𝑌 )<𝑛−1 [𝑌 ],
such that𝔐(𝜏𝑥 , 𝑌 )𝔯(𝜏𝑟 , 𝑌 ) = 𝜇𝔐∗

𝑛 + 𝑌 · 𝔲(𝑌 ) + 𝔮(𝑌 )𝑧H𝑛
(𝑌 ).

P sends the oracles 𝔲O and 𝔮O toV .

• V checks that 𝔲(𝑌 ) ∈ F𝑑 (𝑌 )<𝑛−1 [𝑌 ]. Then V checks the

equation at a random point 𝜏𝑦
$← F: V queries oracles to

get 𝜇𝔲 = 𝔲(𝜏𝑦), 𝜇𝔮 = 𝔮(𝜏𝑦), 𝜇𝔪 = 𝔣(𝜏𝑥 , 𝜏𝑦), and checks that

𝔐(𝜏𝑥 , 𝜏𝑦)𝔯(𝜏𝑟 , 𝜏𝑦)
?

=
𝜇𝔐∗
𝑛 + 𝜏𝑦 · 𝜇𝔲 + 𝜇𝔮𝑧H𝑛

(𝜏𝑦).
• Completeness and Knowledge soundness. Follows the
PIOPs introduced in section 4.3 and 4.1, the PIOP for R𝐵𝑖𝑍𝑇
is perfectly complete and the soundness error is the total

degree over the field size, which is at most 𝑂 (𝐷𝑥+𝐷𝑦

|F | ). □
• Complexities.
– round complexity: 5-round (In practice, phase 1 and phase

2 can run in parallel).
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– prover complexity: 𝑂 (𝐷𝑥𝐷𝑦).
– proof size: 3 oracles and one field element.

– verifier complexity: query oracles 4 times.

5 MISSILEPROOF: A SUCCINCT
NON-INTERACTIVE ARGUMENT FOR
VECTOR COMMITMENT RANGE PROOF

In this section we first define a relation RVCRP of vector range

proof, then reduce it to an equivalent polynomial oracle relation

RVCRPPIOP . In subsection 5.1, we construct a PIOP for RVCRPPIOP
and then compile it with a KZG-based polynomial commitment

scheme to get an interactive argument of knowledge. Finally, we

turn it into a succinct non-interactive argument via the Fiat-Shamir

transformation.

Here we give the definition for the vector range proof relation

RVCRP.

Definition 5.1. Relation RVCRP. The relation RVCRP is the set
of all pairs: (x,w) = (𝐶 ∈ G; v ∈ F𝑙 ), where
{ (𝐶 ∈ G; v ∈ F𝑙 ) : ∀𝑖 ∈ [0, 𝑙 ),𝐶 = VC.Commit(v) ∧ 𝑣𝑖 ∈ [0, 2𝑛 ) }

Note that a polynomial-based vector commitment to a secret

vector v is a polynomial commitment to a univariate polynomial

𝔣(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ] that extends v over F. Thus the vector commit-

ment 𝐶 can be seen as an oracle 𝔣𝑂 to the polynomial 𝔣(𝑋 ). Recall
that

∃𝑀 ∈ F𝑙×𝑛, 𝑣𝑖 =
𝑛−1∑︁
𝑗=0

𝑀𝑖, 𝑗 ∧𝑀𝑖, 𝑗 ∈ {0, 2𝑗 }

Then RVCRP can be equivalently reduced to RVCRPPIOP , which is

defined below.

Definition 5.2. Relation RVCRPPIOP . Let 𝔭(𝑌 ) ∈ F𝑑 (𝑌 )<𝑛 [𝑌 ]
be a univariate polynomial satisfying that for all𝑏 𝑗 ∈ H𝑛,𝔭(𝑏 𝑗 ) = 2

𝑗 .
The relation RVCRPPIOP is the set of all pairs: (x,w) = (𝔣𝑂 ,𝔭𝑂 ; 𝔣 ∈
F𝑑 (𝑋 )<𝑙 [𝑋 ]), where exists a bivariate polynomial𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛
[𝑋,𝑌 ], s.t.∑︁

𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 )

∧ ∀𝑎 ∈ H𝑙 , 𝑏 ∈ H𝑛,𝔪(𝑎, 𝑏) (𝔪(𝑎, 𝑏) − 𝔭(𝑏)) = 0

The following theorem summarizes part of our result in this

section.

Theorem 5.1. Given secure polynomial commitment schemes for
bivariate and univariate polynomials, there exists a public-coin suc-
cinct interactive argument of knowledge for RVCRP where security
holds under the assumptions needed for the polynomial commitment
schemes. When use the KZG-based polynomial commitment scheme
[24][26], the complexities are as follows:

- soundness error: 𝑂 ( 𝑙+𝑛|F | ).
- round complexity: 6.
- prover complexity:𝑂 (𝑙 log 𝑙 ·𝑛 log𝑛) field operations and𝑂 (𝑙𝑛)
group exponentiations in the bilinear pairing group G1.

- proof size: 𝑂 (1).
- verifier complexity: 𝑂 (1).
- size of an updatable strctured reference string (SRS): 𝑂 (𝑙𝑛).

Remark: The polynomial commitment schemementioned in the

theorem 5.1 can be arbitrarily replaced with other existing schemes

to obtain different properties.

To prove the theorem 5.1, we first provide a construction of a

public-coin PIOP for RVCRP. Then compile the PIOP and the KZG-

based polynomial commitment scheme into a succinct interactive

argument of knowledge.

Finally, we turn it into a non-interactive argument of knowledge

using Fiat-Shamir transform and then analyze its costs and security.

5.1 Public-coin PIOP for RVCRPPIOP

In this section, we give a public-coin polynomial IOP for RVCRPPIOP .
The whole protocol is shown in Fig 6.

PIOP construction:
Phase 1: P generates decomposition bivariate polynomial 𝔪(𝑋,𝑌 ).
• For all 𝑖 ∈ [0, 𝑙), split 𝑣𝑖 into a binary vector (𝑣𝑖,0, ..., 𝑣𝑖,𝑛−1),
s.t. 𝑣𝑖 =

∑𝑛−1
𝑗=0 𝑣𝑖, 𝑗 ·2𝑗 . Then generate thematrix𝑀 ∈ F𝑙×𝑛, 𝑀𝑖, 𝑗 =

𝑣𝑖, 𝑗 · 2𝑗 . Then extend the matrix 𝑀 to a bivariate polyno-

mial 𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], s.t. ∀𝑎𝑖 ∈ H𝑙 , 𝑏 𝑗 ∈
H𝑛,𝔪(𝑎𝑖 , 𝑏 𝑗 ) = 𝑀𝑖, 𝑗 . P then sends oracle 𝔪𝑂

toV .

P is left to convinceV that the following two conditions hold:

1. Bi-to-univariate polynomial SumCheck:

∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) =
𝔣(𝑋 ).

2. Bivariate polynomial ZeroTest:∀𝑎 ∈ H𝑙 , 𝑏 ∈ H𝑛,𝔪(𝑎, 𝑏) (𝔪(𝑎, 𝑏)−
𝔭(𝑏)) = 0.

Phase 2: P proves that

∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 ).

• In order to convinceV of the first condition (bi-to-univariate

polynomial SumCheck), P and V run a bi-to-univariate

polynomial SumCheck PIOP that (𝔪𝑂 , 𝔣𝑂 ;𝔪(𝑋,𝑌 ), 𝔣(𝑋 )) ∈
R𝐵𝑈𝑆𝑢𝑚 . The soundness error is 𝑂 ( 𝑙+𝑛|F | ).

Phase 3: P proves that for all 𝑎 ∈ H𝑙 and all 𝑏 ∈ H𝑛 , 𝔪(𝑎, 𝑏)
(𝔪(𝑎, 𝑏) − 𝔭(𝑏)) = 0.

• Denote 𝔐(𝑋,𝑌 ) = 𝔪(𝑋,𝑌 ) (𝔪(𝑋,𝑌 ) − 𝔭(𝑌 )). In order to

convinceV of the second condition (bivariate polynomial

ZeroTest), P and V run a bivariate polynomial ZeroTest

PIOP for (𝔐𝑂
;𝔐(𝑋,𝑌 )) ∈ R𝐵𝑖𝑍𝑇 . (Actually, V does not

own an oracle 𝔐𝑂
directly. When he wants to query 𝔐𝑂

to get 𝜇𝔐 = 𝔐(𝜏𝑥 , 𝜏𝑦), he can query 𝔪𝑂
and 𝔭𝑂 to get

𝜇𝔪 = 𝔪(𝜏𝑥 , 𝜏𝑦) and 𝜇𝔭 = 𝔭(𝜏𝑦). Then he can get 𝜇𝔐 =

𝜇𝔪 · (𝜇𝔪 − 𝜇𝔭) ). The soundness error is 𝑂 ( 𝑙+𝑛|F | ).

Remark. In summary, the whole PIOP is shown in Fig 6 in the

appendix. In practice, the PIOP for the ZeroTest and SumCheck can

run in parallel. SoV can choose 𝜉𝑥 = 𝜏𝑥 and 𝜉𝑦 = 𝜏𝑦 .

• Completeness and knowledge soundness. Follows PIOP
toolbox in section 4, The PIOP for RVCRPPIOP is perfectly

complete and the soundness error is the total degree over

the field size, 𝛿VCRPPIOP = 𝛿𝐵𝑈𝑆𝑢𝑚 + 𝛿𝐵𝑖𝑍𝑇 = 𝑂 ( 𝑙+𝑛|F | ).
• Complexities.
– round complexity: 6-round (the two parts of the PIOP can

be run in parallel).

– prover complexity:𝑂 (𝑙 log 𝑙 ·𝑛 log𝑛) field operations (FFT
for the matrix𝑀).
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Table 2: Comparison between different polynomial commitment schemes for a bivariate polynomial of degree (𝑑,𝑑) (For
simplity, we assume that 𝑑 (𝑋 ) = 𝑑 (𝑌 ) = 𝑑). Transparent means no trusted setup. 𝑒 is the extension factor in the FRI scheme.

Protocols Transparent Group |pp| Proof size Prover complexity Verifier complexity

KZG-based [18] no bilinear G𝐵 𝑂 (𝑑2) 2G𝐵 𝑂 (𝑑2)MUL 2 Pairing

DARK [17] yes Unknown order groups G𝑈 𝑂 (1) 4 log𝑑G𝑈 𝑂 (𝑑2)MUL 𝑂 (
√
𝑑2)MUL

FRI-based [29] yes Hash output field F𝐻 𝑂 (1) 𝑂 (𝑒 log2 𝑑)F𝐻 𝑂 (𝑒𝑑2)Hash 𝑂 (𝑒 log2 𝑑)Hash
Notes: some notations used here are the same as that in Table. 1.

– proof size: 2 oracles to bivariate polynomials and 3 oracles

to univariate polynomials and 1 field element.

– verifier complexity: query oracles to bivariate polynomials

2 times and oracles to univariate polynomials 5 times.

5.2 Non-interactive argument for vector
commitment range proof

Subsection 5.1 presents a 6-round PIOP for RVCRP (RVCRPPIOP ),
which has perfect completeness and negligible soundness error.

As shown in Theorem 3.1, given a polynomial commitment scheme

PC that is hiding and Eval is honest-verifier zero-knowledge and
has witness-extended emulation, then the PIOP compilation can

output Π, a secure zero knowledge argument of knowledge for

RVCRP.
Herewe gave an instance of a zero-knowledge argument protocol

for RVCRP by compiling the PIOP with a KZG-based commitment

scheme [18][26]. The efficiency and complexities of Π is as follows:

- soundness error: 𝑂 ( 𝑙+𝑛|F | );
- round complexity: 6;

- prover complexity: 𝑂 (𝑙 log 𝑙 · 𝑛 log𝑛) field operations and

𝑂 (𝑙𝑛) group exponentiations in G;
- proof size: 𝑂 (1);
- verifier complexity: 𝑂 (1);
- size of the updatable strctured reference string (SRS): 𝑂 (𝑙𝑛);

This completes the proof of Theorem 5.1. □
Then using Fiat-Shamir transformation, we can turn this inter-

active argument into a non-interactive argument of knowledge by

replacing the interaction random point with the output of hash

functions.

6 FURTHER DISCUSSION
6.1 Transparent setup version of MissileProof
Choice of the polynomial commitment scheme. The compiler

can compile a PIOP with different polynomial commitment schemes

to get different security properties.

In Table 2, we list commonly used polynomial commitment

schemes and compared their properties.

KZG-based schemes [18] [26]. The non-interactive argument we

presented in section 7 relies on the KZG-based commitment scheme

which works on a bilinear pairing group and stand out for having

the optimal proof size and the widest range of application scenarios.

However, its drawback lies in the requirement for a trusted setup

to generate a set of updatable structured reference string.

Other schemes. If a system values the transparent setup, one can

compile the PIOP with DARK [17] or FRI-based polynomial commit-

ment scheme [19][29][30][31] to get a non-interactive argument

that do not need the trusted setup.

6.2 Batch-VCRP
If P needs to run the range proof for multiple vector commitments

at the same time, compared to directly running the protocol multiple

times, the prover time, proof size and the verifier complexity can

be significantly reduced via the batch openings of the polynomial

commitments. Here we give the definition for the batch vector

range proof relation RBat-VCRP.
Relation RBat-VCRP. The relation RVCRP is the set of all pairs:

(x,w) = (C ∈ G𝑡
; [v𝑘 ]𝑘∈[0,𝑡 ) ∈ (F𝑙 )𝑡 ), where

∀𝑘 ∈ [0, 𝑡 ), ∀𝑖 ∈ [0, 𝑙 ),𝐶𝑘 = VC.Commit(v𝑘 ) ∧ 𝑣𝑘,𝑖 ∈ [0, 2𝑛 )

The batch opening protocol of polynomial commitment can greatly

reduce the proof size and verification time of the proof of relation-

ship RBat-VCRP.
Let 𝔭(𝑌 ) ∈ F𝑑 (𝑌 )<𝑛 [𝑌 ] be a univariate polynomial satisfy-

ing that for all 𝑏 𝑗 ∈ H𝑛,𝔭(𝑏 𝑗 ) = 2
𝑗
. For 𝑡 vectors to be proved

and 𝑘 ∈ [0, 𝑡), let 𝔣𝑘 (𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ] be the univariate poly-

nomial that extends the vector v𝑘 . Same as mentioned before, P
needs to prove that there exists 𝑡 bivariate polynomial 𝔪𝑘 (𝑋,𝑌 ) ∈
F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], s.t.

1.∀𝑘 ∈ [0, 𝑡),
∑︁
𝑏∈H𝑛

𝔪𝑘 (𝑋,𝑏) = 𝔣𝑘 (𝑋 )

2.∀𝑘 ∈ [0, 𝑡),∀𝑎 ∈ H𝑙 , 𝑏 ∈ H𝑛,𝔪𝑘 (𝑎, 𝑏) (𝔪𝑘 (𝑎, 𝑏) − 𝔭(𝑏)) = 0

Based on the idea of batch processing, we can turn the conditions

to:

1.

𝑡−1∑︁
𝑘=0

∑︁
𝑏∈H𝑛

(𝔪𝑘 (𝑋,𝑏) − 𝔣𝑘 (𝑋 )) ∗ 𝑍𝑘 = 0

2.∀𝑎 ∈ H𝑙 , 𝑏 ∈ H𝑛,

𝑡−1∑︁
𝑘=0

𝔪𝑘 (𝑎, 𝑏) (𝔪𝑘 (𝑎, 𝑏) − 𝔭(𝑏)) ∗ 𝑍𝑘 = 0

V can randomly choose 𝜏𝑧
$← F and send it to P. P is left to

prove that

1.

𝑡−1∑︁
𝑘=0

∑︁
𝑏∈H𝑛

(𝔪𝑘 (𝑋,𝑏) − 𝔣𝑘 (𝑋 )) ∗ 𝜏𝑘𝑧 = 0

2.

𝑡−1∑︁
𝑘=0

𝔪𝑘 (𝑎, 𝑏) (𝔪𝑘 (𝑎, 𝑏) − 𝔭(𝑏)) ∗ 𝜏𝑘𝑧 = 0
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which are essentially a bi-to-univariate SumCheck relation and a

bivariate ZeroTest relation.

Using this batch processing method, in addition to sending 𝑡

bivariate polynomials 𝔪𝑘 (𝑋,𝑌 ), the prover only needs to send 6

oracles to witness polynomials to complete one SumCheck and one

ZeroTest argument, which is reduced from𝑂 (𝑛) to𝑂 (1). Moreover,

we list the complexities of the batched range proof.

• Completeness and knowledge soundness. Following the

PIOP toolbox introduced in section 4, the PIOP for RBat-VCRP
is perfectly complete and the soundness error is the maxi-

mum degree over the field size, 𝛿Bat-VCRP = 𝑂 ( 𝑡+𝑙+𝑛|F | ). □
• Complexities.
– round complexity: 6-round.

– prover complexity: 𝑂 (𝑡 · 𝑙 log 𝑙 · 𝑛 log𝑛) field operations

and 𝑂 (𝑡𝑙𝑛) group exponentiations in the bilinear pairing

group G1.

– proof size: 𝑡 + 2 oracles to bivariate polynomials and 4

oracles to univariate polynomials and 1 field element.

– verifier complexity: query oracles to bivariate polynomials

𝑡 + 2 times and oracles to univariate polynomials 6 times.

6.3 Arbitrary range
In the previous discussion, we explored how to prove that all val-

ues in a vector are within the range [0, 2𝑛). However, in practical

scenarios, it is often necessary to prove that each element in a

vector belongs to arbitrary ranges. Here we introduce a way to

prove that all values in a vector are within arbitrary ranges, namely,

∀𝑣𝑖 ∈ v, 𝑣𝑖 ∈ [𝑚𝑖𝑛𝑖 ,𝑚𝑎𝑥𝑖 ].
To prove a secret value 𝑣 lies in range [𝑎, 𝑏], it is sufficient to

prove both 𝑣 − 𝑎 and 𝑏 − 𝑣 are non-negative. When 𝑛 is large

(e.g., 𝑛 = 64), proving 𝑣 ∈ [0, 2𝑛) is essentially equivalent to prov-

ing 𝑣 ≥ 0. So for two bound vectors min = (𝑚𝑖𝑛0, ...,𝑚𝑖𝑛𝑙−1)
and max = (𝑚𝑎𝑥0, ...,𝑚𝑎𝑥𝑙−1), which can be extended to two

polynomials 𝔪𝔦𝔫(𝑋 ) and 𝔪𝔞𝔵(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ], ∀𝑣𝑖 ∈ v, 𝑣𝑖 ∈
[𝑚𝑖𝑛𝑖 ,𝑚𝑎𝑥𝑖 ] ⇔ ∀𝑎 ∈ H𝑙 , 𝔣(𝑎)−𝔪𝔦𝔫(𝑎) ∈ [0, 2𝑛)∧𝔪𝔞𝔵(𝑎)−𝔣(𝑎) ∈
[0, 2𝑛), where 𝑛 is an enough large integer. Therefore, the vector

range proof for arbitrary ranges can be obtained by running the

single MissileProof protocol twice.

6.4 Range proof for subvector
In reality, we often only need to prove that all elements of a subset

S of a vector are within an range. We can achieve this proof by

fine-tuning the relation RVCRPPIOP to R
sub-VCRPPIOP

, which is the

set of all pairs: (x,w) = (𝔣𝑂 ,𝔭𝑂 ; 𝔣 ∈ F𝑑 (𝑋 )<𝑙 [𝑋 ]), where exists a
bivariate polynomial 𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], s.t.∑︁

𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 )

∧ ∀𝑎 ∈ S, 𝑏 ∈ H𝑛,𝔪(𝑎, 𝑏) (𝔪(𝑎, 𝑏) − 𝔭(𝑏)) = 0

The PIOP for R
sub-VCRPPIOP

can be easily get by replacing the

vanishing polynomial 𝑧H𝑙
with a new vanishing polynomial 𝑧S =∏

𝑎∈S (𝑋 − 𝑎).

7 COMPLEXITIES ANALYSIS AND
EXPERIMENT DEMONSTRATION

This section introduces the complexities comparison among our

work and otherworks at first. Thenwe list the concrete performance

comparison. At last we implement an anti-money washing stateless

blockchain system equipped with a smart contract based on the

MissileProof.

7.1 Benchmark
We evaluated the performance of the MissileProof protocol. We

implemented the MissileProof scheme using go (go version go1.20.2

linux/amd64) on a virtual machine with the machine image of

ubuntu-20.04.2.0-desktop-amd64, 3.20 GHz processer and 8 GB

memory. For the standard group based protocol, we use the elliptic

curve secp256k1, on which a point is stored as 64 bytes. For the

bilinear pairing based group, we use the curve bn256. A point of

G1 is stored as 64 bytes. Every field element is stored as 32 bytes.

In Table 3, we give the concrete complexity analysis of our work

and compare them with other related works. In Table 4, we tested

various overheads of our work and compare it with other schemes.

Commitment length. Since the MissileProof, Sharp and Tur-

boPlonk are range proofs for vector commitments, the prover only

needs to send one group element in G1. However, the IPA-based

scheme needs to send pedersen commitments for each element,

resulting in huge overhead. This is the natural advantage of our

work.

Proof size. Our scheme has the optimal proof size, 0.81 Kb. This

is also one of the biggest advantages of our scheme compared with

other schemes. The proof size of TurboPlonk is very large, 6.09 Kb,

7.52 times that of MissileProof. The proof size of Sharp is linear to

the vector length, which is unacceptable in real-life scenarios.

Proving cost. Proving cost is the only shortcoming of the Mis-

sileProof. It takes 421 s to generate a range proof for a vector of

length 16384. The prover cost is between TurboPlonk and IPA-based

schemes. It is worth noting that this weakness is not fatal: 1. Prover

overhead can be further reduced by introducing a distributed gener-

ation system. 2. In a blockchain system, proof is generated off-chain,

and verified on-chain. The price of computing power off-chain is

much lower than that on-chain.

Verification cost. The verification cost of this scheme is also

optimal, 0.0087 s. The verification efficiency is 1.6 times that of

TurboPlonk. This also facilitates the verification being deployed on

the blockchain.

Conclusion. Experimental data shows that our work has the

best performance in terms of the commitment length, proof size

and verification time.

The only scheme that could pose a threat to our solution is Tur-

boPlonk. In comparison, the main advantage of MissileProof lies in

its smaller proof size and verification cost. Someone might ask: Can

we use recursive SNARKs (like Halo) to prove the proof verification

process of TurboPlonk, further reducing its proof size and verifica-

tion time? The answer is yes, but there are two issues to consider: 1.

Recursive SNARKs introduce additional prover overhead. 2. Recur-

sive SNARKs impose additional constraints on the choice of elliptic

curves, limiting their applicability in a more widespread manner.
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Table 3: Comparison of concrete complexities among different range proof schemes for multiple elements.

Protocols Commitment length Proof size Prover complexity Verifier complexity

BulletProof [10] 𝑙G (2 log𝑛 + 2 log 𝑙 + 4)G+ 𝑙 (13𝑛 + 2 log𝑛 − 1)𝐸+ 𝑙 (7𝑛 + 2 log𝑛 + 9)𝐸+
5F 𝑙 (14𝑛 − 2)𝑀 𝑙 (𝑛 + 3)𝑀

Daza et al. [9] 𝑙G (7 log 𝑙 + 7 log𝑛 + 12)G1+ 𝑙 (14𝑛 + 11)𝐸1+ (2𝑙 + 9 log 𝑙 + 9 log𝑛 + 24)𝐸1 + (log 𝑙 + log𝑛)𝐸2+
(2 log 𝑙 + 2 log𝑛 + 5)F 𝑙 (35𝑛 + 15)𝑀 (2 log 𝑙 + 2 log𝑛 + 1)𝑀 + (6 log 𝑙 + 6 log𝑛)𝑃

TurboPlonk [15] G1 (𝑛 + 1)G1+ (4𝑙𝑛 + 2𝑛 + 2)𝐸1+ (4𝑛 + 4)𝐸1 + 1𝐸2+
(𝑛 + 1)F (𝑙 log 𝑙 · 𝑛 + 4𝑙𝑛)𝑀 (2𝑛)𝑀 + 2𝑃

This work G1 10G1+ (8𝑙𝑛 + 4𝑛 + 4𝑙)𝐸1+ 18𝐸1 + 6𝐸2+
8F (𝑙 log 𝑙 · (𝑛 log𝑛 + 1) + 6𝑙𝑛 + 5𝑙 + 7𝑛)𝑀 22𝑀 + 5𝑃

Notes: the notations used here are the same as that in Table. 1. The term "Commitment length" refers to the length of the commitments to the all values in the

vector that the prover needs to provide to the verifier. Green represents the best, while red represents the worst.

Table 4: Experiment results of MissileProof and comparison
with other works. The bit length 𝑛 is fixed to 64 and 𝑙 denotes
the length of the committed vector.

Schemes 𝑙 = 64 𝑙 = 256 𝑙 = 1024 𝑙 = 4096 𝑙 = 16384

Commitment length (Kb)

BulletProof 4 16 64 256 1024

Daza 4 16 64 256 1024

Sharp 0.03 0.03 0.03 0.03 0.03

TurboPlonk 0.03 0.03 0.03 0.03 0.03

This work 0.03 0.03 0.03 0.03 0.03

Proof Size (Kb)

BulletProof 1.90 2.16 2.41 2.66 2.91

Daza 6.75 7.75 8.75 9.75 10.75

Sharp 6.56 25.50 101.25 404.25 1616.25

TurboPlonk 6.09 6.09 6.09 6.09 6.09

This work 0.81 0.81 0.81 0.81 0.81

Proving cost (s)

BulletProof 2.37 9.49 37.96 151.85 607.42

Daza 2.60 10.41 41.66 166.67 666.70

TurboPlonk 0.73 2.92 11.77 47.38 190.82

Sharp 0.11 0.42 1.65 6.32 25.52

This work 1.53 6.22 25.35 103.34 421.15

Verification cost (s)

BulletProof 1.30 5.21 20.84 83.39 333.56

Daza 0.11 0.14 0.22 0.51 1.59

Sharp 0.01 0.05 0.20 0.83 3.34

TurboPlonk 0.014 0.014 0.014 0.014 0.014

This work 0.0087 0.0087 0.0087 0.0087 0.0087

Notes: Green represents the best, while red represents the worst.

7.2 Application: an anti-money-laundering
regulatable stateless blockchain

As an application demonstration, we implement an anti-money-

laundering regulatable stateless blockchain [8] on a private Ethereum

(a modified Ethereum v1.9.20 client equipped with a set of precom-

piled contracts to support bn256 curves
4
). The smart contract is

written in solidty 10 and contains about 300 lines of code. We use

Truffle 11 to deploy smart contracts. As shown in Fig 4, the anti-

money-laundering regulatable stateless blockchain consistently

maintains and updates two vector commitments:

• 𝐶𝑏 , a balance vector commitment to all users’ balances. Min-

ers do not need to store all blocks of the entire chain; they can

quickly verify the transactions solely relying on the balance

vector commitment (same as the original paper [8]).

• 𝐶𝑝 , a total payment vector commitment to all users’ total

payment. It commits to the vector of total amounts spent by

every user.

Both vector commitments will be updated simultaneously by min-

ers. Regulators have three constraints on blockchain:

4
https://eips.ethereum.org/EIPS/eip-1108

Figure 4: Stateless blockchain and the regulation smart con-
tract

Figure 5: Gas cost of the storage and verification of the proofs

• 1. Blockchain rules require that (regulators don’t care about

the details of specific transactions):

– 1.1 All user balances are non-negative. ∀𝑖 ∈ [0, 𝑙), 𝑏𝑖 > 0.
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– 1.2 The total balance of all users is the sum of total balance

of the previous block and the block reward.

∑𝑙−1
𝑖=0 𝑏𝑖 =

𝑣𝑝𝑟𝑒−𝑏𝑙𝑜𝑐𝑘 + 𝑣𝑟𝑒𝑤𝑎𝑟𝑑 .

• 2. Anti-money-laundering laws that any user U𝑖 cannot

transfer money 𝑝𝑖 larger than his payment limit𝑚𝑎𝑥𝑖 . ∀𝑖 ∈
[0, 𝑙), 𝑝𝑖 < 𝑚𝑎𝑥𝑖 .

Based on MissileProof, we designed a smart contract for con-

straints verification. Note that both constraint 1.1 and 2 are vector

range proofs and constraint 1.2 can be proved using a univariate

SumCheck protocol. Miners will generate two MissileProofs and

one SumCheck proof to prove that all constraints follow.

After uploading the proofs, regulators call the smart contracts

for verification. Compared to regulators directly obtaining all user

balances and verifying them one by one, this way supports quick

regulation without revealing any specific data. It not only protects

user privacy but also achieves rapid regulation. As shown in Fig 5,

MissileProof is much better than TurboPlonk in both the gas cost

of calculation and the gas cost of storage proof. The total gas cost is

reduced from 10.4 M to 1.8 M, reducing consumption by 82%. This

reflects MissileProof’s huge potential in the blockchain field.

8 CONCLUSION
This paper introduces MissileProof, a zero-knowledge succinct non-

interactive argument of knowledge for vector range proof. We

reduce this argument to a bi-to-univariate SumCheck problem and

the bivariate polynomial ZeroTest problem, and design two PIOPs

for them. Then we construct a PIOP for the vector range proof and

compile it with a KZG-based extractable polynomial commitment.

Via the Fiat-Shamir transformation, we obtain a zero-knowledge

succinct non-interactive argument of knowledge for range proof.

Our scheme has the optimal proof size (𝑂 (1)), the optimal com-

mitment length (𝑂 (1)), and the optimal verification time (𝑂 (1)),
at the expense of slightly sacrificing proof time (𝑂 (𝑙 log 𝑙 · 𝑛 log𝑛)
operations on the prime field for FFT and 𝑂 (𝑙𝑛) group exponentia-

tions in G). Experimental data shows that our work has the best

performance in terms of the commitment length, proof size and

verification time. Additionally, we implement a regulatable anti-

money-laundering blockchain system. The gas consumption of the

smart contract is reduced by 85%.
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A PROOFS OF LEMMAS
A.1 Proof of Lemma 3.2
Proof: ⇒: Dividing 𝔣(𝑋 ) by 𝑧H𝑙

(𝑋 ) allows us to write 𝑓 (𝑋 ) =
𝔮(𝑋 ) · 𝑧H𝑙

(𝑋 ) + 𝔡(𝑋 ), where 𝔮(𝑋 ) is the quotient polynomial and

𝔡(𝑋 ) is the remainder polynomial of degree less than 𝑙 . Denote that

𝔡(𝑋 ) = ∑𝑙−1
𝑖=0 𝑑𝑖𝑋

𝑖
. By the Fact 3.1, we have:∑︁

𝑎∈H𝑙

𝔡(𝑎) =
∑︁
𝑎∈H𝑙

𝑙−1∑︁
𝑖=0

𝑑𝑖𝑎
𝑖

=

𝑙−1∑︁
𝑖=1

∑︁
𝑎∈H𝑙

𝑑𝑖𝑎
𝑖 +

∑︁
𝑎∈H𝑙

𝑑0𝑎
0

= 𝑙 · 𝑑0

So

∑
𝑎∈H𝑙

𝔣(𝑎) = ∑
𝑎∈H𝑙

𝔡(𝑎) + ∑𝑎∈H𝑙
𝔮(𝑎)𝑧H𝑙

(𝑎) = 𝑙 · 𝑑0 + 0.
Actually, 𝑣 =

∑
𝑎∈H𝑙

𝔣(𝑎) = 𝑙 · 𝑑0.
So we can set 𝔲(𝑋 ) =

𝔡 (𝑋 )−𝑑0
𝑋

∈ F𝑑 (𝑋 )<𝑙−2 [𝑋 ] , such that

𝔣(𝑋 ) = 𝑣
𝑙
+ 𝑋 · 𝔲(𝑋 ) + 𝔮(𝑋 )𝑧H𝑙

(𝑋 ).
⇐: Denote the polynomial 𝔲(𝑋 ) ∈ F𝑑 (𝑋 )<𝑙−1 [𝑋 ] =

∑𝑙−2
𝑖=0 𝑢𝑖𝑋

𝑖
,

then: ∑︁
𝑎∈H𝑙

𝔣(𝑎) =
∑︁
𝑎∈H𝑙

( 𝑣
𝑙
+ 𝑎 · 𝔲(𝑎) + 𝔮(𝑎)𝑧H𝑙

(𝑎))

= 𝑣 +
𝑙−2∑︁
𝑖=0

𝑢𝑖

∑︁
𝑎∈H𝑙

𝑎𝑖+1 + 0

= 𝑣

□

B WHOLE PROTOCOL OF MISSILEPROOF
C PROPERTIES OF PCS SCHEMES
• Hiding. For all PPT adversaries A = (A0,A1):����������Pr


pp← Setup(1𝜆 ,D) ;
(𝔪0,𝔪1, 𝑠𝑡 ) ← A0 (pp) ;

𝑏
$← {0, 1};

(𝐶, 𝑆 ) ← Commit(pp;𝔪𝑏 ) ;𝑏′ ← A1 (pp,𝐶,𝔪0,𝔪1, 𝑠𝑡 ) :
𝑏′ = 𝑏


− 1

2

����������≤ negl(𝜆) .

• Binding. For any PPT adversary A, and any bivariate poly-

nomial 𝔪 ∈ F𝑑 (𝑥 )<𝐷𝑥 ,𝑑 (𝑦)<𝐷𝑦
[𝑋,𝑌 ],

Pr


pp← Setup(1𝜆 ,D) ; (𝐶,𝔪0,𝔪1, 𝑆0, 𝑆1 ) ← A(pp) ;
1← Open(pp,𝐶,𝔪0, 𝑆0 ) ∧ 1← Open(pp,𝐶,𝔪1, 𝑆1 )

∧𝔪0 ≠ 𝔪1

≤ negl(𝜆) .

• Knowledge soundness. Eval is a public-coin succinct inter-

active argument of knowledge which has knowledge sound-

ness for the following relation given pp← Setup(1𝜆,D):
REval (pp) = {⟨(𝐶, (𝜏𝑥 , 𝜏𝑦), 𝑣), (𝔪, 𝑆)⟩ : 𝔪 ∈ F[𝑋,𝑌 ]

∧𝔪(𝜏𝑥 , 𝜏𝑦) = 𝑣 ∧Open(pp,𝐶,𝔪, 𝑆) = 1}
• Zero knowledge. Eval is a public-coin succinct interactive

argument of knowledgewith zero-knowledge for the relation

REval given pp← Setup(1𝜆,D).
Remark. The definition provided above is for bivariate polyno-

mials. It can be simply converted to the definition for univariate

polynomial commitment schemes. We won’t elaborate on this here.
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The MulRangeProof PIOP
input of P: (pp, F,H𝑙 ,H𝑛, 𝔣(𝑋 ),𝔭(𝑌 ), 𝔯(𝑅,𝑌 ), v)
input ofV: (pp, F,H𝑙 ,H𝑛, 𝔣

𝑂 ,𝔭𝑂 , 𝔯(𝑅,𝑌 ))

Phase 1: generate a decomposition bivariate polynomial

P: for ∀𝑖 ∈ [0, 𝑙), split 𝑣𝑖 into a binary vector (𝑣𝑖,0, ..., 𝑣𝑖,𝑛−1).
generate a matrix𝑀 ∈ F𝑙×𝑛, 𝑀𝑖, 𝑗 = 𝑣𝑖, 𝑗 · 2𝑗 .
compute 𝔪(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛 [𝑋,𝑌 ], s.t. ∀𝑎𝑖 ∈ H𝑙 , 𝑏 𝑗 ∈ H𝑛,𝔪(𝑎𝑖 , 𝑏 𝑗 ) = 𝑀𝑖, 𝑗 .

P → V: {𝔪O}.

Phase 2: prove that
∑
𝑏∈H𝑛

𝔪(𝑋,𝑏) = 𝔣(𝑋 )

P: compute 𝔲(𝑋,𝑌 ) = 𝔪 (𝑋,𝑌 )− 1

𝑛
𝔣 (𝑋 )

𝑌
.

P → V: {𝔲O}.
V: check if 𝔲(𝑋,𝑌 ) ∈ F𝑑 (𝑋 )<𝑙,𝑑 (𝑌 )<𝑛−1 [𝑋,𝑌 ].

𝜉𝑥 , 𝜉𝑦
$← F.

query oracles 𝔪O , 𝔲O and 𝔣O to get 𝜇𝔪 = 𝔪(𝜉𝑥 , 𝜉𝑦), 𝜇𝔲 = 𝔲(𝜉𝑥 , 𝜉𝑦), 𝜇𝔣 = 𝔣(𝜉𝑥 ).
check if 𝜇𝔪

?

= 𝜉𝑦 · 𝜇𝔲 + 1

𝑛 𝜇𝔣 .

Phase 3: prove that ∀𝑎 ∈ H𝑙 , 𝑏 ∈ H𝑛,𝔪(𝑎, 𝑏) (𝔪(𝑎, 𝑏) − 𝔭(𝑏)) = 0

P: compute𝔐(𝑋,𝑏) = 𝔪(𝑋,𝑏) (𝔪(𝑋,𝑏) − 𝔭(𝑏))
compute 𝔐∗ (𝑅,𝑋 ) = ∑

𝑏∈H𝑛
𝔐(𝑋,𝑏)𝔯(𝑅,𝑏)

// then P wants to prove that ∀𝑎 ∈ H𝑙 ,𝔐
∗ (𝑅, 𝑎) = 0.

V: 𝜏𝑟
$← F.

V → P: {𝜏𝑟 }.
P: compute 𝔢(𝑋 ) = 𝔐∗ (𝜏𝑟 ,𝑋 )

𝑧H𝑙 (𝑋 )
.

P → V: {𝔢O}.
V: 𝜏𝑥

$← F.
V → P: {𝜏𝑥 }.
P: compute 𝜇𝔐∗ = 𝔐∗ (𝜏𝑟 , 𝜏𝑥 ).
P → V: {𝜇𝔐∗ }.
V: query oracle 𝔢O to get 𝜇𝔢 = 𝔢(𝜏𝑥 ).

check if 𝜇𝔢 · 𝑧H𝑙
(𝜏𝑥 )

?

= 𝜇𝔐∗ .

// then P wants to prove that 𝜇𝔐∗ =
∑
𝑏∈H𝑛

𝔐(𝜏𝑥 , 𝑏)𝔯(𝜏𝑟 , 𝑏).

SumCheck protocol: prove that 𝜇𝔐∗ =
∑
𝑏∈H𝑛

𝔐(𝜏𝑥 , 𝑏)𝔯(𝜏𝑟 , 𝑏)

P: compute 𝔮(𝑌 ), 𝔤(𝑌 ) ∈ F𝑑 (𝑌 )≤𝑛−2 [𝑌 ], s.t.𝔐(𝜏𝑥 , 𝑌 )𝔯(𝜏𝑟 , 𝑌 ) = 𝔮(𝑌 )𝑧H𝑛
(𝑌 ) + 𝑌𝔤(𝑌 ) + 𝜇𝔐∗

𝑛 .

P → V: {𝔮O , 𝔤O}.
V: check if 𝔤(𝑌 ) ∈ F𝑑 (𝑌 )<𝑛−1 [𝑌 ]

𝜏𝑦
$← F.

query oracles 𝔪O ,𝔮O ,𝔭O , 𝔤O to get 𝜇𝔪 = 𝔪(𝜏𝑥 , 𝜏𝑦), 𝜇𝔮 = 𝔮(𝜏𝑦), 𝜇𝔭 = 𝔭(𝜏𝑦) and 𝜇𝔤 = 𝔤(𝜏𝑦).
check if 𝜇𝔪 (𝜇𝔪 − 𝜇𝔭)𝔯(𝜏𝑟 , 𝜏𝑦)

?

=𝜇𝔮𝑧H𝑛
(𝜏𝑦) + 𝜏𝑦𝜇𝔤 + 𝜇𝔐∗

𝑛 .

Figure 6: MissileProof PIOP for RVCRPPIOP
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