1/0 Shades of UC: Photonic Side-Channel Analysis of Universal Circuits
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Abstract. A universal circuit (UC) can be thought of as a programmable circuit that can simulate any circuit up to a certain size by specifying its secret configuration bits. UCs have been incorporated into various applications, such as private function evaluation (PFE). Recently, studies have attempted to formalize the concept of semiconductor intellectual property (IP) protection in the context of UCs. This is despite the observations made in theory and practice that, in reality, the adversary may obtain additional information about the secret when executing cryptographic protocols. This paper aims to answer the question of whether UCs leak information unintentionally, which can be leveraged by the adversary to disclose the configuration bits. In this regard, we propose the first photon emission analysis against UCs relying on computer vision-based approaches. We demonstrate that the adversary can utilize a cost-effective solution to take images to be processed by off-the-shelf algorithms to extract configuration bits. We examine the efficacy of our method in two scenarios: (1) the design is small enough to be captured in a single image during the attack phase, and (2) multiple images should be captured to launch the attack by deploying a divide-and-conquer strategy. To evaluate the effectiveness of our attack, we use metrics commonly applied in side-channel analysis, namely rank and success rate. By doing so, we show that our profiled photon emission analysis achieves a success rate of 1 by employing a few templates (concretely, only 18 images were used as templates).
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1 Introduction

A universal circuit (UC) is a circuit, which upon giving its description as input (so-called configurations bits), can simulate any circuit of a maximum size [LMS16, AGKS20, ZYZL19, LYZ+21, CSR+20]. When first introduced, UCs have been thought of as a solution to share hardware for performing a set of distinct functions, all represented by a single circuitry [Val76]. Soon after their introduction, studies have been devoted to implementing the asymptotically optimal UC as proposed by Valiant [Val76]; nevertheless, it took more than four decades until modular and scalable implementations have been proposed [AGKS20, LYZ+21, DGS+22]. In addition to efforts put into improving the scalability and practicality of UCs, various works have discussed applications of UCs in multiple sub-fields of cryptography, for instance, software obfuscation [Zim15, GGH+16], batch execution of secure two-party computation [HKK+14, LR15], attribute-based encryption [GGHZ14], actively secure non-interactive secure computation [AMPR14], and private function evaluation (PFE), transforming any result in multiparty computation (MPC) to PFE [KS08, MS13, MSS14].
In fact, a UC can be seen as a keyed program for any circuit family [Zim15, LMS16]. Therefore, it could be tempting to apply UCs in the context of intellectual property (IP) protection, where less formal and trial-and-error methods such as logic locking have been practiced for years. In this regard, one of the closest notions to the loosely defined logic locking is PFE [CS22]. When it comes to PFE, the function embedded in the device is a private input of one party, whereas the input to the function is private to the other party. Given that the IC design is the private input of the IP owner, one could see the relationship between these notions. Nevertheless, logic locking and PFE follow two parallel tracks as explained in [CS22]. This can become evident as the insider adversary at the foundry observes “a lot of side information about the concealed IC design due to its unrestricted access to the opaque circuit and oracle access to an honestly-restored chip,” cf. [CS22]. This fact reflects the definition of the adversary model in PFE, where only the output of the private function to a secret input can be revealed. Based on this, [CS22] has concluded that the locking mechanism should not be formalized in the PFE setting.

Despite this fact, [MGM+22] has attempted to formalize logic locking through formal simulation-based security. It has been further suggested that UC-based schemes can provably satisfy the simulation-based security definition of logic locking. [MGM+22] has also taken another step to implement UCs on field programmable gate arrays (FPGAs). In line with the objectives of [CS22, MGM+22], [BGH+22] has identified the issue with the gap between practice and formalism. Alongside this, flaws with previous formalization attempts, e.g., [DCSSY20], have been identified. Moreover, to establish a rigorous methodology for understanding the security of logic locking, new security definitions and syntax have been proposed. It has also been suggested that UCs are aligned with those new definitions. [BGH+22] has argued that formal definitions of logic locking need not model the side channel leakage. This argument overlooks not only practical probing attacks [EHP22, RTR+20], but also the rich field of cryptography, where it is known that “privacy is rarely absolute” [BHR12b]. This means that, interestingly enough, in the context of PFE, leakage of some information is acceptable: for instance, the size of the circuit or its topology can be revealed [BHR12b, BHR12a, CT16, CT19]. In addition, to capture the extent of the risks imposed by revealing further information about secure/private schemes, “auxiliary information” has been defined in the literature [BGJ+13, DKL09]. Therefore, albeit in different ways, the information leakage has been acknowledged in the relevant literature. [BGH+22] has suggested that the “goal of protecting a chip from side channel attacks seems to us orthogonal to the goal of logic locking—and indeed, these approaches could be layered,” (see Section 5.4 in [BGH+22]). On the contrary, in line with observations in the literature [EHP22, RTR+20], we suggest that UC-based IP protection schemes must not be treated as a black box. In fact, UCs disclose more information than expected, which can be leveraged to extract their secret configuration bits and, consequently, the IP under IP protection scenarios. In this respect, to evaluate this in practice, our contributions are as follows.

**Contributions.**

- This paper presents the first-ever side-channel attack against UCs, where the adversary uses side-channels in the form of photon emission to reveal the secret configuration bits (see section 2.3 for more details). We emphasize that the potential risk posed by this attack is not limited to logic-locking approaches [BGH+22]; in contrast, any PFE scheme used to protect semiconductor IPs must be rethought to protect the function that is supposed to remain private during protocol execution.

- The proposed attack itself has several novel aspects thanks to methods derived from computer vision. These simple and off-the-shelf methods effectively reduce the cost of the attack compared to an attack that requires a more expensive setup. Furthermore, the combination of image processing and computer vision techniques allows us to
reduce the cost of the attack in terms of the number of images used for profiling.

- For demonstration purposes, we present an attack against benchmark functions commonly used in the IP protection literature. These functions are converted to their associated UCs by an existing modular and scalable UC compiler [AGKS20] and implemented on FPGAs. It is noteworthy that from the point of view of our attack, any other circuit can be similarly targeted (see Section 6.4 for a discussion on this). We evaluate the cost of such attacks regarding the number of images taken from the target device during the attack phase. Depending on the specifications of the imaging setup, if the design can be captured in one image, that image is sufficient to launch the attack; otherwise, multiple images would be needed. Nevertheless, the number of images required for the attack is bounded by the square of the circuit size.

2 Background

2.1 Universal Circuits (UCs)

UCs, i.e., Valiant’s UCs [Val76] are used in various applications, including secure multi-party computation protocols for private function evaluation. This is closely related to the concept of IP protection, as the idea behind these protocols is to enable two or more parties to compute a private function on their private inputs without revealing their inputs to each other. In other words, the circuit can be set up so that each party observes only its input and the output of the circuit, not the actual function being computed or the inputs of the other parties.

More precisely, consider a (computable) Boolean function \( f(x) \) that is represented as a Boolean circuit \( C_{u,v}^g(x) \) with \( u \) input wires \( (in_1, \ldots, in_u) \) feeding input \( x \) to the circuit, and \( v \) output wires \( (out_1, \ldots, out_v) \), and \( g \) gates for some \( u, v, \) and \( g \); cf. [AGKS20]. The size of this Boolean circuit is \( n = u + v + g \). The UC built upon this Boolean function is a programmable circuit that can simulate any Boolean function up to a given size \( n \). In order to program the UC to compute \( f(x) \), configuration bits are specified as another input \( c^f = \{c_1, \ldots, c_m\} \). Upon receiving \( c^f \) and \( x \), the UC computes the result as \( UC(x, c^f) = f(x) \). In this respect, without \( c^f \) provided by one of the parties, the computation cannot be performed; hence, from the IP protection perspective, \( c^f \) serves as the key to the keyed program \( UC(x, c^f) \). Valiant’s proposal for constructing UCs [Val76] exhibits an asymptotically size-optimal UC with size \( \Theta(n \log n) \) and depth \( O(n) \) [Weg87].

Valiant’s constructions include so-called 2-way and 4-way UCs relying on the edge-universal graphs (EUGs) that utilize recursive constructions with either 2 and 4 sub-structures (for
Figure 2: Schematic of a UC corresponding to a 1-bit summation. The blocks represent different UC components used to implement the summation.

more details, see, [AGKS20].

A UC consists of 3 types of switching blocks, X, Y, and U blocks; see Figure 1. An X-switching block consists of two inputs and two outputs, where the input signals are forwarded to outputs switched or not switched, depending on a configuration bit. A Y-switching block consists of two inputs and one output, where, depending on a configuration bit, one of the input signals will be forwarded to the output. On the other hand, the U block consists of three Y-switching blocks to realize a lookup table; see Figure 1. While the X and Y blocks are used for routing the inputs, the U block implements the standard 2 input gates.

To better understand how a UC works, we provide an example of a 1-bit summation design as shown in Figure 2. Each of the blocks present in the summation design has a specific function. For example, in the summation UC, the U-block configuration bits are “0110,” which is the truth table of an XOR gate. The X and Y blocks have inputs from the circuit ports, while the configuration of the blocks is decided using the configuration bits. These configuration bits of X, Y, and U blocks are stored on the FPGA and cannot be changed. The routing is used to output different functions depending on the configuration bits. In this way, the design can act as different circuits based on the routing, and to get the correct functionality of the summation, the correct configuration bits need to be programmed. U-block is different as the input is configuration, whereas the selector is the input bits. The U-block is made up of 3 Y-blocks, which each act as 2-to-1 MUX to form 4-to-1 MUX. This can be seen in Figure 1 where the configuration bits (C0-C3) are used as input to the Y-block and the user inputs (A & B) are used as the selector bits of the Y-blocks.

2.2 Photon Emission Microscopy

Photon Emission Microscopy (PEM) is a popular failure analysis tool for fault localization in complementary metal-oxide-semiconductor (CMOS) integrated circuits (ICs) [BB03] [BBH19]. In static states of CMOS gate, where no transistor devices are switching, the current consumption of the transistor gates are minimal. However, during a switching event, a substantial current passes through the circuit, causing the transistors to enter the saturation region for a brief period. In this state, the kinetic energy of accelerated hot carriers can be released via photon emission, with n-type transistors emitting more photons than p-type transistors due to the higher mobility of electrons. The emission rate is proportional to the switching frequency of the circuit, and raising the supply voltage exponentially increases the emitted photons.

For PEM analysis, capturing the emitted photons from the front side is challenging due to the existence of multiple interconnect layers on modern IC designs, obstructing the optical path [BB03]. However, there are no obstacles on the IC backside, facilitating the photon emission analysis. Since the silicon substrate on the IC backside is only
transparent to photons with wavelengths above 1 µm, only photons of such property will pass through the silicon. To observe these photons NIR cameras, such as CCD and InGaAs, are deployed. Photon(ic) emission analysis have already been utilized as both offensive [FH08, SNK12, KNSS13, TNH14, TDF14] and defensive [SSA14, SSW14] side-channel tool in the literature.

2.3 Threat Model

For our adversary model, we consider an adversary interested in IP piracy. In the case of application-specific integrated circuits (ASICs), the adversary could be an untrusted foundry with access to all IP design details. In the case of the FPGAs, an attacker could be the IP integrator during the system design. We assume that the adversary has access to all design details of the UC circuit (e.g., its netlist, placement, and routing) except for the configuration bits. After fielding the FPGA, the configuration bits will be loaded securely into the FPGA. Otherwise, they could have been pre-programmed into user fuses or other available NVMs (e.g., in the case of Flash-based FPGAs) to configure the UC circuit. Note that stored configuration bits could be distributed all over the chip, which makes their direct readout challenging and expensive. We further assume that the fielded FPGA has proper (i.e., side-channel resistant) bitstream protection such that the adversary cannot access the plaintext bitstream for reverse engineering and IP extraction. Finally, we assume that our adversary can access a photon emission microscope and feed inputs to the UC circuit.

3 UC Implementation Flow for FPGAs

We used the compiler proposed by Alhassan et al. [AGKS20], which delivers one of the most efficient implementations of UCs. Their modular open-source implementation [Enc16] is highly scalable thanks to the hybrid UC construction combining Valiant’s 2-way and 4-way constructions. Here, we briefly explain the mechanism underlying their method and how we adapt that to implement UCs on FPGAs. Figure 3 shows the high-level schematic
of our FPGA implementation flow of UCs. This flow consists of two main steps: (1) the
generation of $c^f$ and $UC_{Valiant}^n$ from the target circuit using Alhassan et al. [AGKS20]
compiler, and (2) conversion of $UC_{Valiant}^n$ into a Verilog file using our $UC_{Valiant}^n$ to Verilog
converter.

**Generating $c^f$ and $UC_{Valiant}^n$ from the target circuit.** Given a fanin-2 circuit $C_{0,n}^\tilde{g}$
delivered by the circuit compiler, the configuration bits $c^f$, and the universal circuit
description $UC_{Valiant}^n$ are generated for the high-level description of the targeted circuit
$f(x)$. The steps taken in this respect are as follows.

- **Graph translation:** Involves converting a circuit into a directed acyclic graph (DAG), where each node represents a logic gate and edges represent connections between these gates. This graph formulation is important for the next steps, as it allows for the application of graph-theoretic algorithms.

- **Edge-embedding algorithm:** This step mathematically maps the edges of the original circuit’s graph into a larger, pre-defined universal graph. The key here is to ensure that the mapping preserves the circuit’s logical structure and connectivity.

- **UC generation:** Here, the UC is constructed based on the edge-embedded graph. This involves calculating the layout and configuration of the UC’s gates and switches to make it capable of emulating any circuit of a specified size. The output of this process is $UC_{Valiant}^n$.

- **Programming the UC:** The final step involves setting the configuration bits within the UC. These bits determine the state of the UC’s switches, effectively “programming” it to mimic the functionality of the original circuit. This results in obtaining the configuration bits $c^f$.

**Our $UC_{Valiant}^n$ to Verilog converter.** The generated $c^f$ and $UC_{Valiant}^n$ cannot be
implemented on FPGAs as the $UC_{Valiant}^n$ is just a representation of the circuit, which does not
have a suitable Verilog or VHDL functionality to be implemented on FPGA. Therefore,
we have developed our $UC_{Valiant}^n$ to Verilog converter, which parses the $UC_{Valiant}^n$ and
generates the corresponding Verilog representation of UC. For this, it first parses $UC_{Valiant}^n$
and finds every $X-, Y-, U-$ blocks, and their connections. Then, it constructs those
blocks using XOR and AND gates following their definitions in Alhassan et al. [AGKS20]
approach. In the next step, our $UC_{Valiant}^n$ to Verilog converter makes all the connections
between the XOR and AND gates generated based on UC $X$, $Y$, and $U$ gate corresponding
to the $UC_{Valiant}^n$. Finally, our $UC_{Valiant}^n$ to Verilog converter parses $c^f$ and inserts the
 corresponding configuration bit in each XOR and AND gate and generates a ready-to-be-
implemented UC Verilog file from $c^f$ and $UC_{Valiant}^n$.

4 Experimental Setup

4.1 Device Under Test

We used a Genesys 2 development kit for all the experiments. This kit has an AMD/Xilinx
Kintex 7 (XC7K325T-2FFG900C) FPGA manufactured with 28 nm technology. The
FPGA die is packaged in a flip-chip package. Hence, by removing the fan and the heat
spreader, we were able to get access to the backside silicon of the FPGA, see Figure 4(a).
We did not perform any other modifications (e.g., silicon polishing or thinning) to the
package or board. For all the experiments, the FPGA core was supplied by 1.0 V and the
global clock operated at 200 MHz.
4.2 Photon Emission Setup

We used an ALPhANOV S-LMS [Alp23] for NIR and emission microscopy. The microscope consists of a camera system for capturing images and a lens on an XYZ stage to focus on a region. The lens in the setup is 20x Ultra High Resolution (NA=0.6) with a typical field of $480 \times 380$ $\mu$m. The camera system consists of an InGaAs camera to detect the photon emission from the DUT. The camera is cooled down thermoelectrically to $-25^\circ C$ to minimize the noise caused by the dark current. The resolution of our InGaAs camera is $640 \times 512$ px$^2$ where the size of each pixel is $15 \times 15$ $\mu$m$^2$. The combined setup is controlled using the software and hardware switches to control the XYZ stage and camera options. The software provides 2 views, an IR view of the die which is used for navigation, and a photon emission view which shows the captured photons. The software also has image processing capabilities such as overlap and dark image subtractions in addition to fine controls of the camera capture parameters, such as integration time, gain, and frame rates. The dark image subtraction is a major feature in removing the dark current noise. The integration time of the capture is kept high to get a long capture time per image. The integration time for the image was kept at 5000ms with a frame rate of 0.1Hz (refresh rate of the display) and a gain of 400. This allows to capture high amount of photon emission.

4.3 Hardware Implementation

The FPGA and the emission microscope with controlling devices form our experimental setup as shown in Figure 5. First, the FPGA needs to be configured by a bitstream. The placement of the designs for all the bitstreams is known a priori. The bitstream is programmed using Vivado 2021 [Xil21] from a computer. An Arduino kit is connected to the FPGA for changing inputs to the design using PMOD pins. The signals from PMOD pins activate routing circuits to either connect ring oscillators (flipping input generator) or constant input drivers to the UC design input. We send control messages to the Arduino using the computer over UART for this purpose. The DUT is now ready for capture. The microscope is moved and focused on the region of interest for capturing using the XYZ controls. Once focused, the software is used to capture images. These images are post-processed using MATLAB. To achieve consistency in the images, the microscope is not moved in XY dimension for a UC design once the experiment starts. However, refocusing might be needed from time to time due to the vibrations present in the environment.

The process for the identification of the configuration bits is accomplished using the emission from LUT and routing. To make it efficient and accurate, an image processing pipeline for the captured raw images has been implemented. A detailed explanation of the capturing process and image processing pipeline is provided in the next section.
Figure 5: The experimental setup. This includes the PC used to program the bitstream, Arduino board to control the inputs, microscope to capture photons, and another PC to post-process the images.

Table 1: The input patterns used for the photon emission analysis and their impact on the output of the blocks. Each block has 2 inputs A and B and hidden configuration bits. The “F” denotes the flipping pattern. For U-blocks, the outputs are configuration bits that alternate every clock cycle. Hereafter, we refer to these patterns by their numbers, e.g., input pattern 1 means that the input B is set to “0”, whereas input A is flipping.

<table>
<thead>
<tr>
<th>Input Pattern</th>
<th>A</th>
<th>B</th>
<th>X output</th>
<th>Y output</th>
<th>U output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F</td>
<td>0</td>
<td>(F,0)</td>
<td>(0,F)</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>1</td>
<td>(F,1)</td>
<td>(1,F)</td>
<td>F</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>F</td>
<td>(0,F)</td>
<td>(0,F)</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>F</td>
<td>(1,F)</td>
<td>(F,1)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>F</td>
<td>(F,F)</td>
<td>(F,F)</td>
<td>F</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>F</td>
<td>(F,F)</td>
<td>(F,F)</td>
<td>F</td>
</tr>
</tbody>
</table>

5 Attack Approach

The process of bits extraction has two main components. First, we need to acquire images from the chip backside and then process the images through approaches borrowed from image processing. The processed images are then employed to extract the configuration bits through computer vision.

5.1 Capturing Images

For PEM, we start with capturing the images, followed by post-processing those images to find the configuration bits. We begin with programming the FPGA with the desired design. There are two types of design, namely, profiling and attack designs. The profiling set consists of designs used to form a dataset of the emission fingerprint of each block. The attack designs are the UC designs under attack by our approach.

The PEM captures the activity of switching transistors. To perform our attack, we force the transistors to switch on the FPGA by toggling the inputs of the UC. We consider 2-input patterns as all the blocks used in the UC are 2-input blocks. The X and Y blocks are used for routing, i.e., the output values will be connected to specific input-based configuration bits. For example, for a Y block, if input A is connected to the flipping bit and the output shows flipping values, the configuration bit is 0. Otherwise, the other input is kept constant, making up for 2 patterns.

However, U-block configuration bits are not that easy to identify. A U-block acts as a universal gate where the 4 configuration bits act as the input of the MUX, and the 2 inputs act as the selector. This behavior is very similar to LUTs in an FPGA. Therefore, flipping
the input does not translate to a flipping behavior at the output, and thus, emission is not
guaranteed in contrast to the case of X and Y blocks. Thus, more input patterns need to
be added for the identification of the configuration bits in a U-block. Hence, we add 4 more
patterns to the 2 existing patterns, making a total of 6 patterns for our experiments, as
shown in Table 1. In the table, the last column shows all the configuration bits that would
alternate for a particular input pattern. All 6 input patterns give unique configuration
bits switching at the output of the U-block. Therefore, we have unique emission patterns
for each case, which provides better profiling for all the cases of U-block. There is no
guarantee of an emission for the U-block in each input pattern case. For example, if the
configuration bits are '1010' then pattern 1 would not show any emission at the output,
the output is alternating between 1 (C0) and 1 (C2), while input pattern 3 would show
emission at the output (see Figure 6). In some cases, it is also possible that the output
might not have flipping values, but the intermediate Y-blocks might have flipping values.
In this case, the LUT corresponding to that Y-block shows emissions in the LUT and
their local output. With the added input patterns, repetition is observed for the X and Y
blocks.

The Xilinx implementation floor plan is used as a guide in finding the point of interest
on the FPGA using the XYZ stage of the microscope. The navigation view of the NIR
camera is used to achieve precise focus and navigation. This process can be assisted by
placing ring oscillators (RO) around the design, as the ROs are very bright and easier to
spot. This could be done on an extra FPGA with the same die as the victim FPGA. Once
the design is located, we use the input patterns discussed above to get 6 different images
for the design. The inputs are controlled through the Arduino board using a PC. These
photon emission prints are dependent on the type of LUT used for the implementation.
For all the experiments, we used the same type of LUTs to form the profiling set of
photon emission fingerprints. These LUTs are the same as the ones used in the attack
designs, too. Note that while the emission patterns do not depend on LUT locations, they
depend on the orientation of the LUTs. For example, some LUTs could be fabricated
and placed mirrored to others (as previously observed on Intel/Altera FPGAs [TNH14]),
and thus in the post-processing rotation has to be applied to get the images in the same
orientation. For the profiling phase, we change the configuration bits and get 6 images
for each configuration bit. However, for the attack phase, we only need 6 images for the
whole design. Now that we have all the images we require, we explain the post-processing
steps required to extract the configuration bits.

5.2 Image Processing

The workflow of our computer vision-based algorithm includes cropping, filtering, contrast
enhancement, feature extraction, and a bag of feature-based image retrieval, as shown
in Figure 7. Each step is taken by applying off-the-shelf algorithms to emphasize how
straightforward the attack is. For this purpose, in each step, we also provide an example
of the command given in Matlab [Mat23]. Here, we briefly explain what each of the steps
is used for.

Registration. Registration is an image processing technique to align figures and find the
region of interest. This is used to crop each block to be processed to find the configuration
bit. Specifically, registration is done to select LUTs for each block present in the design.
To decide the region of interest and identify LUTs corresponding to the block, we use the
implementation view in the Vivado. The relative placement of the LUTs is consistent with
the flow, so one LUT location leads to the rest. In order to crop images and extract the
region of interest, it is necessary to crop it out of solely one image (i.e., an image taken
with one input pattern). This cropped image is used to find coordinates for cropping the
rest of the images in the set using registration of the image. In MATLAB [Mat23], it is
Achieved using the normalized 2-D cross-correlation \( \text{normxcorr2} \) [Lew95]. The normalized cross-correlation compares the cropped base image to the original image from which the cropped image is derived to provide us with the exact coordinates that can crop the same portion from the rest of the image set.

**Noise removal.** The raw images exhibit a high noise level, interfering with the feature extraction algorithm. Therefore, the next step is to remove the noise using filtering techniques. The noise in the images is salt and pepper, i.e., randomly occurring white and black pixels, in nature (see Figure 7). So, we use median filtering in combination with bilateral filtering to take care of it. Median filtering is a non-linear digital filtering technique [Lim90]. It uses a window-based algorithm, where the median of neighboring pixel values is used as the new value for each pixel in an image. The window size could be changed to achieve different intensity of filtering. This is an adequate filter, especially when the salt and pepper noise should be removed, but the edges need to be preserved. On the other hand, bilateral filtering is a non-linear filter that is mainly used to smooth the images [TM98]. This filter also preserves the edges while smoothing the points in the image using Gaussian-based filtering. MATLAB uses a degree of smoothing parameter to change the intensity of smoothing. This parameter is based on the variance of noise calculated from a noisy patch of the image selected by the user. It is useful in our case as it preserves the emission spots while merging the noisier white dots with the black background. It also has other parameters related to the intensity threshold, such as spatial sigma, which can be used to further eliminate those smaller white dots in a controlled manner. This helps tailor the smoothing effect of the filter to our needs. We have implemented a pipeline with weak bilateral filtering, median filter, and then again, more robust bilateral filtering. We also tried the Weiner filter [Lim90], a linear time-invariant filter, and watershed segmentation algorithm [Mey94]. However, the results produced by those techniques were not satisfactory in terms of enhancing the features.

**Contrast adjustment.** Once the image is cleaned from noise, enhancing the intensity of LUTs before employing feature extraction is helpful. There are two reasons for this: the original contrast is not that high, and the filters will dull it even more. For this, the intensity parameter can be adjusted. The available command in Matlab [Mat23] sets the contrast limits for the grayscale image to enhance the contrast. The limits are set manually based on the filtering outputs. This will also improve the image’s dynamic range, making
it easy to distinguish between the remaining small amount of noise and the actual emission. Now, the image is ready to perform feature extraction.

**Feature extraction.** The features are extracted from the pre-processed images. These features mainly include white dots of a specific size, representing the emissions points. For this purpose, the scale-invariant feature transform (SIFT) algorithm is purposefully chosen as it can extract features for spot detection, whereas popular algorithms like speeded-up robust feature (SURF) algorithm [BTVG06] work better with edge detection. SIFT first identifies the key points using the local intensity extrema and descriptors calculated using local image information around those key points. It is also invariant to the image scale and rotation. This is of utmost importance as the LUT emission is usually seen as circle-like light spots on a black background. The extracted features can be seen in Figure 7 marked with green circles. The settings for the SIFT extractor need to account for several parameters like contrast threshold settings and a maximum number of features. The algorithm mainly selects all the spots above a certain threshold, and the contrast enhancement in the previous step plays a vital role in avoiding noise or outliers.

**Attack through image retrieval.** Our attack relies on the concept of content-based image retrieval (CBIR) to find images that are visually similar to a *query* image, i.e., the image taken from the target design. Concretely, we apply a CBIR system using a bag of visual words, also known as a bag of features [PCI+07, SZ03]. Bag of features is a technique to employ image features as the visual words that describe an image. In other words, a bag of features is a set of visual words that makes a dataset for features of each image [CDF+04, NS06]. It is inspired by the document retrieval system using the bag of words.

During profiling, the features extracted by the SIFT algorithm from the images are used to form a bag of features for each of the X/Y/U blocks with all possible input and configuration bit combinations (see Table 1). The profiling bag of features is captured once...
Figure 8: Profiling and attack phases. The methodology introduced in Section 5.2 is applied to first enhance the captured images as shown in Figure 7 and extract the features and form the bag of features in the profiling phase. Here, the labels are hexadecimal representations of configuration bits of each block stored in the dataset during the profiling phase. An example of the attack against the summation circuit (see Section 6.2) is illustrated here, where the first steps encompass image registration, filtering, and enhancement. The cropped block shows a U-block given as a query image to the image retrieval algorithm, which delivers a similarity measure (SM) between the query image and its matches in the dataset along with the label of the matches.

and can be applied to all the image sets with different settings; see Figure 8. Within our image dataset, each image is stored along with its bag of features and the configuration bits set when capturing the image. The configuration bits can be thought of as a label for each image in the dataset.

The attack phase starts with capturing a target image to disclose the configuration bit. This target image also undergoes the same processing pipeline to obtain a processed clean image (Steps 1-3 in Figure 7); however, the bag of features is not created for target images as that is part of the profiling step, see Figure 8. Afterward, a block cropped from the UC under attack is compared to the images in the dataset using the bag-of-features. In doing so, the features extracted from each image are utilized to return scores, i.e., similarity measures, sorted from best to worst; see Figure 7. Based on the match, in addition to the similarity measure (SM), our algorithm delivers the configuration bits of the images stored in the dataset, which are found similar to the target image. This is repeated for each block of the UC in the attack image automatically.

Next, we look at a detailed understanding of the ranks and the metrics used to show the results.
5.3 Metrics

The metric used to measure the effectiveness of our experiment is the success rate (SR), which is in line with studies on SCA. To perform profiled SCA, the adversary utilizes a set of profiling and attack images of sizes $N_P$ or $N_A$, respectively. In doing so, she computes a score vector per secret that depends on $N_P$ or $N_A$. In our scenario, $N_P$ refers to how many images with different input patterns are taken into account as a template. $N_A$ corresponds to how many images are taken from the design to extract the configuration bit, which is $N_A = 1$ in our attacks. Suppose that following the divide-and-conquer approach, the configuration bits $c^I = \{c_1, \ldots, c_m\}$ are divided into $m$ single configuration bits to be guessed after launching the attack. After the attack, a bit guessing vector $b = [b_1, b_2, \ldots, b_l]$ that has a decreasing order of probability, i.e., $b_i$ corresponds to the $i$th image template with the highest probability of correctness. Here, $|b|$ equals the number of templates. The rank $R_i$ ($1 \leq i \leq m$) of the correct configuration bit is defined as its position in $b$. For each configuration bit, the success rate (SR) of order $ORD$ is denoted by $SR_i^{ORD}$ and defined as

$$SR_i^{ORD}(N_P) = \Pr[R_i \leq ORD], \quad (1 \leq i \leq m). \quad (1)$$

In other words, $SR_i^{ORD}$ is the probability that the $i$th correct configuration bit is ranked among the $ORD$ first most probable configuration bits. If all the correct configuration bits are ranked first, the full key is trivially recovered. Otherwise, in order to determine the success rate of the attack for all configuration bits, following the methodology in SCA, different approaches can be taken [CPS16]. A straightforward method is a key enumeration algorithm to output all configuration bit strings (possible combination of configuration bits) from the most probable to the least probable one [LMM+16]. As the number of templates $|b|$ is small, key enumeration can be performed fast and with a much-reduced memory cost. An example, as provided below, can clarify this.

Suppose that after conducting image retrieval, when guessing the $i$th configuration bit, the correct configuration bit is at $1^{st}$ position in $b$; hence, $R_i = 1$. If for all other configuration bits $j \neq i$ ($1 \leq j \leq m$), $R_j = 1$, clearly $SR^1 = 1$. Now, if $R_i \neq 1$ ($1 \leq i \leq m$), image scores delivered by the image retrieval algorithm can be mapped to integer weights required by the key enumeration in [LMM+16]. Given those weights (image scores), the rank $R$ is defined as the number of configuration bits with a weight less than or equal to $m$ multiplied by $ORD$. With this, $SR^{ORD}(N_P) = \Pr[R \leq ORD]$. Obviously, $SR^1 = 1$ if the scores (weights) of the correct images are 1.

It is noteworthy that to improve the efficiency of our attack further, we restrict the number of indices (i.e., matches) retrieved by the image retrieval algorithm to 5. This is due to the fact that the other matches sorted below 5 have low scores, thus being not useful. As a result, if the algorithm cannot find the correct configuration bits within the top 5 guesses, no match will be reported (denoted by “-” in Section 6).

6 Experimental Results

This section covers the results for two different cases: summation and c17 circuit from the ISCAS85 circuit benchmark set to test our approach [HYH99]. ISCAS85 is composed of netlists associated with industrial designs. As their high-level design is unknown, they are good candidates for random logic circuits. While the summation circuit represents a small design with a limited number of X/Y/U blocks, the second example, C17 from the ISCAS85 set, demonstrates how, for a large circuit, a divide-and-conquer strategy can be deployed to extract secret configuration bits. Before looking at the results for the attack phase, we discuss the emission results for the individual blocks used in the profiling phase and their important features.
14 Shades of UC

Figure 9: (a) Y-block (left) and X-block (right) are building blocks of UCs. The figure shows raw images taken by the microscope to compare the emission from different components like LUT and buffer in blocks. (b) Raw image showing the photon emission from the U-block (left) and U-block implementation and placement from Vivado (right). The relationship between the placement of LUTs on the FPGA and the actual emission on the die can be observed here. The image is rotated when put under the microscope because of the physical placement of the device in a different position.

6.1 Profiling

There are 3 types of blocks in a UC, as mentioned in Section 2. We started by capturing the images from each block individually to understand the elements of the implementations present in the images as part of profiling. This helps understanding their behavior in terms of LUT emissions. The raw images from the X-block and Y-block are shown in Figure 9(a). As seen in this figure, there is one instance of each block to analyze the FPGA components such as LUTs and routing that emit photons. The difference in the color is because, for the sake of demonstration, the image on the left is taken with the overlay of the die image, whereas the image on the right is a raw photon image. For both blocks, we can observe the LUT and buffers of input/output of the LUT with some routing emission on the right-hand side of the LUT. The image on the left is a Y-block with the input pattern 5 as listed in Table 1 and configuration bit ‘0’. Therefore, both inputs of the block are flipping, and the output is also flipping as the Y-block routes the input A to the output. This can be seen in the image with a “Y” looking shape with 2 lines on the top marked as the input and output marked at the bottom. The central horizontal illuminating bar represents the LUT containing the logic for the Y-block. We also see a few other emission points around the LUT: routing points and buffers for the LUT input/output. On the right side, we have an X-block emission image, where we can identify the LUT emissions and the buffer. Compared to the Y-block, the inputs and outputs are not that clearly distinguishable. This is due to the noise and changes in LUT logic for the X-block. For an X-block, both input and output are flipping with input pattern 6 (see Table 1) irrespective of the configuration bits. Therefore, the emission pattern can be differentiated from the Y-block.

The U-block is formed out of three Y-block, so it exhibits a similar emission pattern, but with 3 LUTs making up a block with a slight difference in buffers and routing as seen in Figure 9(b) on the left side. Figure 9(b) (right) shows the placement of the 3 Y-blocks building a complete U-block in the Vivado implementation view. All the 3 Y-blocks are captured in a single image for the profiling set, as seen in Figure 9(b) (left). We can see the difference in the routing and the buffers for the U-block, as the block only has a single output for 3 LUTs. As explained in Section 5, these images taken from the basic blocks with all possible combinations of input and configuration bits form our profiling image set. Next, we detail how the attack is carried out using the profiling set.
Figure 10: Configuration of the summation UC circuit for Kintex 7 FPGA board. (a) The LUTs used by each block are shown in orange. (b) The routing between the blocks. (c) and (d) show the corresponding emission of the LUTs with routing and mainly the routing nodes themselves, respectively.

6.2 Example 1: Summation Circuit

The summation design includes a 1-bit summation using an XOR gate. The design, when given to the UC compiler, is converted to a 6-block design including 2 X-block, 1 U-block, and 3 Y-block as seen in Figure 2. As illustrated in the schematic, the inputs can be used to provide switching activity to all of the blocks in the design. The X_0 and X_1 blocks are directly connected to inputs, whereas the U_2 block is indirectly connected to both inputs based on the configuration bits; however, Y-blocks are not directly connected to both inputs. Y_3 and Y_4 each have one connection to inputs and one to the output of the U-block. Lastly, Y_5 is connected to the Y_3 and Y_4.

A top module is developed to grant control of the 2 inputs using the Arduino connection on the PMOD. Then, place and route are performed to know the location of the LUTs, and the design is ready to be put under the microscope. In a real-world scenario, one could reach this stage when the netlist and the placement are known or by reverse engineering the bitstream [KEL22] to gather this information (see Section 2.3).

After capturing the images, to disclose the configuration bits of block, e.g., X_0, we perform registering on the X_0 LUT images taken from all possible input combinations (6 images in the image set). The registered images are given to the image retrieval algorithm, which matches each image to an image in the dataset (see Section 5.2). We can extract the configuration bit from the matches based on the similarity measures delivered by the image retrieval algorithm and the labels stored for each image in the dataset (see Section 5.2 and Figure 8). This process is repeated for the X_1. For X_0, we get rank 1 in 4 of the images corresponding to different input patterns, while for X_1, the best rank is 2 as seen.
Table 2: The SR of disclosing the configuration bits of the UC constructed for a summation circuit. Each row represents results for an image corresponding to an input pattern. Here, “-” indicates that there was no correct guess of the configuration bit within the top 5 guesses.

<table>
<thead>
<tr>
<th>Input pattern</th>
<th>u_2 x_0 x_1 y_3 y_4 y_5</th>
<th>SR^1(1)</th>
<th>SR^2(1)</th>
<th>SR^1(6)</th>
<th>SR^2(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 1 - 1 2 - 1 2</td>
<td>0.34</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3 - 3 1 - 3</td>
<td>0.18</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 3 3 1 2 - 1 2</td>
<td>0.33</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>- 1 2 1 4 - 1 2</td>
<td>0.33</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3 1 2 1 4 1</td>
<td>0.5</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>- 1 4 1 3 - 1</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 11: ISCAS85 - C17 schematic. The circuit consists of 6 NAND gates interconnected to each other to give 2 outputs.

in Table 2. This is due to the image set quality.

The inputs are routed to the U-block through X_0 and X_1 blocks. Thus, the flipping input given to the UC reaches the U-block. Hence, we can repeat the process for disclosing the configuration bit of the next layer’s U-block (U_2), i.e., employing a bag of features for image retrieval. The output of the U-block is routed to two Y-blocks. The other inputs to the Y-blocks are the outputs of the X-block. We repeat the image retrieval process for this layer using the bag created for the Y-blocks. Y_3 and Y_4 configuration bits reveal that the Y_3 routes the U-block output, and the Y_4 routes the X_1 output to the last block. Lastly, Y_5 routes the U-block output as the output of the UC with the summation functionality. The ranks for each block can be found in Table 2 with the SR of disclosing the configuration bits of the circuit. According to our results, SR^1(1) and SR^2(1) are at most 0.66, indicating that with only one input pattern, the SR is not satisfactory, even if the guesses ranked second are taken into account. Increasing the number of input patterns and the number of templates to 6 helps boost the success rate and achieve SR^2(6) = 1. Interestingly, SR^1(6) has not improved much, indicating that the quality of images was not good enough. We will see in the next experiment that different sets with different contrast and image quality result in different results.

6.3 Example 2: C17 in ISCAS85

First, we should stress that this circuit solely serves as an example of a large circuit whose UC-based implementation is targeted to extract the configuration bits. The core idea underlying our attack is that the adversary is capable of taking images from multiple portions of the design, regardless of its size, to achieve her goal. Therefore, any other benchmark circuit could have been considered.

The C17 consists of 6 NAND gates, as Figure 11 illustrates. It has 5 inputs and 2 outputs. The 6-gate circuit is converted into an 81-block design using the UC compiler. We have looked at 16 blocks connected to the first U-block in the circuit. Due to the optical system’s limits, it was impossible to monitor all the LUTs within a single frame. Hence, we started with observing the 16 blocks connected to the first U-Block of the circuit. In this part of the circuit, we are only interested in two inputs connected to the first U-block. This sub-circuit is shown in Figure 12(a). In this sub-circuit, 6 Y-blocks, 9 X-blocks, and 1
U-block are used. These connections are shown using the brown and yellow wires, whereas the purple wire is connected to a constant “0” to have activity in the sub-circuit we are interested in. The U-block of interest is highlighted in blue at the top right corner of the schematic; see Figure 12(a). The placement of the circuit is shown in Figure 12(b), and the resulting photon emission for input pattern 6 is shown in Figure 12(c). As can be seen in the placement, the LUTs connected to the U_24 block are placed in sequence. To determine the configuration bits of each block, we employ the same flow for post-processing and image retrieval.

To examine how the quality of templates can lead to different results, we took 3 sets of images with each input pattern, a total of 18 images (templates). We calculate the success rate for each image individually and for each set. Interestingly enough, in our experiments, not all LUTs emit photons when flipping the inputs, thanks to the routing. This is noticed in the Figure 12(a) and (c). The schematic shows that LUTs such as Y_1 are not directly connected to the inputs that the adversary can flip. Because of this reason, some of the LUTs do not light up in the photon emission images. Moreover, in input patterns where only one of the inputs is flipping, the photon emission would not be present for some LUTs. These cases and the cases where a match could not be found are marked by “–” in Table 3. Nevertheless, as can be seen in this table, other input patterns can make LUTs emit photons in all blocks and image sets. Here, for the second and third image sets (second and third rows in the table), we get $SR^1$ of 1. These sets consist of images taken with various dynamic ranges (the ratio between the brightest and darkest parts of an image, adjustable for the microscope), where image set 1 and 3 exhibit the lowest and highest ratio, respectively. When considering the first image set, $SR^1 = 0.9$. We observed that one of the LUTs, corresponding to x_3, can not be recognized with a high score. The SR increases as the dynamic range increases for the sets, leading to $SR^1 (6) = 1$. This shows that all the blocks can be correctly identified with proper imaging, even in a complex circuit. The next section will discuss the efficiency and complexity of successfully recovering configuration bits in different circuits.

### 6.4 Efficiency and Complexity

We have seen that the photon emission-based SCA can break the security of the universal circuits. In this section, we will discuss the efficiency of the attack. It can be mainly attributed to the circuit size, setup, and, consequently, the image quality. The image quality can depend on both the setup and the skills of subject matter experts. Nonetheless, for a given setup, the effect of image quality on efficiency can, to some extent, be reduced through proper post-processing. As discussed in Section 6.3, our algorithm can become agnostic about the circuit size by deploying a divide-and-conquered strategy. Hence, its impact can be understood as the number of images to take. Here, we consider the number of images needed to find all the configuration bits as the metric for discussing the attack’s efficiency.

As said above, the increase in circuit size will generally increase the number of images needed for the attack. More accurately, it depends on the actual placement of the LUTs on the FPGA. For example, if blocks are concentrated within a single region on the FPGA that the setup can capture, then a single image per input pattern is required, i.e., 6 images in total. On the other hand, if a large number of blocks should be placed or they are spread over the FPGA, then multiple images would be required per input pattern depending on the camera’s sensor size with a particular lens.

Furthermore, for a given circuit size, the number of images can vary based on the properties of the lens, e.g., zoom and focal length. The configuration of our setup has been good enough to capture the images required to break the security of UCs studied in this paper, namely the summation circuit and part of the C17 circuit. We would have needed more than 6 images if not all the blocks had been captured in one image.
Table 3: The success rate of disclosing the configuration bits of the UC-based implantation of C17 sub-circuit. Each row presents results for an image taken with an input pattern as introduced in Table 1. Each image set is a repetition of the experiment with a different dynamic range of the images (the ratio between the brightest and darkest parts of an image). The ratio is smallest in the image set 1, so it is harder to distinguish between noise and the interested LUTs. The ratio increases from set 1 to 3, increasing the intensity of the LUT emission and contrast ratio of the image. Here, “–” indicates no successful guess of the configuration bit in the top 5 guesses.

<table>
<thead>
<tr>
<th>Image set</th>
<th>Input Pattern</th>
<th>SR1</th>
<th>SR2</th>
<th>SR3</th>
<th>SR4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x_24 x_0 x_3 x_11 x_12 x_15 x_16 x_19 x_23 y_10 y_22</td>
<td>0.50</td>
<td>0.63</td>
<td>0.36</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>x_24 x_0 x_3 x_11 x_12 x_15 x_16 x_19 x_23 y_10 y_22</td>
<td>0.38</td>
<td>0.63</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>x_24 x_0 x_3 x_11 x_12 x_15 x_16 x_19 x_23 y_10 y_22</td>
<td>0.50</td>
<td>0.75</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Image set 1: Blue Pattern

Image set 2: Red Pattern

Image set 3: Green Pattern
Figure 12: ISCAS85 - C17 placement of the sub-circuit connected to the first U-blocks (marked in blue at the top right corner): (a) shows the paths for 2 inputs connected to the U-block (orange and purple paths); (b) illustrates the placement of the circuit using the Vivado design suite, implementation view; (c) depicts the photon emission results of the LUTs in the circuit for the input pattern 6 (see Table 1).

The differences in placement, circuit size, and image quality can be observed in Figure 13. For examples given in this paper, all images could be captured in about an hour once the bitstreams are ready. This is possible thanks to how we control the inputs using the Arduino setup. This enabled us to find the region of interest, set up specific capturing settings, and take 6 images with different inputs without changing the microscope settings. This workflow makes it very efficient to capture images.

After the images are taken, post-processing efficiency is essential. In the current workflow, we manually extract the location of each block. These locations are constant for all images in each image set. Once this is prepared, the image retrieval algorithm can be run through the image set and find the configuration bits. This process is time-efficient; for instance, it took approximately 15 minutes for 16 blocks involved in the C17 circuit. The time for both steps would increase linearly with the number of blocks [PCI+07]. It is worth noting that for different image sets, the location might change, and location extraction might have to be repeated.

There is one more factor, based on which, the requirements for collecting image sets per circuit are decided. The examples considered in this paper have 2 inputs. Note that for the C17 example, we have considered 2 out of 5 circuit inputs. We should consider each possible pair of inputs to find configuration bits of other blocks present in the circuit. This ensures that all blocks in a circuit are covered, as each block has 2 inputs. Therefore, the total number of images needed will be given by the following equation:
Figure 13: Raw images without cropping with the 20x zoom lens using the ALPhANOV microscope. The sub-figure on the left side shows the emission captured from the summation circuit, while the one on the right side shows the emission from the C17 circuit. The size and placement density of both circuits are visible clearly. The summation circuit is sparsely placed, while c17 is densely packed.

\[ N_P = 6 \times C(n, 2) = \Theta(n^2), \quad (2) \]

where \( C(n, 2) \) refers to the total number of combinations for choosing 2 out of \( n \), where \( n \) is the total number of inputs to the circuit. Here, \( \Theta(\cdot) \) denotes the big-theta notation, i.e., \( N_P \) is bounded both above and below by \( n^2 \) asymptotically. The multiplication by 6 is because, for each pair, we still need to capture images for 6 input patterns (see Table 1). Using this equation as an example, if we need to find configuration bits for 81 blocks of C17, we would need 10 image sets with 6 images each.

**Summary of the Results and Implications of Attacking a Larger Circuit.**

Benchmark designs considered in this section contain two illustrative examples of hiding an IP, namely the summation circuit and the C17 in ISCAS85. While the summation circuit provides an example of a small circuit whose image can be taken in a single attempt using our setup, Section 6.3 demonstrates the attack against C17 in ISCAS85 that is a larger circuit, i.e., its image cannot be captured in a single image during the attack. We emphasize that the size of the circuit does not impose a limit on the attack’s effectiveness, as regardless of how much larger the circuit is, a divide-and-conquer approach should be applied. To give more insight into the process of attacking a larger design, it is useful to take a look at Figure 8. The profiling phase is agnostic about the size of the circuit as long as the circuit is implemented on the same FPGA family.

The attack phase is also similar to that discussed for the C17 circuit, with the only difference lying in the number of images to take. Figure 8 depicts one image taken from the summation circuit being cropped and processed, whereas, for a larger circuit (e.g., C17), more images should be taken (10 images) to be cropped and fed to the same attack pipeline. Considering each pair of \( n \) inputs to be captured in an image, as Equation 2 indicates, \( \Theta(n^2) \) images are needed. This quadratic complexity depends on \( n \) (function of the number of gates), which is a bounded number due to the physical constraint imposed by the chip resources; hence, the complexity will not grow arbitrarily. We again stress that the quadratic increase only affects the number of images to take. The image processing algorithm remains untouched and will be repeated to extract all configuration bits.

### 7 Discussion

**Resolution and Measurement Time.** While our current setup has some limitations in terms of resolution and measurement time, both parameters could easily be improved drastically. One could use a higher magnification objective lens with a higher numeric
Table 4: The table shows the comparison between the U-block implementation using 3 Y-block from the UC compiler vs. a single LUT-based implementation proposed in [DGS+23]. Here, the U-block is used in the summations circuit as in Example 1. By applying input patter 6, the configuration bit of the U-block proposed in [DGS+23] is extracted.

<table>
<thead>
<tr>
<th>Input pattern</th>
<th>\text{U} \text{[AGKS20]}</th>
<th>\text{U} \text{[DGS+23]}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

aperture (NA) (e.g., 50X, NA=0.65) to improve the resolution for smaller technology sizes. Moreover, solid immersion lenses (SILs) can be deployed to adapt the system for sub-10 nm technology sizes. To reduce the measurement time, on the other hand, one option would be to reduce the dark current of the NIR camera to reduce the noise and increase sensitivity. While our camera can theoretically be cooled down only to -25°C, more sophisticated InGaAs cameras can be cooled down to -70°C or even below this temperature using water or nitrogen cooling in addition to thermoelectrical cooling. Moreover, one could increase the supplied voltage and increase the switching frequency to increase the photon emission rate. Finally, reducing the vibrations of the microscope stage, specifically for higher magnification objective lenses, could significantly improve both the resolution and measurement time, as it requires fewer iterations to capture images.

**Vulnerability of a recent UC variant.** Recently, [DGS+23] has proposed a more efficient implementation of UCs specifically designed for FPGAs. They have used the LUT structure directly as a U-block implementation instead of 3 Y-blocks to implement a U-block. This reduces the number of LUTs used in a circuit in most cases. They have also added support for multi-input and multi-output LUTs. We mounted our attack against this implementation by replacing the U-block in the summation circuit with a single 2-to-1 LUT U-block as suggested in [DGS+23]. After profiling this U-block implementation, we were able to achieve similar results for targeting this version of UCs as presented in Table 4. Here, the ranks for the X- and Y-blocks have not been re-calculated as no changes have been made to their implementations. This shows the susceptibility of the new version of UCs to our attack.

**Potential Countermeasures.** As presented throughout the paper, the nature of photonic side-channel leakage from UC circuits is directly caused by the physical placements and configuration-dependent emission fingerprints of X, Y, and U blocks. Therefore, a fundamental approach to resolving such leakage is real-time refreshing of block placements. Hardware randomization schemes [GM11, Men17, KGFT22] present methods including partial reconfiguration as hiding and moving target defenses, to secure FPGAs against more conventional SCAs, such as power and EM. Similar approaches [HPG+19] could be deployed during runtime to prevent photonic side-channel leakage. Countermeasures could also be applied at the level of the package to protect the IC backside. Otherwise, package protection schemes, such as active optical layers [AKH+20] and enclosures [VNK+15], shielding techniques [NMM21], capacitive enclosures [IOK+18], or impedance monitoring of the package [MST22] could hide the IC package and actively monitor any attempt for removal of the enclosure.

**Applicability of the Attack to ASICS.** To realize various UC blocks (e.g., X-blocks and Y-blocks), different numbers and types of gates are required at the netlist level [ZYZL19]. Naturally, realizing these blocks on an ASIC need different numbers of NAND, NOR, and Inverters. Moreover, each gate’s PMOS and NMOS transistors have their own emission fingerprints, as PMOS transistors are usually larger than NMOS. Finally, the designers initially design standard X, Y, and U block macros, using a specific cell library, and then
copy and place them in the ASIC, leading to repetitive cell patterns for individual block types. Such discrepancies in the number, geometry, and placement of each block’s gates on the chip make fingerprinting and distinguishing them using photon emission analysis possible.

In a blackbox model, where the placement and routing of the UC implementation on an ASIC or FPGA is unknown to the adversary, the adversary might need first to reverse-engineer the layout of the design. On an ASIC, one can obtain the layout using high-resolution imaging techniques (e.g., SEM [TJ11]) to reconstruct the netlist. On FPGAs, one should reconstruct the netlist from the bitstream using bitstream reverse-engineering tools, such as byteman [MPMK22]. If the bitstream is protected by encryption, one still could break the encryption using one of the physical attacks proposed in the literature [MS16, TLSB17, LTK +18]. The next would be to identify the UC blocks in the netlist using techniques such as HAL [FWS +18].

**Computer vision for photon emission analysis.** The advancement in computer vision is of crucial importance for the development of advanced and more effective failure analysis and attacks employing photon emission microscopy. Recently, multiple approaches have been borrowed from computer vision for this purpose. For instance, [LPC23] has applied a single shot multibox detector (SSD) relying on the VGG16 neural network, which should be retrained for photon emission analysis. In comparison, our attack methodology does not require any neural network training. [SLLS21] has explored tools originating in computer vision with an application in photon emission microscopy, including image registration and segmentation. Furthermore, an interesting approach for identifying the emission spots has been studied in [BJC +18], where median filtering, mathematical morphology, and local maxima research have been employed. This line of research has been followed before in the literature, e.g., [Khu89, CJS +12], where adaptive histogram matching and 1/2D signal processing have improved the quality of images. Such tools as proposed in [CJS +12, SLLS21, BJC +18] can be helpful in enhancing the quality of images taken for profiling and attack scenarios. The potential of our image retrieval-based attack, combined with the approaches proposed in [SLLS21, BJC +18], could open up exciting avenues for future research in photon emission analysis.

8 Conclusion

This paper demonstrates SCA against UCs, where photon emission from the target device leaks the secret configuration bits of the UC. To the best of our knowledge, we are the first to uncover and exploit the vulnerability successfully. We take advantage of the existing modular design of UCs and off-the-shelf algorithms in our attacks. For the sake of demonstration, we recovered the configuration bits of summation and the ISCAS85-C17 designs, serving as benchmark functions, implemented in the UC format. We reported that complex large circuits can be targeted by applying the same technique and deploying a divide-and-conquer strategy. Another novel aspect of our attack is the application of computer vision-based techniques alongside image processing, which allows us to disclose the configuration bits with a minimum effort in terms of profiling.
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