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Abstract. Hashing algorithms are one-way functions that are used in cryptographic protocols as Pseudo Random Functions (PRF), to assess data integrity or to create a Hash-based Message Authentication Code (HMAC). In many cryptographic constructions, secret data is processed with hashing functions. In these cases, recovering the input given to the hashing algorithm allows retrieving secret data. In this paper, we investigate the application of Soft Analytical Side-Channel Attacks (SASCA), based on a Belief Propagation (BP) framework, to recover the input of two popular hash function families: SHA-2 and SHA-3. Thanks to a simulation framework, we develop a comprehensive study of the attacker’s recovery capacity depending on the hash function variant. Then, we demonstrate that an attacker can leverage prior knowledge on the hashing function input to increase the effectiveness of the attacks. As an example, in the context of a bootloader doing a hash-based integrity check on a secret firmware, we show that simple statistics on assembly code injected in BP improves input recovery. Finally, we study the security implications of SASCA on cryptosystems performing multiple invocations of hashing functions with inputs derived from the same secret data. We show that such constructions can be exploited efficiently by an attacker. We support such statements with experiments on SHA-256 based HMAC and on SHAKE-256 based PRF in Kyber’s encryption routine. We also show that increasing Kyber’s security parameters implies weaker security against the proposed SASCA targeting the shared key.
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1 Introduction

Hashing algorithms are deterministic one-way cryptographic functions that take as input a message of variable size and produce a fix-sized output called a hash or digest. Main use-cases of hashing functions include password storage, integrity verification and Message Authentication Code (MAC) creation. Many applications rely on hashing functions such as security protocols (TLS, IPsec, SNMP, etc.), blockchain technologies (Bitcoin, Ethereum, etc.) and even post-quantum cryptography schemes (Kyber, Dilithium, SPHINCS, etc.).

The Secure Hash Algorithm (SHA) is a family of hashing algorithms that have been standardized by the National Institute of Standards and Technologies (NIST). Even if SHA-3 instances have been standardized in 2015, the SHA-2 family (SHA-256, SHA-512, SHA-224, SHA-384) is still commonly used. At the time of this writing, SHA-256 based hash-based message authentication code (HMAC) is still enabled by default in SSH, TLS, or IPsec.

The SHA-3 family differs from SHA-2 in terms of structure. Indeed, the first is based on a sponge construction built over a permutation function called Keccak-f, whereas SHA-2 is based on a Merkle Damgård scheme relying on a compression function. Note that
nowadays, no algebraic attack thwarts the theoretical security of SHA-2, which stays a robust candidate for the aforementioned hashing function use-cases.

When a hashing function manipulates a secret as an input, an attacker can try to recover the latter by observing side-channel leakages during the hashing process, such as power consumption or electromagnetic radiations.

So far, the security of SHA-2 implementations has been studied through Differential Power Analysis (DPA)\cite{MTMM07,BBD13, KGB18} and Template Attacks (TA)\cite{BDT21}. Concerning the SHA-3 family, recent Soft Analytical Side-Channel Attacks (SASCA) targeting the Keccak-f cryptographic permutation function have shown to be practical\cite{KPP20,YK21}. SASCA relies on a probabilistic graph model designed to compute marginal distributions on intermediate variables by combining the output of multiple TAs performed on the same side-channel trace. The framework aims at correcting prediction errors resulting from TAs by exploiting the link between intermediate values, which is known in advance by an attacker.

This paper aims at answering the following questions: (i) What is the resistance of SHA-2, compared to SHA-3, against SASCA? (ii) Can an attacker exploit the structure of the input of a hashing function in order to enhance SASCA accuracy? And (iii) To which extend multiple calls to a hashing function, with their inputs derived from the same secret, add an additional vulnerability considering SASCA?

1.1 Contributions

In this paper, we implement several soft analytical side-channel attacks based on belief propagation theory to recover the input of a hashing function by exploiting the leakage of inter-round states. Thanks to simulations, we evaluate the robustness of SHA-256 against SASCA, and provide additional insights, with respect to the literature, on the resistance of SHA-3 to BP-based attacks with a bitwise model. The main contributions of this paper are the following:

- We implement the first BP-based attack on the SHA-256 compression function. We perform simulated attacks to find the minimal number of compression rounds to target with TAs for a successful outcome.
- We extend the work presented in the literature by investigating the resistance of standard SHA-3 instances regarding SASCA in a simulated context. Namely, we investigate the accuracy of SASCA with an increasing noise level rather than on a particular device.
- We compare the resistance of SHA-256 and SHA-3 instances against SASCA. We claim that the compressive structure of SHA-256 is beneficial from an attacker’s perspective, and that the Keccak-f permutation function is more resistant to the attacks we propose.
- We show how an attacker can leverage prior knowledge on the hashing function input to increase the effectiveness of the attacks. As an illustration, we consider the scenario of firmware authentication with SHA-256, and show that an attacker can exploit simple statistics on the Instruction Set Architecture (ISA) of the firmware to obtain higher attack accuracies.
- We then investigate how SASCA can exploit joint information when multiple hash functions are called with inputs derived from the same secret. Through the analysis of SHA-256 based HMAC and SHAKE-256 based error vector derivation in Kyber post-quantum cryptography standard, we show that protocols that use such “multiple invocations” structures present an additional security concern.
All attacks presented in this paper can be performed with less than 30 gigabytes of memory and a few minutes with a parallel implementation of the BP algorithm on a regular desktop computer.

Finally, this work deliberately focuses on simulated attacks only. This approach is led by performing an exhaustive study of SASCA accuracy with varying noise levels. This allows us to provide insights upon the theoretical resistance of SHA-3 and SHA-2 against SASCA: such insights can then be used in an evaluation phase of a particular software or hardware implementation of such hashing functions.

1.2 Outline

Necessary background notions are introduced in Section 2. Previous works from the literature are described in Section 3. We present attacker model considerations in Section 4. In Section 5 we present the construction of factor graphs for SHA-256 and Keccak-f. We mount attacks exploiting single invocations of the hashing function in Section 6. Then, we investigate the benefits of exploiting the underlying structure of input data in Section 7. We present an attack on SHA-256 HMAC construction in Section 8. Afterwards, we exploit multiple calls of SHAKE-256 in order to mount an attack on Kyber’s encrypt routine in Section 9. After presenting possible mitigations to our attacks in Section 10 we conclude and provide leads regarding further research in Section 11.

2 Background

2.1 SASCA and Belief Propagation

A side-channel attacker that targets a cryptographic application is often able to gain probabilistic information regarding the value of several intermediate variables. In most cases, the attacker knows the cryptographic application they are attacking. Thus, they know the mathematical relationships that link all intermediate variables in the algorithm. The idea behind SASCA is to combine the likelihoods, gathered from a side-channel analysis phase, in order to derive a Maximum A Posteriori (MAP) estimation of the marginal distribution of a secret.

Such MAP estimation can be performed by modeling the link between intermediate variables within a bipartite graphical model called a factor graph. This model allows to factor the high dimensional problem of marginal estimation into a set of smaller dimensional problems.

A factor graph contains two types of nodes. Firstly, variable nodes are used to store the probability distributions of the target algorithm’s intermediate variables. Secondly, factor nodes represent the arithmetical links between two or more variables. Factor and variable nodes are connected with edges that represent the “has-argument” statement.

Upon this graph, the MAP estimation is carried out by a message passing algorithm, called belief propagation, where likelihoods, or beliefs, are transmitted between variable nodes and factor nodes.

The message $\mu_{x\rightarrow g}$ sent from variable node $x$ to factor node $g$ is defined as follows \cite{KFL01}:

$$\mu_{x\rightarrow g}(x) = \prod_{h \in n(x) \setminus \{g\}} \mu_{h\rightarrow x}(x)$$ (1)

where $n(x)$ corresponds to the set of neighboring nodes of $x$ (i.e., connected to $x$ with an edge) in the factor graph. Additionally, messages sent by a factor $g$ to a variable $x$ is
computed with the sum-product formula depicted as follows:

$$\mu_{g \rightarrow x}(x) = \sum_{\sim \{x\}} \left( f(X) \prod_{y \in n(g) \setminus \{x\}} \mu_{y \rightarrow f(y)} \right)$$ (2)

where $X$ represents the set of variable nodes connected to $g$ and $\sim \{x\}$ expresses the summary notation as defined in [KFL01]. Note that the $f$ function is a boolean function that represents the arithmetical link between variables in $n(g)$. Finally, the marginal distribution of a variable node is computed as follows:

$$P(x) = \frac{1}{Z} \prod_{g \in n(x)} \mu_{g \rightarrow x}(x)$$ (3)

with a normalization factor $Z$.

The BP algorithm has been proved to compute exact marginals on tree-like graphs. However, factor graphs that represent cryptographic applications often contain cycles. The loopy-BP algorithm has been created to operate on cyclic factor graphs. The key idea of loopy-BP is to iteratively transmit beliefs from factor nodes to variable nodes, and then from variable nodes to factor nodes. Even if loopy-BP is not proved to compute exact marginals, it leads satisfying empirical results in practice.

As the loopy-BP is an iterative algorithm, one has to select one or several arbitrary criteria to stop the algorithm. A criterion can be a maximum number of iterations (set in advance) or a metric evaluating the convergence of the algorithm, such as a threshold on the statistical change of one or several variables’ marginal distributions. This work considers both aforementioned stopping criteria.

### 2.2 SHA-256 Specifications

SHA-2 is a hashing function which has been developed by the National Security Agency (NSA) of the United-States. Together with SHA-512, SHA-256 is a member of the SHA-2 family, that has been standardized in 2002. Even if SHA-2 shares similarities with SHA-1, which suffers security flaws, no serious collision attack has been found on SHA-2. Hence, the latter family is still widely in use in cryptographic protocols.

The SHA-256 compression function takes as input a 512-bit message block $M$ and a 256-bit chaining value $V$. Note that the first chaining value, which is publicly known, is denoted $IV$. After a message expansion routine, it iterates the same transformation during 64 rounds (see Algorithm 1). The round is composed of several 32-bit boolean operations. Let’s define $a$, $b$ and $c$ three 32-bit variables, the operations are defined as follows:

$$\Sigma_0(a) = (a \ggg 2) \oplus (a \ggg 13) \oplus (a \ggg 22)$$

$$\Sigma_1(a) = (a \ggg 6) \oplus (a \ggg 11) \oplus (a \ggg 25)$$

$$Ch(a, b, c) = (a \& b) \oplus (\neg a \& c)$$

$$Maj(a, b, c) = (a \& b) \oplus (a \& c) \oplus (b \& c)$$

where $\&$ denotes the bitwise logical and operation, $\neg$ denotes the bitwise complement and $a \ggg i$ indicates a bitwise right rotation of $a$ of $i$ bits. The message expansion splits the input $M$ into 32-bit words ($M_0, ..., M_{15}$) and computes the extended message ($W_0, ..., W_{63}$) by using the following operations:

$$\sigma_0(a) = (a \ggg 7) \oplus (a \ggg 18) \oplus (a \ggg 3)$$

$$\sigma_1(a) = (a \ggg 17) \oplus (a \ggg 19) \oplus (a \ggg 10)$$
where $a \gg i$ denotes the bitwise logical shift of $a$ of $i$ bits.

**Algorithm 1:** SHA-256 compression function.

**Data:** Data block $M = (M_0, \ldots, M_{15})$ and chaining value $V = (V_0, \ldots, V_8)$

**Result:** The chaining value $F(V, M)$

1. $(W_0, \ldots, W_{15}) \leftarrow (M_0, \ldots, M_{15})$
2. for $t = 16$ to $63$ do
3.   $W_t \leftarrow \sigma_1(W_{t-2}) \oplus W_{t-7} \oplus \sigma_0(W_{t-15}) \oplus W_{t-16}$
4. for $t = 1$ to $64$ do
5.   $T_1 \leftarrow H \oplus \Sigma_1(E) \oplus Ch(E, F, G) \oplus K_t \oplus W_t$
6.   $T_2 \leftarrow \Sigma_0(A) \oplus Maj(A, B, C)$
7.   $(H, G, F, E, D, C, B, A) \leftarrow (G, F, E, D \oplus T_1, C, B, A, T_1 \oplus T_2)$
8. return $(V_0 \oplus A, \ldots, V_8 \oplus H)$

When a message $P$ is longer than 512 bits, it is padded and divided into 512-bit chunks $\{P_0, \ldots, P_{n-1}\}$. Each chunk is processed through the compression function and chained thanks to a Merkle Damgård construction (see Figure 1). Finally, the hash $Z$ corresponds to the output of the last compression function of the chain.

![Figure 1: Merkle Damgård construction for SHA-2.](image)

2.3 Keccak Specifications

SHA-3 is a hashing algorithm based on the Keccak-f permutation function [Dwo15]. Keccak-f takes as input a 5 × 5 matrix of elements of size $2^l$-bits, $l \in \{3, 4, 5, 6\}$, that are processed through five sub-routines $\theta$, $\rho$, $\pi$, $\chi$ and $\iota$, that are defined hereafter:

- $\theta: a[i][j][k] = a[i][j][k] \oplus \text{parity}(a[0.4][j-1][k]) \oplus \text{parity}(a[0.4][j+1][k-1])$
- $\rho: a[i][j][k] = a[i][j][k] \oplus (t + 1)(t + 2)/2$
- $\pi: a[3i + 2j][i][k] = a[i][j][k]$
- $\chi: a[i][j][k] = a[i][j][k] \oplus \neg(a[i][j+1][k] \& a[i][j+2][k])$

with $t$ indicating the current round, and $\iota$ defining the exclusive-or of the first word with a constant. These sub-routines are called sequentially for $12 + 2l$ rounds.

Within the SHA-3 framework, Keccak-f calls are organized with a sponge construction. The sponge construction consists in two phases: “absorption”, where the data is injected within the primitive, and “squeezing” where the hash is provided to the user (see Figure 2). Keccak-f input of size $b$ bits is divided into two parts: the “rate” $r$ and the “capacity” $c = b - r$. The security level against collision and preimage attacks is half the size of $c$. The input of SHA-3, denoted $P$ is padded and then divided into chunks of size $r$, denoted $\{P_0, \ldots, P_{n-1}\}$, that are absorbed one by one by Keccak-f (see Figure 2). Then, the squeezing part delivers chunks $\{Z_0, \ldots, Z_{t-1}\}$ of size $r$ that are concatenated to build the
final hash. In this paper, we only focus on SHA-3 versions with \( l = 6 \), with 64-bit words and 24 rounds (this version is called Keccak[1600]). Depending on the desired application, one can use Keccak through one of the standard instances depicted in Table 1.

![Figure 2: Keccak-f calls in Keccak.](image)

### Table 1: Algorithms that use Keccak and their corresponding parameters.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( r )</th>
<th>( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHAKE-128</td>
<td>1344</td>
<td>256</td>
</tr>
<tr>
<td>SHA3-224</td>
<td>1152</td>
<td>448</td>
</tr>
<tr>
<td>SHA3-256, SHAKE-256</td>
<td>1088</td>
<td>512</td>
</tr>
<tr>
<td>SHA3-384</td>
<td>832</td>
<td>768</td>
</tr>
<tr>
<td>SHA3-512</td>
<td>576</td>
<td>1024</td>
</tr>
</tbody>
</table>

### 3 Related work

Several side-channel attacks targeting hashing functions have been presented in the literature. McEvoy et al. were the first to mount a Differential Power Analysis (DPA) based attack on a SHA-2 HMAC [MTMM07]. They consider a Hamming distance leakage model on a FPGA implementation. They describe masking countermeasures on SHA-2 internal routines that thwart their attack. In 2013, Belaïd et al. showed an improved attack under the Hamming weight leakage model necessitating less assumptions regarding the implementation [BBD+13]. They also exposed some countermeasures to cancel their attack paths. Note that both previous works do not recover the secret key, but rather the chaining value derived from the secret. The post-quantum cryptographic scheme SPHINCS was attacked with a DPA through its SHA-256 based pseudo random number generator by Kannwischer et al. [KGB+18]. More recently, Belenky et al. performed a template attack on a HMAC-SHA-2 hardware implementation [BDT+21].

Soft analytical side-channel attacks have been introduced by Veyrat et al. on an AES Furious implementation [VCGS14]. Interestingly, SASCA was shown to outperform Algebraic Side-Channel Attacks (ASCA), even in noise-free contexts [GS15]. Furthermore, Grosso et al. showed that SASCA required much less training traces than profiled DPA attacks. Later on, SASCA was adapted to key recovery on Kyber by targeting the number theoretic transform [PPM17,PP19,HHP+21,HSST23]. Kannwischer et al. mounted the first single trace SASCA on Keccak [KPP20]. Their approach used clustered nodes in order to shift the representation of variables from chunk-level (i.e., 8-bit or 16-bit) to bit-level in order to perform the \( \theta \) transform of Keccak-f. Later, You and Kuhn developed a fully
bit-level approach of SASCA on Keccak [YK21]. Thanks to bit-level likelihoods gathered from a fragment template attack, they targeted a Keccak-f[1600] implementation on a Cortex-M4 device. Cassiers et al. implemented a Regression based Linear Discriminant Analysis (RLDA) [CDSU23] technique that allows templating 32-bit variables efficiently. They showed the soundness of their approach by attacking a 32-bit implementation of ASCON.

4 Attacker model

In this paper, we consider a profiled attack scenario. This means that we suppose that an adversary can train a model, or template, on a clone of the target board that runs the exact same algorithm, but with controlled data. The adversary is also able to perform leakage assessment (e.g., in order to identify the leakage model or to select a set of points of interest for future templating) on a high number of intermediate variables of the target algorithm.

We consider the attacker to be able to craft templates for inter-round intermediate variables (including the hashing function input). Namely, our attacker model does not allow to template intra-round intermediate variables directly. This choice helps to tend towards a more fair comparison of the studied hash functions, while providing interesting insights regarding the security of hardware implementations of hashing functions. Indeed, several hardware implementations of SHA-3 instances use registers to store inputs and outputs of permutation rounds for Keccak-f [AA+14,SC17,MIv15], and for the compression rounds of SHA-2 [CKSV06,CL20]. Note that, in practice, a template that targets an inter-round variable may exploit intra-round leakages, this is especially the case for complex models (e.g., deep neural networks).

By default, we restrict the attacking phase to the observation of a single side-channel trace. This model can be relaxed depending on the use-case. For example, attacks presented in Section 7 and Section 8 can be conducted during the boot phase of a device. This allows reproducing the measurements with the exact same input data. In these cases, the attacker could use these multiple measurements in order to obtain better prediction accuracies on intermediate variables.

4.1 Leakage Simulation

As precised in Section 2, SHA-256 operates with 32-bit variables and Keccak[1600] handles 64-bit variables. Although the templating of 32-bit variables has been shown possible [CDSU23], manipulating probability distributions upon $2^{32}$ possible values requires a high amount of storage. This becomes completely impractical for 64-bit variables.

Another strategy is the so-called fragment template approach. This approach consists in dividing a $n$-bit variable into smaller chunks (or fragments), and applying a template attack on each chunk. Interestingly, You and Kuhn [YK21] showed that the fragment size has no significant impact on bit-level marginal distribution prediction. This means that, in their particular case, a bit-level fragment template attack is as relevant as for other fragment sizes. Consequently, in this paper, we consider a bit-level leakage model to conduct our experiments. This model is particularly interesting when considering SHA-256 and Keccak-f, that essentially use bitwise operations in their internal routines. Namely, for each bit $b$, the leakage $L$ is described as follows:

$$L = \alpha \cdot b + \beta, \beta \sim \mathcal{N}(\mu, \sigma^2)$$

(4)

where $\alpha$ is a multiplicative coefficient and $\beta$ is a Gaussian noise parameter. Different levels of noise can then be simulated by modifying $\sigma$, the standard derivation of the noise distribution.
Figure 3: Bit leakage simulation statistics for increasing noise parameter $\sigma$, results are obtained with 1000 experiences per noise level. The orange curve depicts the average accuracy of a LDA classifier. The green curve represents the average bitflip probability. The blue curve illustrates the average probability of the good hypothesis, with standard deviation illustrates by the light-blue surface.

Fisher’s Linear Discriminant Analysis (LDA) is selected as our classifier. This choice is sound in our simulated context because (i) the leakage is univariate, (ii) the simulated leakage model is linear and (iii) there are two classes to discriminate, with same covariance matrix by construction.

We perform a random sampling of leakages following Equation 4 with an increasing noise level. Statistics of the LDA classifier are depicted in Figure 3. As expected, when increasing the noise parameter $\sigma$, the accuracy of a LDA classifier converges towards a random guess (i.e., 0.5).

**Evaluation.** We evaluate the accuracy of the attacks in this paper thanks to a “recovery ratio” that indicates the proportion of correctly recovered bits from the secret part of the hash function input, denoted $S$. Namely, considering $\#S$ as the number of secret bits, we have:

$$\text{recovery ratio} = \frac{\text{number of correct bits}}{\#S} \quad (5)$$

We choose to evaluate the recovery ratio instead of the success rate because the latter does not indicate the remaining quantity of the secret to be enumerated after the attack. In other terms, we believe that the recovery ratio is more suitable to indicate further practicality of key-enumeration algorithms [VCGRS13, Gro19, PSG16].

**Baseline attack.** To provide a comparison basis in the remainder of this paper, we introduce the notion of “baseline attack” which describes an attack that is only headed thanks to templating the input variables (without BP). For example, the accuracy of a baseline attack on a hashing function is obtained by only templating its input. The baseline allows to evaluate the correction capacity brought by SASCA.

**Limitations.** In this work, bit-level leakage modeling allows to lead attack simulations with varying noise level in order to evaluate the robustness of targeted algorithms against SASCA. Nevertheless, this bit-level model is a simplified version of the leakage models that can be observed in a real-case scenario.

Furthermore, our SASCA approach relies on an underlying classifier that provides likelihoods to the probabilistic model. Hence, all advances and techniques in terms of
supervised side-channel analysis can be used to increase classification accuracy before being plugged into the probabilistic model.

5 Factor Graph Construction

5.1 SHA-256 Factor Graph

We build a factor graph where each bit of the SHA-256 intermediate states’ 32-bit variables is considered as a variable node in a factor graph.

Variables. Hereafter, we describe the naming conventions for the variable nodes that are represented in the factor graph:

- The expanded message is composed of $64 \times 32$ variables denoted $w_{i,j}$, with $i \in \{0, ..., 63\}$ indicating the corresponding 32-bit word and $j \in \{0, ..., 31\}$ indicating each bit of such word in big-endian encoding (e.g., $w_{1,0}$ is the most significant bit of the second 32-bit word of the expanded message).
- At each round $t$ of the compression function, we define the intermediate state $V^t$ as $(A^t, B^t, C^t, D^t, E^t, F^t, G^t, H^t)$. Each element of this tuple represents a set of 32 single bit variables.
- Variables corresponding to $V^t$ are denoted $v^t_{i,j}$, with $i \in \{0, ..., 7\}$ (e.g., $v^6_{3,4}$ denotes the fifth most significant bit of $D^6$).
- The input vector $IV$ and the constants vectors $K$ are defined as constants in the graph. Unlike variables, constants never update their marginal distributions.

Inner routines. The factor graph designed for SHA-256 can be viewed as a concatenation of several subgraphs. These subgraphs represent the inner logics of the message expansion and the compression rounds. First, the computation of a bit $w_{i,j}$, with $i < 16$, by the
message expansion function is represented with the subgraph illustrated in Figure 4a. This subgraph implements the $\sigma_1$ and $\sigma_2$ functions depicted in Subsection 2.2. We stress that the subgraphs of $\Sigma_0$ and $\Sigma_1$ are built analogously to the $\sigma_0$ and $\sigma_1$ parts in Figure 4a. Both $Ch$ and $Maj$ operations on 32-bit words are divided into 32 bit-level transforms (see Figure 4b and Figure 4c). Finally, the factor graph construction is parametrized in order to build a graph incorporating variables for the desired number of rounds.

Adding leakage. Adding leakage to the factor graph is performed by connecting an “observational factor” to the inter-round and expanded message variables. This factors’ only function is to transmit the probability distribution corresponding to the template output.

5.2 Keccak-f Factor Graph

In this paper, we build a bit-level factor graph based on the work of You and Kuhn [YK21]. Namely, for each round of Keccak-f, the subgraph representing the $\theta$ routine incorporates nodes representing the parity intermediate variables $C$ and $D$. Note that $\pi$ and $\rho$ routines are implemented with a simple wiring.

Adding leakage. Regarding the leakage, observational factors are linked to each round inputs and outputs. This differs from the approach taken in [YK21], where $C$ and $D$ related variables could also be connected to observational nodes, allowing explicit intra-round leakage exploitation. Finally, we allow the attacker to craft templates on the input variables of Keccak-f.

Standard instances. Recall that different Keccak[1600] standard instances exist. These different instances differ by the rate $r$ and capacity $c$ sizes used (see Figure 2). The versions studied in this paper are depicted in Table 1. In this work, when not precised otherwise, we consider by default the whole rate bits to constitute the secret. Formally, we consider $\#S = r$.

6 Single call attacks

The aim of this section is to cover a general attack scenario where a side-channel attacker has the possibility to apply previously crafted templates upon a measurement of a single call to a hash function. Along this section, we aim at addressing the following questions: (i) What is the maximum noise level achievable for a successful attack? (ii) What is the minimum number of rounds to profile in order to obtain satisfactory recovery? (iii) Do structural aspects of SHA-256’s compression function leads to non-homogeneous recovery of the input and how can it be compared to Keccak-f? And (iv) What accuracies can an attacker expect for different instances of Keccak and SHA-256?

6.1 Assessing the number of target rounds

Firstly, the purpose of our analysis is to assess the minimal number of rounds that must be profiled by an attacker in order to get satisfactory recovery of the input considering noise. Indeed, finding such minimal number of rounds to be profiled allows reducing the number of variables to be templated by the attacker, with hopefully similar recovery potential. Hereafter, we evaluate this criterion through simulations at various noise levels for SHA-256 and Keccak.
6.1.1 SHA-256

For this simulation, the attacker is able to gain probabilistic information (i.e., likelihoods originating from bit-level template attacks) on the whole expanded message $W$, as well as the output of several rounds’ intermediate variables $V$. The chaining value is set to the default SHA-256 $IV$, which can either be known or unknown to the attacker. When unknown, $IV$ can be templated by the attacker.

Figure 5: Recovery ratio for SHA-256 belief propagation attack considering variable rounds and noise levels with known (top) and unknown (bottom) chaining value $IV$.

The recovery ratio after SASCA on SHA-256 with increasing noise level and varying number of profiled rounds is depicted in Figure 5. We observe that (i) a recovery ratio of 1 is always achieved with a noise parameter inferior to 0.4, regardless the number of profiled rounds (superior to 3), (ii) increasing the number of profiled rounds above 20 does not allow to significantly increase the recovery capacity for high noise levels for both known $IV$ scenario (see Figure 5a) and unknown $IV$ scenario (see Figure 5b, and (iii) the knowledge of the $IV$ is beneficial to SASCA, allowing perfect recovery at a higher noise level. Considering (ii), further SASCA on SHA-256 will be performed with 20 profiling rounds.

6.1.2 Keccak-f

Similarly to the previous analysis, we aim at finding the number of Keccak-f rounds to be templated by an attacker. We perform two simulations with varying noise parameter $\sigma$ and number of templated rounds. The first experiment evaluates the recovery ratio over the input for a SHA3-256/SHAKE-256 instance (see Figure 6a). The second experiment measures the recovery ratio for a fully unknown Keccak-f input state (see Figure 6b). This case corresponds to attacking a late invocation of Keccak-f in the sponge construction without prior knowledge of the output of the previous invocation.

In Figure 6 we can observe that attacking SHA3-256 allows to stay with a recovery ratio of 1 up to $\sigma = 0.6$, which is superior to what can be recovered for a full random input. Still, with $\sigma < 0.5$, an attacker can recover a high proportion of the full random input (superior
6.2 Error location

We investigate the location of recovery errors after the attack. In Figure 7a, we illustrate the error rate for each bit, averaged on 50 runs of the attack on SHA-256 for $\sigma = 1$. This error rate is measured for two instances: the “default IV” version where the attacker knows the chaining value $IV$ and the “unknown IV” version where the attacker does not know the chaining value but has the possibility to craft bit-level templates on the latter.

Interestingly, in the “default IV” scenario, we observe that the error rate is increasing together with the index of 32-bit input words $W_i$. Recall from Algorithm 1 that the IV is manipulated together with $K_1$ (a public constant) and $W_1$ during the first compression round. Then, first round leakages of $T_1$, and hence $D$ and $A$, are very informative regarding $W_1$. At the end of the first round, the 32-bit words vector $(B, C, D, F, G, H)$ still contain known data. This reduces the entropy for $T_1$ and $T_2$ computations. The further the round, the more the uncertainty coming from the template attacks is spread in 32-bit words $A$ to $H$. This explains the increasing error rate in the “default IV” case with respect to $i$, the index of the 32-bit input word $W_i$. Finally, after round 11, the uncertainty spreading makes the error rate of $W_i$, $i \geq 11$ similar to the “unknown IV” case.

Similar analysis is accomplished with Keccak-f with $r = 576$ unknown input bits and $c = 1024$ bits set to the default value 0. Results are depicted in Figure 7b. Unlike SHA-256, Keccak-f with partially known input shows no meaningful error location biases at a 64-bit word scale. This can be explained by the fact that Keccak-f is a permutation function, that efficiently blends known and unknown data, notably though $\theta$, $\rho$, $\pi$ and $\chi$ routines. Along with having good properties against cryptanalysis [MDA17], this structure has the advantage to quickly spread the uncertainty coming from the template attack. Consequently, under the scenario of BP-based attacks, the compressive structure of
SHA-256 is a shortcoming regarding the confidentiality of the secret input. The “word by word” handling of the input with, at first, known data, gradually spreads the uncertainty coming from the templates, hence enabling a better recovery ratio on the first 32-bit words. As a result, small sized secrets processed as input of SHA-256 with known IV are more prone to be recovered when placed at the beginning of the input buffer. Interestingly, this case is encountered in SHA-256 based HMAC constructions. From a defensive point of view, if a compromise must be reached on a countermeasure against the attack proposed in this paper (countermeasures are later discussed in Section 10), protecting the first compression rounds must be a priority.

![Graph](image)

(a) Average error rate per SHA-256 input bit, (b) Average error rate per Keccak-f input bit, computed for noise parameter $\sigma = 1.0$. Straps computed for noise parameter $\sigma = 1.0$. Straps indicate 32-bit words of the input message.

**Figure 7:** Average error rate per bit for SHA-256 and Keccak-f.

### 6.3 Evaluation of SHA-2 and SHA-3 attacks

We now compare the resistance of several SHA-2 and SHA-3 instances against SASCA. Each attack exploits templates applied upon 20 compression rounds for SHA-256 and 5 Keccak-f rounds for Keccak. For an increasing noise level, we run the attack 50 times on random inputs and we average the recovery ratio. In order to assess the benefits of SASCA against a baseline attack, the result of a baseline classifier, as defined in Section 4, is used as a reference. Results of such simulations are illustrated in Figure 8.

![Graph](image)

Figure 8: Comparison of the recovery ratios of a baseline classifier (without BP), SHA-2 and Keccak-f attacks. The gray surface represents the standard deviation of the baseline classifier’s recovery ratio.

**Benefits of SASCA.** In Figure 8 we observe that SASCA provides better recovery ratios than baseline classifiers up to $\sigma = 0.75$ for all Keccak instances and up to $\sigma = 1.25$ for all SHA-256 instances. Beyond these noise levels, the SASCA approach does not seem to be significantly beneficial compared to the baseline attack. Finally, all attacks seem to converge to a recovery ratio of 0.5, which is equivalent to a random guess, when $\sigma$ tends to infinity.
Known data proportion. Results provided in Figure 8 show that the proportion of known data plays an important role regarding the resistance of the attack to noise. Indeed, for Keccak instances, the success of the attack with higher noise levels is directly proportional to the size of the capacity $c$ of the input, which is filled with zeros. Regarding SHA-256, we observe that the knowledge of the chaining value $IV$ is beneficial to the attacker.

Comparing SHA-3 and SHA-256. In our setup, Keccak is globally more resistant to SASCA than SHA-256. Moreover, from an attacker point of view, the hardest SHA-2 instance (i.e., SHA-256 with unknown input) can be attacked up to a higher noise level than the easiest SHA-3 instance (i.e., Keccak[$r=576, c=1024$]).

Comparison with You and Kuhn’s work. We recall that You and Kuhn [YK21] managed to reach a success rate superior to 0.9 with SASCA on Keccak-f for all standard instances presented in Table 1, this on a software implementation running on a Cortex-M4 controller. Moreover, they reported a bit-level template attack accuracy of approximately 0.73. When reporting this value onto the baseline classifier recovery ratio curve in Figure 8, one can notice that only SHA3-512 instance (i.e., Keccak[$r = 576$, $c = 1024$]) presents similar recovery ratios in our setup. This can be explained by several elements. Firstly, as precised in Section 4, we do not allow the attacker to build templates on intra-round intermediate variables (e.g., $C$ and $D$ for Keccak-f, or $T_1$ and $T_2$ for SHA-256 compression function). Depending on actual implementation, templating these intra-round variables and including the obtained likelihoods into the graph in real-case attack scenarios could be beneficial to all attacks illustrated in Figure 8. Secondly, the results presented in [YK21] are derived from real-case attacks, with potential high-variability regarding template accuracies upon intermediate variables, due to the potential presence of different leakage models. Consequently, the set of template outputs for all intermediate variables are not compulsorily drawn from the same probability distribution. This differs with the work presented in this paper, where the same leakage model is considered for each variable.

6.4 Discussion

In this section, we presented a methodology to assess the minimal number of hashing function rounds necessary to mount successful SASCA on SHA-256 and SHA-3. Then, we identified biases regarding the error rate of SASCA induced by the compressive structure of SHA-2’s internals. Noticeably, we showed that the first 32-bit words of the input can be recovered more easily with our attack. After, we analysed the benefits of SASCA compared to a baseline attack, and showed that the more input (and $IV$, in the particular case of SHA-256) is known, the easier it is for an attacker to recover the secret portion of the input with higher noise. For instance, this implies that Keccak instances with smaller rate $r$, while having higher security against cryptanalysis, are more sensitive to SASCA. Moreover, we showed that, with our setup, SHA-256 can be accurately attacked with SASCA up to higher noise levels than any considered SHA-3 instance. Furthermore, when comparing our simulated results with attacks previously proposed in the literature, we can assess that SHA-2 can be targeted with single trace SASCA in real-case scenarios.

7 Hashing on structured data

Until now, attack scenarios developed in this paper assumed that the target hashing function would take random data as input. However, when considering a firmware integrity check, the data processed by the hashing function consists in portions of a binary file partially composed of assembly instructions. The encoding of instructions is ruled by the relative ISA. Hence, the latter, as well as the implementation choices made by the compiler,
induce a structure on the binary file’s data. In this section, we investigate the possible benefits of exploiting this structure from an attacker’s perspective.

Bit-level biases. For this study, we aim at leveraging bit-level statistics from two sets of binary programs. We gather 1419 and 343 ARMv7-A and RISC-V binary files respectively. We disassemble all these binaries and only keep the 32-bit instructions contained in the .text section of the binary programs. This leads to datasets of approximately 27 and 7 million instructions for ARMv7-A and RISC-V, respectively.

For both datasets, each 32-bit instruction can be represented as \( X = (x_i)_{0 \leq i < 32} \). Then, we want to compute the likelihood for each \( x_i \) such as \( 0 \leq i < 32 \).

Statistics on per-bit instructions biases are depicted in Figure 9a and Figure 9b for ARMv7-A and RISC-V respectively. Firstly, we observe that both instruction sets lead to bitwise probability distributions that are not uniform. Moreover, we clearly observe the two most significant bits set to 1 systematically for the RISC-V instruction set, which is precised in the ISA specification.

Each bit prior distribution can be injected within the factor graph in order to take the bit-level biases into account while performing the attack.

![Figure 9: ARMv7-A and RISC-V instructions bit-level biases.](image)

Figure 10: SHA-256 SASCA attacks considering ARM and RISC-V code input compared to baseline (i.e., non SASCA) attacks and ISA-agnostic attack. For each noise level, the recovery ratio is averaged over 50 runs. The IV is known to the attacker.

**Attack scenario.** In order to perform the simulation, we randomly select a set of consecutive instructions within the code database and run the attack for increasing noise levels. Note that, for simplification purposes, we suppose the input of SHA-256 to be aligned to 32-bit words. Moreover, we consider the chaining value to be known: this corresponds to the “default IV” case scenario. In a real-case attack scenario, this would imply that targeting a compression phase in the Merkle Damgård scheme with prior knowledge of the preceding chaining value. The latter is either the known IV for the first compression call, or obtained by attacking the previous calls. In order to recover several compression input
blocks, the adversary can either chain the attacks, or, at the cost of fewer noise tolerance, perform attacks in an “unknown IV” scenario, as depicted in Subsection 6.3.

Simulation results. Results of this experiment are depicted in Figure 10. We observe that (i) considering either ARM or RISC-V priors allows a better recovery ratio compared to the ISA-agnostic baseline attack (default IV case in Figure 10), (ii) ARMv7-A biases provide better attack results than RISC-V for $\sigma$ superior to 1, both for the baseline and SASCA approaches, and (iii) each attack accuracy converges towards the corresponding baseline attack accuracy when the noise increases. Note that if we target a 0.9 recovery ratio, ARMv7-A and RISC-V priors lead to the same noise resistance against SASCA (i.e., $\sigma = 1$). Only higher noise levels highlight the superior contribution of ARMv7-A biases against RISC-V biases from an attacker’s perspective.

Discussion. This experiment shows that when the secret input of a hashing function is structured, the latter can be exploited by an attacker in order to enhance the attack accuracy. When considering the specific case of a secure boot executed at each device startup, an attacker could reach higher template accuracies by exploiting side-channel measurements originating from multiple startups of the device. Finally, note that instructions coming from a firmware are a specific type of structured data. Indeed, the approach developed in this section could also be applied on other structured data such as JSON files, PDFs or images.

8 Targeting SHA-256 HMAC

In this section, we study the security implications of several calls to a hashing function with inputs derived from the same secret through the use-case of a SHA-256 HMAC. Precisely, we investigate how combining multiple invocation of a SHA-256 compression function can be beneficial from an attacker’s perspective.

Attack principle. A HMAC provides authentication and integrity verification of the data $P$ by using a key $K$ and a hash function $h$. Formally, HMAC based on SHA-256 is computed as follows (see Figure 11):

$$\text{HMAC}_K = h((K \oplus \text{ipad})||h((K \oplus \text{ipad})||P))$$

(6)

One can observe that two derivations of $K$ are processed in the SHA-256 compression function: $K \oplus \text{ipad}$ and $K \oplus \text{opad}$. Note that $\text{ipad}$ and $\text{opad}$ are known parameters of the scheme. In this case study, we consider a 128-bit key $K$. An attacker can perform a SASCA upon the two SHA-256 calls $h(K \oplus \text{ipad})$ and $h(K \oplus \text{opad})$ simultaneously by joining the two corresponding factor graphs with variables that represent the bits of $K$.

Simulation results. Simulation results are depicted in Figure 12a. We observe that combining the two graphs is beneficial to the attacker, as the recovery ratio is higher for the double graph attack than the simple graph one. As previous attacks developed in this paper, the advantage of the BP approach compared to a baseline classifier becomes less significant as the noise increases.

Noise and BP Convergence. In Figure 12b, we illustrate the recovery ratio and the number of loopy-BP iterations obtained for several runs of the double graph HMAC attack for an increasing noise level. Recall from Subsection 2.1 that a threshold on the maximal statistical change of marginals from one iteration to the next is setup as a stopping criterion. One can see that, for low noise levels (i.e., inferior to $\sigma = 1$), the number of iterations for
Figure 11: HMAC construction for SHA-256.

Figure 12: HMAC attack accuracy with single and double graph and relationship between the noise level and the number of iterations.

Discussion. The attack presented in this section shows that processing derivations of a secret value multiple times through a hashing function is beneficial from an attacker’s perspective. Hence, such structures, that can be found in SHA-256 based HMAC, present a vulnerability allowing a side-channel attacker to extract secret data in presence of greater noise. Note that SHA-256 based HMAC is still widely used by default in several protocols and applications such as IPsec, SNMPv3, EIGRP or SSH.

One can remark that the presented HMAC attack does not rely on the data $P$. Consequently, if the same key $K$ is used to compute the HMAC for several files, an attacker can extract the appropriate compression function calls for each file (i.e., the ones taking $K \oplus ipad$ and $k \oplus opad$ as input) in order to enhance template accuracy (e.g., by averaging the traces), or to link them in a wider graph.
Interestingly, if the attacker has the possibility to observe the processing of known data $P$ through the HMAC function, they could perform a non-profiled attack as presented in \cite{BBD+13} in order to recover the chaining value $V_{out}$ outputted by $h(IV, K \oplus ipad)$. Then, as $V_{out}$ is known and $P_1$ controlled by the attacker, the latter can predict intermediate values of $h(V_{out}, P_1)$ and consequently train models in order to obtain templates. Eventually, these templates can be applied in order to recover $K$ with the attack presented in this section. Note that this scenario alleviates the attacker model, as the profiling and inference phases of the template attack can be performed on the same target device.

9 Targeting Kyber’s encrypt function

Kyber is a post-quantum Key Encapsulation Mechanism (KEM) that has been standardized by the NIST in 2022 \cite{ABD+19}. Kyber is a lattice-based scheme that aims at encapsulating a shared key for secure key exchange. Kyber’s encapsulation relies on an encryption procedure that consists in projecting the message (i.e., the shared key) in a lattice and adding an error, which is derived from a secret coin.

Interestingly, to reach IND-CCA2 security, the receiver needs to perform a Fujisaki-Okamoto transform \cite{FO99}, that includes a re-encrypt operation. This means that a side-channel attack targeting the encryption function to recover the shared key can either target the sender or the receiver device.

Encryption function. Pseudocode of the encryption algorithm used in Kyber is depicted in \cite[Algorithm 2]{Algorithm 2}. This algorithm takes as input a secret message (i.e., the shared key to be recovered by the attacker). As one can see, a 32-bytes secret random coin $r$ is derived thanks to a Pseudo Random Function (PRF) in order to generate a secret vector $\hat{r}$ and error vectors $e_1$ and $e_2$. We stress that, with the knowledge of the ciphertext $c$ (which can be intercepted by the adversary), the public key $pk$ and the secret random coin $r$, an attacker is able to recover the message $m$ (see Appendix A for a proof of this statement).

Attacking the PRF. The derivation in Kyber uses SHAKE-256 as a PRF. As seen in \cite[Table 1]{Table 1} SHAKE-256 is based on Keccak[$r=1088, c=512$]. Namely, in \cite[Algorithm 2]{Algorithm 2} $r$ is manipulated with $PRF(r, N)$, for $N \in \{0, \ldots, 2^k\}$, with $PRF(k, N) = SHAKE-256(r || N)$. As $r$ is a 256-bit variable and $N$ is known at each step, it is possible to mount an attack targeting the $N_{tot} = 2^k + 1$ calls to SHAKE-256 (see \cite[Table 3]{Table 3} in Appendix A). Note that the higher $N_{tot}$, the higher is Kyber’s security level.

We create a joint factor graph that represents intermediate variables of all $N_{tot}$ SHAKE-256 calls. The factor graph has bit-level variables that represent the 256-bit secret coin $r$. This structure allows to aggregate the results originating from a template attack performed on each SHAKE-256 call.

Figure 13: Average recovery ratio over 50 runs with increasing noise on Kyber’s encryption attack considering multiple SHAKE-256 calls.


Algorithm 2: Kyber encryption function [ABD+19]

\begin{algorithm}
\textbf{Input:} Public key \( pk \in \mathbb{B}_{12 \cdot k \cdot n/8 + 32} \)
\textbf{Input:} Message \( m \in \mathbb{B}_{32} \)
\textbf{Input:} Random coin \( r \in \mathbb{B}_{32} \)
\textbf{Result:} Ciphertext \( c \in \mathbb{B}_{d_u \cdot k \cdot n/8 + d_v \cdot n/8} \)

1 \( N \leftarrow 0 \)
2 \( \hat{t} \leftarrow \text{decode}_{12}(pk) \)
3 \( \hat{A} \leftarrow \text{generate_public_matrix}(pk) \)
4 \text{for} \( i \) \text{from} \( 0 \) \text{to} \( k - 1 \) \text{do}
5 \( r[i] \leftarrow \text{CBD}_{\eta_1}(\text{PRF}(r, N)) \)
6 \( N \leftarrow N + 1 \)
7 \text{for} \( i \) \text{from} \( 0 \) \text{to} \( k - 1 \) \text{do}
8 \( e_1[i] \leftarrow \text{CBD}_{\eta_2}(\text{PRF}(r, N)) \)
9 \( N \leftarrow N + 1 \)
10 \( e_2 \leftarrow \text{CBD}_{\eta_3}(\text{PRF}(r, N)) \)
11 \( \hat{r} = \text{NTT}(r) \)
12 \( u = \text{NTT}^{-1}(\hat{A}^T \cdot \hat{r}) + e_1 \)
13 \( v = \text{NTT}^{-1}(\hat{t}^T \cdot \hat{r}) + e_2 + \text{decompress}_q(\text{decode}_1(m), 1) \)
14 \( c_1 = \text{encode}_{d_u}(\text{compress}_q(u, d_u)) \)
15 \( c_2 = \text{encode}_{d_v}(\text{compress}_q(v, d_v)) \)
16 \text{return} \( c = (c_1 || c_2) \)
\end{algorithm}

Simulation results. Attack results with increasing level of noise are illustrated in Figure 13. First, one can observe that the noise level supported by the attack of a single SHAKE-256 call is superior to what is depicted in Figure 8. Indeed, even if SHAKE-256 is based on Keccak[r=1088, c=512], the secret coin \( r \) is concatenated to a known value \( N \) and then padded with the Keccak standard padding scheme, denoted 10’s, to fill the rate part of the input of Keccak-f. This leads to 1344 known bits and \( \#S = 256 \) unknown bits within the latter input. The size of the manipulated secret being smaller than all previously analysed Keccak instances, the higher accuracy observed for the SHAKE-256 (\( N\text{tot} = 1 \)) instance follows the conclusions brought in Section 6.

Most importantly, analogously to the results presented in Section 8, considering several calls to SHAKE-256 sharing the same secret allows to drastically increase the level of noise supported by the attack, following the evolution of \( N\text{tot} \).

10 Countermeasures

In this section we present several countermeasures suggestions to cope with the attacks presented in this paper.

Protocol. In Section 8 and Section 9 we show that multiple derivations of a same secret going through a hash function raise a vulnerability. Moreover, in the special case of Kyber, we see that increasing the security level directly enhances the potential for an attacker to mount attacks that support a higher level of noise. Consequently, possible countermeasure paths could be headed towards implementing derivations from a secret that are harder to exploit from an attacker’s perspective. Finally, as seen in Subsection 6.2, placing SHA-256 HMAC’s secret key at the end of the input buffer makes harder its recovery with SASCA.
Masking. All attacks presented in this paper rely on the ability for an attacker to craft a template attack on several intermediate variables within the targeted hashing functions. Appropriate masked implementations of Keccak have already been presented in the literature [GSM17,ABP+18]. Moreover, hardware implementations of the SHA-2 HMAC scheme with a masked compression function have been proposed [HWZ18]. We showed that the first rounds of SHA-256 compression function must be protected in priority because secret data is mixed with known data. An adaptive masking (e.g., masking only the $n$ first compression rounds) could be considered to thwart our proposed attack with limited impact.

Shuffling. Randomizing the processing order of compression intermediate variables in SHA-256, or shuffling Keccak-f inputs represents a promising countermeasure. Nevertheless, there exist data dependencies (e.g., for SHA-256 message expansion) that limit the capacity to shuffle the operations.

Hiding. All attacks presented in this paper are valid until a certain level of noise. Artificial extra noise and jitter can be foreseen as a countermeasure for the attacks we propose here. Hence, classical measures that tend to limit the power consumption variations or that insert dummy cycles during the sensitive code execution can be beneficial. Indeed, these measures would complicate the template construction phase of the attack, and thus lower the SASCA accuracy.

11 Conclusion and Further Work

<table>
<thead>
<tr>
<th>Scenario</th>
<th>#S</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-256 (Default IV)</td>
<td>512</td>
<td>0.95</td>
</tr>
<tr>
<td>SHA-256 (Unknown IV)</td>
<td>768</td>
<td>0.85</td>
</tr>
<tr>
<td>Keccak[$r=1600, c=0$]</td>
<td>1600</td>
<td>0.55</td>
</tr>
<tr>
<td>Keccak[$r=1344, c=256$]</td>
<td>1344</td>
<td>0.60</td>
</tr>
<tr>
<td>Keccak[$r=1152, c=448$]</td>
<td>1152</td>
<td>0.65</td>
</tr>
<tr>
<td>Keccak[$r=1088, c=512$]</td>
<td>1088</td>
<td>0.65</td>
</tr>
<tr>
<td>Keccak[$r=832, c=768$]</td>
<td>832</td>
<td>0.70</td>
</tr>
<tr>
<td>Keccak[$r=576, c=1024$]</td>
<td>576</td>
<td>0.80</td>
</tr>
<tr>
<td>SHA-256 (ARM priors)</td>
<td>512</td>
<td>1.0</td>
</tr>
<tr>
<td>SHA-256 (RISCV priors)</td>
<td>512</td>
<td>1.0</td>
</tr>
<tr>
<td>SHA-256 (HMAC)</td>
<td>128</td>
<td>1.1</td>
</tr>
<tr>
<td>SHA-256 (HMAC double graph)</td>
<td>128</td>
<td>1.4</td>
</tr>
<tr>
<td>Kyber’s encrypt SHAKE-256 ($N_{tot} = 1$)</td>
<td>256</td>
<td>1.1</td>
</tr>
<tr>
<td>Kyber’s encrypt SHAKE-256 ($N_{tot} = 5$)</td>
<td>256</td>
<td>2.2</td>
</tr>
<tr>
<td>Kyber’s encrypt SHAKE-256 ($N_{tot} = 7$)</td>
<td>256</td>
<td>2.55</td>
</tr>
<tr>
<td>Kyber’s encrypt SHAKE-256 ($N_{tot} = 9$)</td>
<td>256</td>
<td>2.95</td>
</tr>
</tbody>
</table>

In this paper, we investigated the security of SHA-256 and SHA-3 hashing functions against soft analytical side-channel attacks that aim at retrieving a secret input under a bit-level leakage model. In particular, we showed that SHA-3 is more resistant to SASCA than SHA-256. This is partially due to the compressive structure of SHA-256 that generates a bias during the first compression rounds by mixing known and unknown data. Such bias allows SASCA to recover more efficiently the first 32-bit words of the input. Then, through a boot image integrity check use-case, we experimentally showed
that the underlying structure of hashed inputs (assembly instructions in this example) can be exploited in order to enhance SASCA accuracy. Next, we mounted new attacks that exploit multiple calls to a hashing function that process data derived from the same secret. This approach was evaluated on SHA-256 based HMAC and Kyber’s encryption function, that is based on SHAKE-256. This type of construction leads to additional vulnerabilities when considering an attacker with SASCA potential. In Table 2 we summarize the maximum noise levels that lead to 90% input recovery ratio through SASCA for all attacks presented in this paper. Particularly, it shows that attacks based on multiple hash function invocations really push forward the acceptable noise level from an attacker’s perspective. In cases where side-channel attacks represent a threat, such vulnerability must be taken into account when designing new schemes that use hashing function to manipulate secret data, particularly by examining appropriate countermeasures. For instance, post-quantum schemes such as SPHINCS, that are mostly based on hash functions, should be scrutinized in this regard.

In this paper, we deliberately eluded the practical difficulties of performing a template attack on hashing functions. Hence, future works could investigate such practical aspects, and the impact of considering within SASCA likelihoods coming from models that profile variables with different leakage models. This could lead to the application of advanced profiling, for example based on deep neural networks, allowing to investigate the interface between machine learning and probabilistic graphical models within a SASCA framework.
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A Kyber encrypt attack soundness

By looking backwards at Algorithm 2, we see that $c_2$ can be recovered from $c$, which is a simple concatenation of $c_1$ and $c_2$. Then, an attacker can compute $v'$ as follows:

$$v' = \text{decompress}_q(\text{decode}_{d_v}(c_2), d_v)$$

We know from Kyber’s specification that the loss of information induced by this computation is:

$$\delta_{err} = |v - v' \mod q| \leq \left\lfloor \frac{q}{2^{d_v+1}} \right\rfloor$$

with $[x]$ being the rounding operation. The value of $\delta_{err}$ corresponding to each security level of Kyber is depicted in Table 3.

By setting $m_{dec} = \text{decompress}_q(\text{decode}_1(m), 1)$, from Algorithm 2 we have:

$$v = NTT^{-1}(\hat{t}^T \circ \hat{r}) + e_2 + m_{dec}$$

By making the hypothesis that an attacker is able to recover $r$, they can then obtain $NTT^{-1}(\hat{t}^T \circ \hat{r}) + e_2$. Then, the attacker can compute the following:

$$m'_{dec} = v' - (NTT^{-1}(\hat{t}^T \circ \hat{r}) + e_2)$$

This operation guarantees that $|m_{dec} - m'_{dec} \mod q| = \delta_{err}$. Then we have:

$$\text{compress}_q(m'_{dec}, 1) = \left\lfloor \frac{2}{q} \cdot m_{dec} \right\rfloor \mod + 2$$

For all Kyber security levels, the relation $\delta_{err} < \frac{q}{4}$ is guaranteed. This allows the attacker to compute the shared key $m$ with:

$$m = \text{encode}_1(\text{compress}_q(m'_{dec}, 1))$$

Table 3: Kyber parameters values.

<table>
<thead>
<tr>
<th>Version</th>
<th>$q$</th>
<th>$k$</th>
<th>$N_{tot}$</th>
<th>$d_v$</th>
<th>$\delta_{err}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kyber512</td>
<td>3329</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>104</td>
</tr>
<tr>
<td>Kyber768</td>
<td>3329</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>104</td>
</tr>
<tr>
<td>Kyber1024</td>
<td>3329</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>52</td>
</tr>
</tbody>
</table>