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Abstract. In this paper, we provide a novel framework for constructing Constrained Pseudo-random Functions (CPRFs) with inner-product constraint predicates, using ideas from subtractive secret sharing and related-key-attack security.

Our framework can be instantiated using a random oracle or any suitable Related-Key-Attack (RKA) secure pseudorandom function. This results in three new CPRF constructions:

1. an adaptively-secure construction in the random oracle model;
2. a selectively-secure construction under the DDH assumption; and
3. a selectively-secure construction with a polynomial domain under the assumption that one-way functions exist.

All three instantiations are constraint-hiding and support inner-product predicates, leading to the first constructions of such expressive CPRFs under each corresponding assumption. Moreover, while the OWF-based construction is primarily of theoretical interest, the random oracle and DDH-based constructions are concretely efficient, which we show via an implementation.

* This work was done in part while at Microsoft Research, New England.
Constrained pseudorandom functions (CPRFs) [10, 16, 48] are pseudorandom functions (PRFs) with a "default mode" associated with a master key \( \text{msk} \), and a "constrained mode" associated with a constrained key \( \text{csk} \) defined over a predicate \( C \). The constrained key \( \text{csk} \) can be used to compute the same "default mode" value of the PRF for all inputs \( x \) where \( C(x) = 0 \). However, for all inputs \( x \) where \( C(x) \neq 0 \), the constrained key \( \text{csk} \) can only be used to compute a randomized value that is computationally independent of the PRF value under \( \text{msk} \).

In the basic definition of CPRFs, the constrained key \( \text{csk} \) can reveal the predicate \( C \) (i.e., all inputs \( x \) where \( C(x) = 0 \)). For example, the GGM PRF [41], admits puncturing constraints [10, 16, 48], where the constraint \( C \) is a point function that outputs 0 on all-but-one input. In the GGM PRF, \( \text{csk} \) reveals the punctured point to the constraint key holder. An enhanced definition of CPRFs, first formalized by Boneh, Lewi, and Wu [14] (PKC 2017), requires \( \text{csk} \) to hide \( C \), and is much more challenging to achieve, even for simple constraints [14, 26, 34].

Constructing CPRFs for expressive constraint classes under standard assumptions has proven to be a challenging task. Several constructions exist for simple constraint classes, such as prefix-matching, bit-fixing, and constraints expressible by \( t \)-CNF formulas (with constant \( t \)) under various assumptions, including the minimal assumption that one-way functions exist (see the excellent survey of related works in [34, Appendix A]). However, even slightly more expressive constraints, such as constraints represented by inner products, constant-degree polynomials, or circuits in \( \text{NC}^1 \) (the class of functions.

\(^1\) Alternative notions of constraint PRFs were discovered concurrently in [16, 48].
computable by logarithmic-depth circuits), appear to be much more challenging to construct from standard assumptions [3, 26, 28, 30].

In a recent work, Couteau, Meyer, Passelègue, and Riahinia [30] (Eurocrypt 2023) were able to realize CPRFs for NC$^1$ from DCR (but without the constraint-hiding property), as well as constraint-hiding CPRF with inner-product constraint predicates, through an elegant connection to homomorphic secret sharing [18, 19, 21, 54]. In contrast, constraint-hiding CPRFs for NC$^1$ are only known under LWE [26, 28, 55] (or indistinguishability obfuscation [14, 27]) and can even imply indistinguishability obfuscation in certain cases [26]. Therefore, the result of Couteau et al. significantly pushes the constraint expressivity of CPRFs under the Decisional Composite Residuosity (DCR) assumption. Prior to their result, the only known constructions for constraint-hiding CPRFs with sufficiently powerful constraint predicates to evaluate inner-product constraints required either the learning with errors (LWE) assumption or non-standard assumptions [14, 26, 55]. However, in contrast to other constraint predicates that can be realized from one-way functions [10, 16, 34, 48], there is still a significant gap in our understanding of which assumptions are necessary for realizing CPRFs for more expressive constraint classes, such as inner-product and NC$^1$ predicates.

Motivation. In this paper, we revisit the assumptions required to construct constraint-hiding CPRFs for inner-product constraint classes. This is motivated by the existence of CPRFs for NC$^1$ from Diffie-Hellman-style assumptions [3], as well as constraint-hiding CPRFs for bit-fixing and (constant sized) t-CNF formulas from the minimal assumption that one-way functions exist [34]. Understanding what assumptions are required to realize sufficiently expressive CPRFs can shed light on realizing closely related “high-end” cryptographic primitives such as functional encryption [26, 38], searchable symmetric encryption [14], attribute-based encryption [3], and even obfuscation [26]. Specifically, in this paper, we ask:

Under what assumptions do constrained PRFs with inner-product predicates exist?

The motivation for studying inner-product constraints is that they can be used to construct CPRFs with constraint predicates represented by constant-degree polynomials and extensions thereof (see Appendix B for details), and are of interest both as a theoretical object and as a practical tool. From a theoretical lens, the fact that inner-product predicates lie somewhere in between t-CNF and NC$^1$ predicates in terms of expressivity, motivates the study of CPRFs for inner-product predicates under weaker assumptions, with the goal of potentially finding new techniques that could lead to more expressive constraints under weaker assumptions. This was also the motivation behind Attrapadung et al. [5] and other works examining the assumptions required to build CPRFs. Indeed, Davidson et al. [34] prove that CPRFs for inner-product predicates imply CPRFs for constant t-CNFs predicates (see [34, Appendix C] and Appendix B), which in turn imply CPRFs for bit-fixing predicates.

From a practical perspective, the current lack of any concretely efficient CPRF constructions for inner-product predicates, motivates the quest of finding assumptions under which efficient constructions can be realized. This is especially motivated by the hope that concretely efficient constructions of CPRFs for inner-product predicates will lead to interesting real-world applications, as has been the case for the concretely efficient constructions of CPRFs admitting puncturing constraints (e.g., [5, 6, 15, 22, 37, 44, 50, 52, 58, 59, 60]).

Contributions. In this paper, we make the following three contributions:

New constructions from new assumptions. We construct the first CPRFs for inner-product predicates with (1) adaptive security in the random oracle model, (2) selective security under the Decisional Diffie-Hellman (DDH) assumption, and (3) selective security with a polynomial input domain under the minimal assumption that One-way Functions (OWFs) exist. All three of our results push the frontier of what was previously known theoretically on CPRFs. Moreover, our constructions are all constraint-hiding by default.

A simple framework. We provide a simple framework that exploits the properties of subtractive secret sharing to construct CPRFs for inner-product predicates. Our framework makes explicit several ideas that have been used implicitly in many prior works on CPRFs (e.g., [3, 24, 25, 55]), and may prove useful in obtaining more results in the future.

To the best of our knowledge, no constraint-hiding CPRF constructions have been implemented to date.
Due to the simplicity of our building blocks, we show that our constructions result in the first practical constraint-hiding CPRFs under standard assumptions. We implement and benchmark our constructions, proving that they are concretely efficient. (All prior constructions of CPRFs for inner-product predicates, including the DCR-based construction of Couteau et al., require computationally expensive machinery, making them impractical.)

Extensions and Applications. Our framework has the following applications and extensions.

1. More complex predicates. From inner-product constraints, we can build CPRFs for more complex predicates via generic transformations, including constraints represented by constant degree polynomials and CPRFs for the “AND” of d distinct inner-product predicates. In particular, the latter allows us to construct matrix-product constraint predicates, where the constraint is satisfied if and only if $Ax = 0$, for a constraint matrix $A$.

2. Lower-bounds in learning theory. In learning theory, Membership Query (MQ) learning provides a model for quantifying the “learnability” or complexity of a certain class of functions [61]. Informally, in the MQ learning framework, a learner gets oracle access to a function and must approximate the function after making a sufficient number of queries. Cohen, Goldwasser, and Vaikuntanathan [29] introduce a model they call MQ with Restriction Access (MQRA), where in addition to black-box membership queries, the learner obtains non-black-box access to a restricted subset of the function. Obtaining (negative) results on the learnability of a particular class in the MQRA model can be done using a connection to constrained PRFs; see Appendix B.

Followup Work. In a followup work, Couteau, Devadas, Devadas, Koch, and Servan-Schreiber [31] extend our CPRF construction to realize a shiftable CPRF, which allows the master key holder to emulate the PRF evaluation on the constrained key for different potential constraints. They then show how to use this extended CPRF to realize an efficient OT extension protocol with precomputability and a non-interactive public-key setup, which heavily exploits the concrete efficiency of our CPRF construction.

1.1 Related Work

In Table 1, we summarize known constructions of CPRFs for inner-product predicates (including existing constructions for more general predicates such as $\text{NC}^1$ and $\text{P/poly}$) and highlight our results.

CPRFs for inner-product predicates. Attrapadung et al. [3] construct constrained PRFs for $\text{NC}^1$ (which includes inner-product predicates) from the L-decisional Diffie-Hellman inversion (L-DDHI) in combination with DDH over the quadratic residue subgroup $\text{QR}_p$ (they can make their construction adaptively-secure by using a random oracle instead of DDH in $\text{QR}_p$), but their construction is not constraint-hiding. Similarly, Couteau et al. [30] also show how to construct CPRFs for $\text{NC}^1$ predicates from the DCR assumption through homomorphic secret sharing (but also fail to achieve constraint privacy). Couteau et al. [30] additionally show that their techniques can be used to construct a CPRF from DDH with a polynomially-bounded input domain. CPRFs for more general predicates are known from multi-linear maps [10, 13], indistinguishability obfuscation [4, 11, 14, 34, 45, 46], and LWE [24, 25, 26, 28, 55], and can be used to instantiate CPRFs with inner-product constraints under those assumptions.

Constraint-hiding CPRFs for inner-product predicates. Davidson et al. [34] (Crypto 2020) construct (weakly) constraint hiding CPRFs for inner-product predicates from the LWE assumption. Specifically, their construction satisfies a weaker privacy definition, in which the adversary does not get access to an evaluation oracle. Constraint-hiding CPRFs for more general predicates (that include inner-product predicates) are known from the LWE assumption [25, 26, 28, 55] and indistinguishability obfuscation [14]. To the best of our knowledge, Couteau et al. [30] are the first to realize constraint-hiding CPRFs for inner-product predicates from a non-lattice assumption, specifically from DCR.

One-one CPRFs. Our framework (as well as some prior constructions of CPRFs [3, 30, 34]) shares some conceptual similarities to the construction of one-one constrained PRFs [56]—an information-theoretic primitive that can be viewed as a CPRF in the “no-evaluation security” model [3], with applications to conditional disclosure of secrets. However, their constructions cannot be used to realize the standard notion of CPRFs from standard assumptions.
Table 1: Related work on CPRFs for Inner-Product (IP) predicates from standard assumptions.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Security</th>
<th>Hiding</th>
<th>Predicate</th>
<th>Practical</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>[24, 25, 26, 28, 55]</td>
<td>LWE</td>
<td>Selective</td>
<td>✓/✗</td>
<td>≥ NC¹</td>
<td>✓</td>
</tr>
<tr>
<td>AMNYY18 [3]</td>
<td>L-DDHI</td>
<td>Selective</td>
<td>×</td>
<td>NC¹</td>
<td>×</td>
</tr>
<tr>
<td>AMNYY18 [3]</td>
<td>L-DDHI</td>
<td>Adaptive</td>
<td>×</td>
<td>NC¹</td>
<td>×</td>
</tr>
<tr>
<td>DKNYY20 [34]</td>
<td>LWE</td>
<td>Adaptive</td>
<td>×</td>
<td>IP</td>
<td>×</td>
</tr>
<tr>
<td>CMPR23 [30]</td>
<td>DCR</td>
<td>Selective</td>
<td>✓</td>
<td>IP</td>
<td>×</td>
</tr>
<tr>
<td>CMPR23 [30]</td>
<td>DDH</td>
<td>Selective</td>
<td>✓</td>
<td>IP</td>
<td>×</td>
</tr>
</tbody>
</table>

Theorem 1: ROM Adaptive ✓ IP ✓
Theorem 3: DDH Selective ✓ IP ✓
Theorem 5: VDLPN Selective ✓ IP × Only for weak CPRFs
Theorem 8: OWF Selective ✓ IP × Polynomial input domain

1.2 Organization

In Section 2, we provide a technical overview highlighting the main ideas behind our framework and constructions. In Section 3, we cover the necessary preliminaries on CPRFs and RKA-secure PRFs. In Section 4, we present our framework and provide an adaptively secure CPRF construction for inner-product predicates in the random oracle model. In Section 5, we show that we can instantiate our framework from RKA-secure PRFs, without the need for a random oracle. In Section 6, we show how to instantiate our framework from one-way functions. In Section 7, we discuss the practical efficiency of our constructions. In Appendix B, we discuss extensions and applications.

2 Technical Overview

In this section, we provide an overview of our framework and constructions.

Background on CPRFs. Following prior works [25, 30], for PRF domain \(X\) and a constraint \(C: X \rightarrow \{0, 1\}\), we write \(C(x) = 0\) for “true” (authorized), and \(C(x) \neq 0\) for “false” (unauthorized). CPRFs consist of a master secret key \(msk\), which can be used to evaluate the PRF on all inputs in the domain. From \(msk\), it must then be possible to efficiently sample a constrained key \(csk\) for a given constraint \(C\), which can be used to evaluate the PRF on all inputs \(x\) in the domain where \(C(x) = 0\). Constraint hiding CPRFs have the added property that \(C\) remains hidden given \(csk\). See Section 3 for formal definitions.

2.1 Our Approach

We now explain the main technical ideas that underpin our framework for constructing CPRFs for inner-product predicates. We start by explaining how we can use the idea of subtractive secret sharing to construct a constraint predicate \(C\) for inner-product predicates, inspired by Couteau et al.

The power of subtractive secret sharing. Subtractive secret shares of a value \(s\), which we denote by \(s_0\) and \(s_1\), have the property that \(s_0 - s_1 = s\) (over \(\mathbb{Z}\)). By splitting \(s\) into two random shares \(s_0\) and \(s_1\), individually each share is independent of the secret \(s\). To use subtractive secret sharing to construct CPRFs, the main idea is to exploit the symmetry between the two shares. Specifically, consider what happens when the secret \(s\) is zero. Because we have that \(s_0 - s_1 = 0\), it follows that \(s_0 = s_1\). This symmetry present in subtractive secret shares has enabled many efficient techniques for distributed computations [17, 18, 19, 20, 21, 23, 39, 54], and surprisingly, also applies to CPRFs [30]. Specifically, consider the inner-product constraint \(C_z\) parameterized by a vector \(z\) and defined as
Next, denote subtractive secret shares of the constraint vector \( z \) by \( z_0 \) and \( z_1 \), such that \( z_0 - z_1 = z \). Thanks to the aforementioned symmetry property, for all input vectors \( x \):

- If \( \langle z, x \rangle = 0 \) (i.e., \( C_2(x) = 0 \), authorized), then \( \langle z_0, x \rangle = \langle z_1, x \rangle \), and
- If \( \langle z, x \rangle \neq 0 \) (i.e., \( C_2(x) \neq 0 \), unauthorized), then \( \langle z_0, x \rangle \neq \langle z_1, x \rangle \).

In words, the constraint is satisfied if and only if both shares of the inner product are equal. Moreover, note that \( z_1 \) can be sampled after \( z_0 \), because \( z_0 \) is a random value independent of the “secret” constraint \( z \). We now describe how we can use these properties of subtractive secret sharing to construct a CPRF.

**Initial attempt (not secure).** Our first idea, which unfortunately turns out to be not secure, is to let the master secret key \( \text{msk} = z_0 \), for a random \( z_0 \). Then, for a given constraint vector \( z \), the constrained key is computed (on-the-fly) as \( \text{csk} = z_1 \), where \( z_1 = z_0 - z \). The intuition is that for all \( x \) where \( \langle z, x \rangle = 0 \) (i.e., for all authorized \( x \)), both the master secret key and the constrained key can be used to derive the same key \( k \). Specifically, we can simply let \( k = \langle z_0, x \rangle = \langle z_1, x \rangle \). Using the key \( k \), in conjunction with any PRF \( F \), we can define the output of the evaluation on the input \( x \) to be \( F_k(x) \). Additionally, for all \( x \) where \( \langle z, x \rangle \neq 0 \) (i.e., for all unauthorized \( x \)), the master key and constrained key derive different PRF keys, which results in the constrained key outputting a pseudorandom value.

Unfortunately, while this initial attempt provides the necessary correctness properties, it is not secure for the following two reasons:

1. the CPRF adversary, knowing the constraint \( z \) and given \( z_1 \) can trivially recover \( z_0 \) (the master secret key) simply by computing \( z_0 = z_1 + z \), and
2. in the case where \( \langle z, x \rangle \neq 0 \), the derived key is still related to the master key \( \text{msk} \), in that \( \langle z_1, x \rangle = \langle z_0, x \rangle - \langle z, x \rangle \).

Couteau et al. [30] resolves these two issues by resorting to HSS. In particular, they only use the value of \( [z, x] \) (which each party can compute a share of given \( z_0 \) and \( z_1 \), respectively) as a conditional mask in a HSS computation that computes a PRF. As such, they require evaluating a PRF inside of HSS which makes their construction impractical. This is where our approach diverges from the one of Couteau et al., which we explain next.

**Second attempt (secure).** To fix our initial attempt, we must first prevent the adversary from recovering \( z_0 \) (the master secret key) from the constrained key \( z_1 \), while still guaranteeing the necessary property that \( \langle z_0, x \rangle = \langle z_1, x \rangle \) whenever \( \langle z, x \rangle = 0 \). To achieve this, we exploit the linearity of inner products. Specifically, let \( F \) be a finite field of order at least \( 2^\lambda \), for a security parameter \( \lambda \). As before, we let \( \text{msk} := z_0 \), for a random \( z_0 \in F^\ell \). However, now we let \( \text{csk} := z_1 \), where \( z_1 := z_0 - \Delta z \), for a random scalar “shift” \( \Delta \in F \). Notice that when \( \langle z, x \rangle = 0 \),

\[
\langle z_0, x \rangle = \langle z_0, x \rangle - \Delta \langle z, x \rangle = \langle z_0, x \rangle - \langle \Delta z, x \rangle = \langle z_1, x \rangle,
\]

which still guarantees that the master secret key and constrained key can be used to derive the same PRF key \( k \), whenever \( C(x) = 0 \). Moreover, because \( \Delta \) is uniformly random over \( F \) (which has order at least \( 2^\lambda \)), \( z_1 \) cannot be used to recover \( z_0 \), even with knowledge of the constraint \( z \), thereby preventing the CPRF adversary from recovering the master secret key \( \text{msk} \) from the constrained key \( \text{csk} \).

Now, with the random shift \( \Delta \), we ensure that the constrained key \( \text{csk} \) does not leak the master secret key, and forms the basis for our framework described in Section 4. However, we are still left with the second problem we identified in our initial attempt: The derived PRF keys are still related to the master secret key, which does not guarantee that the resulting PRF evaluation is pseudorandom to the adversary. To deal with this, we can use the random oracle model.

**Construction in the random oracle model.** One simple way to instantiate the CPRF with correlated keys is to instantiate the PRF with a random oracle \( H \). This forms the basis for our first instantiation, which we describe in Section 4.1. In a nutshell, we show that, if we use the derived key \( k = \langle z_1, x \rangle \) with a random oracle \( H \) as the PRF, then the construction \( F_k(x) := H(k, x) \) is a secure CPRF. Specifically, the random oracle ensures that each evaluation is uniformly random, while
still guaranteeing both the master secret key and the constrained key derive the same \( k \) when the constraint is satisfied.

**Removing the random oracle with an RKA-secure PRF.** To remove the random oracle requirement, we show that we can use a “special” PRF that remains provably secure when evaluated with different related keys. Such PRFs are known as Related-Key-Attack (RKA) secure PRFs \([8]\) and have been studied extensively \([1, 2, 7, 8, 12, 22, 32, 40, 42, 51]\), yielding several constructions to choose from. This result is rather surprising, since prior works that require notions of correlation-robustness (e.g., \([47, 49, 57]\)) could only be constructed from more powerful assumptions. In contrast, we show that constructing CPRFs with inner-product constraints requires a much weaker flavor of correlation-robustness satisfied by RKA-secure PRFs with affine key-derivation functions. In particular, this weaker notion of correlation-robustness can be instantiated unconditionally leading to our one-way function based CPRF construction in Section 6.

**Suitable RKA-secure PRFs.** As we have informally shown above, a fully “RKA-secure” PRF can be realized with a random oracle to remove correlations in the keys. However, constructions of RKA-secure PRFs exist from several standard assumptions. These constructions achieve security against adversaries that can adaptively query the PRF when keyed on arbitrary functions of the secret key. In particular, we require RKA-security against affine functions of the key (see Section 3 for definitions), which is a stronger notion compared to standard RKA-security against additive functions that is often considered in the literature. The affine function requirement eliminates many RKA-secure PRF constructions (e.g., \([2, 7, 8, 12, 32, 40, 51]\)), leaving us only with the DDH-based RKA-secure PRF for affine functions of Abdalla et al. \([1]\).

The DDH-based RKA-secure PRF forms the basis for our first instantiation in the standard model. However, we also show that we can use any (weak) PRF\(^3\) that is RKA-secure against additive functions to instantiate our framework and obtain a (weak) CPRF for inner-product predicates. In particular, this allows us to use the VDLPN-based RKA-secure (weak) PRF of Boyle et al. \([22]\).

Additionally, we show that we can adapt the one-way function based RKA-secure PRF of Applebaum and Widder \([2]\) to instantiate our framework (under certain restrictions). Specifically, the PRF of Applebaum and Widder \([2]\) is only secure against additive functions and requires the number of related keys that the adversary queries to be apriori bounded by some polynomial \( t \) (in the security parameter). While these restriction makes their RKA-secure PRF construction have limited applications elsewhere, we find that it is just sufficiently powerful to apply to our framework provided that we bound the magnitude of the input vectors to be polynomial in \( t \) and limit CPRF to a polynomially-sized domain. However, a problem is that their construction is only proven RKA-secure for additive functions of the key, which is not suitable to instantiate our framework. Fortunately, however, we can easily adapt their result to the case of affine functions, making it compatible with our framework and leading to the first Minicrypt CPRF construction for inner-product predicates. Prior to this, the only CPRF for inner-product predicates with a polynomial domain was based on DDH \([30]\).

## 3 Preliminaries

### 3.1 Notation

We let \( \lambda \) denote the security parameter. We let \( \mathbb{F} \) denote a finite field (e.g., integers mod \( p \)), \( \mathbb{Z} \) denote the set of integers, and \( \mathbb{N} \) denote the set of natural numbers. We let \( \mathbb{F}^\times \) denote the set \( \mathbb{F} \setminus \{0\} \). A vector \( \mathbf{v} = (v_1, \ldots, v_n) \) is denoted using bold lowercase letters. Scalar multiplication with a vector is denoted \( a \mathbf{v} = (av_1, \ldots, av_n) \) and the inner product between two vectors \( \mathbf{a} \) and \( \mathbf{b} \) is denoted \( \langle \mathbf{a}, \mathbf{b} \rangle \). We let \( \text{poly}(\cdot) \) denote any polynomial and \( \text{negl}(\cdot) \) denote a negligible function. We say an algorithm \( \mathcal{A} \) is **efficient** if it runs in probabilistic polynomial time. For a finite set \( S \), we let \( x \overset{\$}{\leftarrow} S \) denote a uniformly random sample from \( S \). Assignment from a possibly randomized algorithm \( \mathcal{A} \) on input \( x \) is denoted \( y \leftarrow \mathcal{A}(x) \) and initialization of \( y \) to the value \( x \) is denoted as \( y := x \).

### 3.2 Constrained Pseudorandom Functions

We start by recalling the syntax and properties of constrained pseudorandom functions (CPRFs). For simplicity, we restrict the definition to 1-key, constraint-hiding CPRFs, which is the definition satisfied

\(^3\) A weak PRF is secure if the adversary only queries it on random inputs.
by our constructions. We point to Boneh et al. [14] for a more general definition of constraint-hiding CPRFs (i.e., with polynomial-key security).

Definition 1 (Constrained Pseudorandom Functions; adapted from [14, 30]). Let \( \lambda \in \mathbb{N} \) be a security parameter. A Constrained Pseudorandom Function (CPRF) with key space \( K = K_\lambda \), domain \( X = \mathcal{X}_\lambda \), and range \( Y \), that supports constraints represented by the class of circuits \( \mathcal{C} = \{ \mathcal{C}_\lambda \}_{\lambda \in \mathbb{N}} \), where \( \mathcal{C}_\lambda : X \rightarrow \{0, 1\} \), consists of the following four algorithms.

- **KeyGen**(\( \lambda \)) \( \rightarrow \) msk. Takes as input a security parameter \( \lambda \). Outputs a master secret key \( \text{msk} \in K \).
- **Eval**(msk, \( x \)) \( \rightarrow \) y. Takes as input the master secret key \( \text{msk} \) and input \( x \in X \). Outputs \( y \in Y \).
- **Constrain**(msk, \( C \)) \( \rightarrow \) csk. Takes as input the master secret key \( \text{msk} \) and a constraint circuit \( C \in \mathcal{C} \). Outputs a constrained key \( \text{csk} \).
- **CEval**(csk, \( x \)) \( \rightarrow \) y. Takes as input the constrained key \( \text{csk} \) and an input \( x \in X \). Outputs \( y \in Y \).

We let any auxiliary public parameters \( \text{pp} \) be an implicit input to all algorithms. A CPRF must satisfy the following correctness and security properties.

**Correctness.** For all security parameters \( \lambda \), all constraints \( C \in \mathcal{C} \), and all inputs \( x \in X \) such that \( C(x) = 0 \) (authorized), it holds that:

\[
\Pr \left[ \text{Eval}(\text{msk}, x) = \text{CEval}(\text{csk}, x) \right] = 1 - \text{negl}(\lambda).
\]

**(1-key, adaptive) Security.** A CPRF is (1-key, adaptively)-secure if for all efficient adversaries \( A \), the advantage of \( A \) in the following security experiment \( \text{Exp}^\text{sec}_{A,0}(\lambda) \) is negligible in \( \lambda \). Here, \( b \) denotes the challenge bit.

1. **Setup:** On input \( \lambda \), the challenger runs \( \text{msk} \leftarrow \text{KeyGen}(\lambda) \), initializes the set \( Q := \emptyset \), and runs \( A(\lambda^0) \).
2. **Pre-challenge queries:** \( A \) adaptively sends arbitrary inputs \( x \in X \) to the challenger. For each \( x \), the challenger computes \( y \leftarrow \text{Eval}(\text{msk}, x) \), sends \( y \) to \( A \), and proceeds to update \( Q \leftarrow Q \cup \{ x \} \).
3. **Constrain query:** \( A \) sends one constraint \( C \in \mathcal{C} \) to the challenger. The challenger computes \( \text{csk} \leftarrow \text{Constrain}(\text{msk}, C) \), and sends \( \text{csk} \) to \( A \).
4. **Challenge query:** For the single challenge query, \( A \) sends input \( x^* \in X \) as its challenge query, subject to the restriction that \( x^* \notin Q \) and \( C(x^*) \neq 0 \). If \( b = 0 \), the challenger computes \( y^* \leftarrow \text{Eval}(\text{msk}, x^*) \). Else, if \( b = 1 \), the challenger picks \( y^* \notin Y \). The challenger sends \( y^* \) to \( A \).
5. **Post-challenge queries:** \( A \) continues to adaptively query the challenger on inputs \( x \in X \), subject to the restriction that \( x \neq x^* \). For each \( x \), the challenger computes \( y \leftarrow \text{Eval}(\text{msk}, x) \) and sends \( y \) to \( A \).
6. **Guess:** \( A \) outputs its guess \( b' \), which is the output of the experiment.

\( A \) wins if \( b' = b \), and its advantage \( \text{Adv}_A^\text{sec}(\lambda) \) is defined as

\[
\text{Adv}_A^\text{sec}(\lambda) := \left| \Pr[\text{Exp}^\text{sec}_{A,0}(\lambda) = 1] - \Pr[\text{Exp}^\text{sec}_{A,1}(\lambda) = 1] \right|
\]

where the probability is over the randomness of \( A \) and \text{KeyGen}.

Definition 2 (Constraint Privacy; adapted from [14, 30]). A CPRF is (1-key, adaptive)-constraint-hiding if for all efficient adversaries \( A \), the advantage of \( A \) in the following security experiment \( \text{Exp}^\text{con}_{A,0}(\lambda) \) is negligible in \( \lambda \). Here, \( b \) denotes the challenge bit.

1. **Setup:** On input \( \lambda \), the challenger runs \( \text{msk} \leftarrow \text{KeyGen}(\lambda) \), initializes the set \( Q := \emptyset \), and runs \( A(\lambda^0) \).
2. **Pre-challenge queries:** \( A \) adaptively sends arbitrary input values \( x \in X \) to the challenger. For each \( x \), the challenger computes \( y \leftarrow \text{Eval}(\text{msk}, x) \), sends \( y \) to \( A \), and proceeds to update \( Q \leftarrow Q \cup \{ x \} \).
3. **Constrain query:** \( A \) sends a pair of constraints \( (C_0, C_1) \in \mathcal{C}^2 \) to the challenger, subject to the restriction that \( C_0(x) = C_1(x) \), for all \( x \in Q \). The challenger computes \( \text{csk}^* \leftarrow \text{Constrain}(\text{msk}, C_0) \), and sends \( \text{csk}^* \) to \( A \).
4. **Post-challenge queries**: $A$ adaptively sends arbitrary input values $x \in X$ to the challenger, subject to the restriction that $C_0(x) = C_1(x)$. For each $x$, the challenger computes $y \leftarrow \text{Eval}(\text{msk}, x)$, and sends $y$ to $A$.

5. **Guess**: $A$ outputs its guess $b'$, which is the output of the experiment.

$A$ wins if $b' = b$ and its advantage $\text{Adv}_{A}^{\text{priv}}(\lambda)$ is defined as

$$
\text{Adv}_{A}^{\text{priv}}(\lambda) := \Pr[\text{Exp}_{A,0}^{\text{priv}}(\lambda) = 1] - \Pr[\text{Exp}_{A,1}^{\text{priv}}(\lambda) = 1],
$$

where the probability is over the randomness of $A$ and $\text{KeyGen}$.

**Definition 3** ((1-key, selective) Security). A CPRF as defined in Definition 1 is said to be (1-key, selectively)-secure if the adversary commits to the constraint $C$ before querying the challenger [14]. That is, $A$ sends the constraint $C$ to the challenger before issuing any pre-challenge queries. The same applies to the constraint-privacy definition (Definition 2).

**Remark 1** (Unique evaluation queries). Without loss of generality, we can restrict the PRF adversary $A$ to issuing only unique evaluation queries (as was also done in prior PRF formalizations [2, 3]). Note that the adversary is already restricted to a unique challenge query in the above definition.

### 3.3 RKA-secure PRFs

Here, we formalize the notion of related-key attack (RKA)-secure PRFs.

**Remark 2** (Find-then-Guess Security). We slightly modify the standard definition of RKA-secure PRFs (e.g., [8]) to better align with the syntax of constrained PRFs. In the basic definition, the adversary does not obtain evaluation queries from what is guaranteed to be the output of the PRF $F$ on some key. However, we note that this extra evaluation oracle is without loss of generality, and is only added to syntactically simplify our proofs. This definition is known as the find-then-guess PRF security game [30, Definition 10] and implies the real-or-random PRF security game, albeit with a polynomial loss in security.

**Definition 4** ($\Phi$-restricted Adversaries). An efficient RKA-PRF adversary $A$ is said to be $\Phi$-restricted if its oracle queries have a related-key derivation function $\phi$ chosen arbitrarily from a set of valid key derivation functions $\Phi$.

**Definition 5** (Related-Key-Attack Secure PRFs [8]). Let $\lambda \in \mathbb{N}$ be a security parameter and $\ell = \ell(\lambda) \in \text{poly}(\lambda)$. Let $F = \{F_k : X \rightarrow Y\}_{k \in \mathbb{K}}$ be a family of functions and $\Phi : \mathbb{K} \rightarrow \mathbb{K}$ be a family of related-key derivation functions. $F$ is said to be an RKA-secure PRF family if for all efficient $\Phi$-restricted adversaries $A$, the advantage of $A$ in the following security experiment $\text{Exp}_{A,0}^{\text{rka}}(\lambda)$ is negligible in $\lambda$. Here, $b$ denotes the challenge bit.

- **Setup**: On input $1^\lambda$, the challenger samples $k \overset{\$}{\leftarrow} \mathbb{K}_\lambda$, initializes the set $Q := \emptyset$, and runs $A(1^\lambda)$.
- **Pre-challenge queries**: For each query $(\phi, x)$, the challenger computes $y \leftarrow F_{\phi(k)}(x)$, sends $y$ to $A$, and proceeds to update $Q \leftarrow Q \cup \{(\phi, x)\}$.
- **Challenge query**: For the single challenge query $(\phi^*, x^*)$, subject to the restriction that $(\phi^*, x^*) \notin Q$, the challenger proceeds based on the bit $b$ as follows. If $b = 0$, the challenger computes $y \leftarrow F_{\phi^*(k)}(x^*)$. If $b = 1$, the challenger samples $y \overset{\$}{\leftarrow} Y$. The challenger then sends $y$ to $A$.
- **Post-challenge queries**: For each query $(\phi, x)$, subject to the restriction that $(\phi, x) \notin (\phi^*, x^*)$, the challenger computes $y \leftarrow F_{\phi(k)}(x)$, and sends $y$ to $A$.
- **Guess**: $A$ outputs its guess $b'$, which is the output of the experiment.

$A$ wins if $b' = b$ and its advantage $\text{Adv}_{A}^{\text{rka}}(\lambda)$ is defined as

$$
\text{Adv}_{A}^{\text{rka}}(\lambda) := \Pr[\text{Exp}_{A,0}^{\text{rka}}(\lambda) = 1] - \Pr[\text{Exp}_{A,1}^{\text{rka}}(\lambda) = 1],
$$

where the probability is over the randomness of $A$ and choice of $k$. 


Definition 6 (Affine Related-Key Derivation Functions [1]). Let $\mathbb{F}$ be a finite field and let $n \geq 1$ be an integer, let the class $\Phi_{\text{aff}}$ (aff for affine) denote the class of functions from $\mathbb{F}^n$ to $\mathbb{F}^n$ that can be separated into $n$ component functions consisting of degree-1 univariate polynomials. That is,

$$\Phi_{\text{aff}} := \left\{ \phi : \mathbb{F}^n \to \mathbb{F}^n \mid \phi = (\phi_1, \ldots, \phi_n); \forall i \in [n], \phi_i(k_i) = \gamma_i k_i + \delta_i, \gamma_i \neq 0 \right\}.$$ 

Note that $\gamma_i \neq 0$ is necessary to make the derivation function non-trivial.

Remark 3. Note that $\Phi_{\text{aff}}$ captures additive and multiplicative relations, which we denote by $\Phi_+ \subseteq \Phi_{\text{aff}}$ and $\Phi_\times \subseteq \Phi_{\text{aff}}$, respectively.

4 The Basic Framework and Construction

In Construction 1, we present our basic framework for constructing CPRFs for inner-product predicates, and present an instantiation of it in the random oracle model in Section 4.1. We extend this framework and use it in conjunction with RKA-secure PRFs in Section 5 to realize CPRFs for inner-product predicates under DDH, VDLPN, and OWFs.

<table>
<thead>
<tr>
<th>Construction 1 (The basic framework).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Let $\lambda$ be a security parameter, $\ell \geq 1$ be an integer, and $\mathbb{F}$ be a finite field of order at least $2^\lambda$. For a key space $\mathcal{K}$ and range $\mathcal{Y}$, a suitable choice of efficiently computable deterministic function map: $\mathbb{F} \to \mathcal{K}$, and a PRF family $\mathcal{F} = {F_k : \mathbb{F}^\ell \to \mathcal{Y}}_{k \in \mathcal{K}}$, the CPRF algorithms are defined as:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KeyGen($1^\lambda, \ell$):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $k_0 \leftarrow \mathbb{F}$</td>
</tr>
<tr>
<td>2: $z_0 \leftarrow \mathbb{F}^\ell$</td>
</tr>
<tr>
<td>3: $\text{msk} := (k_0, z_0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eval$(\text{msk}, x)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $\text{parse msk} = (k_0, z_0)$</td>
</tr>
<tr>
<td>2: $\delta_x := (z_0, x)$</td>
</tr>
<tr>
<td>3: $k \leftarrow \text{map}(k_0 + \delta_x)$</td>
</tr>
<tr>
<td>4: return $F(k(x))$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constrain$(\text{msk}, z)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $\text{parse msk} = (k_0, z_0)$</td>
</tr>
<tr>
<td>2: $\Delta \leftarrow \mathbb{F}^\ell$</td>
</tr>
<tr>
<td>3: $z_1 := z_0 - \Delta z$</td>
</tr>
<tr>
<td>4: return $\text{csk} := (k_0, z_1)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CEval$(\text{csk}, x)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $\text{parse csk} = (k_0, z_1)$</td>
</tr>
<tr>
<td>2: $\delta_x := (z_1, x)$</td>
</tr>
<tr>
<td>3: $k \leftarrow \text{map}(k_0 + \delta_x)$</td>
</tr>
<tr>
<td>4: return $F(k(x))$</td>
</tr>
</tbody>
</table>

4.1 Instantiation via a Random Oracle

The simplest instantiation of Construction 1 is to let $F_k(x) := H(k, x)$ where $H : \mathcal{K} \times \mathbb{F}^\ell \to \mathcal{Y}$ is a random oracle. Doing so ensures that when $\langle z, x \rangle \neq 0$, the output is uniformly random and independent of the constrained key $\text{csk}$, which guarantees that the evaluation under $\text{msk}$ is independent of $\text{csk}$. We prove the following theorem.

Theorem 1. Let $\lambda$ be a security parameter, $\ell \geq 1$ be any integer, $\mathbb{F}$ be a finite field of order at least $2^\lambda$, and $\text{map}$ be any entropy-preserving map. Construction 1 is a (1-key, adaptively-secure, constraint-hiding) CPRF in the random oracle model when $\mathcal{F} = \{F_k : \mathbb{F}^\ell \to \mathcal{Y}\}_{k \in \mathcal{K}}$ is a PRF family, where $F_k(x) := H(k, x)$ for all $k \in \mathcal{K}$ and $x \in \mathbb{F}^\ell$, and where $H : \mathcal{K} \times \mathbb{F}^\ell \to \mathcal{Y}$ is a random oracle.

Proof. We prove each required property in turn.

Correctness. Correctness follows from the intuition presented in Section 2. For all constraints $z$ and inputs $x$, whenever $\langle z, x \rangle = 0$, we have that $\delta_x = \langle z_0, x \rangle + \langle z, x \rangle = \langle z_0, x \rangle + \langle \Delta z, x \rangle = \langle z_1, x \rangle$. 
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Therefore, Eval and CEval (of Construction 1) compute the same key $k$, because both Eval and CEval add the same shift $\Delta k$ to the starting key $k_0$. It then follows that the evaluation is identical under the master key and the constrained key given that $F_k$ is deterministic.

(1-key, adaptive) Security. Our proof consists of a sequence of hybrid games.\footnote{An alternative proof strategy is to use the proof framework of Attrapadung et al. \cite{4} and show that $H(k_0 + (z_0, x), x)$ is a no-evaluation secure CPRF (similar to the CPRF game but the adversary does not get access to an evaluation oracle). They prove that any no-evaluation secure and “collision-resistant” CPRF becomes adaptively secure in the ROM when the output is passed through a random oracle. However, this then necessitate making the construction of the form $H'(H(k_0 + (z_0, x), x))$ or arguing why $H'(H(\cdot))$ is equivalent to $H(\cdot)$ in the ROM. We opt here to prove adaptive security directly for simplicity.} First, we begin by noting that $H(k_0, x)$ trivially satisfies the definition of a pseudorandom function when $H$ is a random oracle and $k_0$ has sufficient entropy to prevent guessing.

Hybrid $H_0$. This hybrid consists of the (1-key, adaptive) CPRF security game. We note that here, the challenger provides an oracle $O_H$ via which the adversary $A$ queries the random oracle $H$, and we assume (without loss of generality) that each query issued by $A$ to the challenger (including queries to $O_H$) is unique.

Hybrid $H_1$. In this hybrid game, the challenger starts by pre-sampling all the responses to the random oracle $H$. That is, it samples $u_1, \ldots, u_q \leftarrow \mathcal{Y}$ as the responses for the $q_H$ random oracle queries issued by $A$, and samples $v_1, \ldots, v_{q_E} \leftarrow \mathcal{Y}$, as the responses to the $q_E$ random oracle queries computed when computing the $q_E$ evaluation queries. Specifically, the challenger responds to $A$’s queries as follows:

- For the $i$-th query $r_i$ to $O_H$, it responds with $u_i$.
- For the $i$-th (pre- or post-challenge) query $x_i$, it responds with $v_i$.

Claim. A’s advantage in $H_1$ is at most $\text{negl}(\lambda)$ larger compared to $H_0$.

Proof. We note that in $H_1$, (1) all the responses are computed independently of the master key $\text{msk}$ and (2) the only information given to $A$ that depends on $\text{msk}$ is the constrained key and the challenge response, which are computed as $\text{csk} = (k_0, z_0 - \Delta z)$ and $y^* = H(k_0 + (z_0, x^*), x^*)$, respectively.

Next, note that because $z_1 = z_0 - \Delta z$, we can equivalently define the challenge response in terms of $z_1$ as $y^* = H(k_0 + (z_1, x^*), x^*)$. Moreover, because $\Delta \neq 0$ and is sampled uniformly and independently $z_0$, it follows that $z_1$ and $\Delta (z, x^*)$ are uniformly random and independent values (recall that $(z, x^*) \neq 0$), making $y^*$ independent of $z_1$ since $\Delta (z, x^*)$ acts as an information-theoretic mask. Therefore, it remains to show that the pre-sampling of all responses in $H_1$ provides the adversary with a negligible advantage over $H_0$. We define the event $\text{bad}$ to be the event that:

$$\exists (i, j) \text{ such that } r_i = (k_0 + (z_0, x_j), x_j) \land u_i \neq v_j.$$ 

This event corresponds to the case where the adversary happens to query the random oracle $O_H$ on an input corresponding to the evaluation of the CPRF under the master key $\text{msk}$, causing the response to be inconsistent with respect to the distribution in $H_0$. Note that in $H_0$, by assumption that each query is unique, for all $i \in [q_H], j \in [q_E], r_i$ and $s_j = (k_0 + (z_0, x_j), x_j)$ are also unique, making each output $y_i = H(s_i)$ uniform over the range $\mathcal{Y}$, and thus matches the distribution of each $v_i$. Moreover, each query response $y_i$ of the challenger in $H_0$ can be equivalently described in terms of $z_1$ as $y_i = H(k_0 + (z_1, x_i), x_i)$, where again we have that $\Delta (z, x) \neq 0$ by assumption. Extending the analysis above for $y^*$, we have that $z_1$ is independent of each $s_i$, for all $i \in [q_E]$.

We can then compute the probability of the event $\text{bad}$ over the choice of $\Delta \in \mathbb{F}$ by applying a union bound over all $q_H + q_E$ queries issued by $A$ to get

$$\Pr_{\Delta \in \mathbb{F}} \left[ \text{bad} \right] \leq \frac{q_H \cdot q_E}{|\mathbb{F}|} \leq \frac{q_H \cdot q_E}{2^\lambda} = \text{negl} (\lambda),$$

bounding the adversary’s advantage in $H_1$ to a negligible function in $\lambda$.

Hybrid $H_2$. In this hybrid game, we swap the definition of the constrained key and master key. Specifically, in this game, the challenger responds to $A$’s constrain and challenge queries as follows:
For the constrain query \( z \), it samples \( z_1 \leftarrow \mathbb{F}^l \) and responds with \( csk = z_1 \).

For the challenge query \( x^* \), it samples \( \Delta \leftarrow \mathbb{F} \), computes \( z_0 = z_1 + \Delta z \), and responds with \( y^* = H(k_0 + \langle x_0, x^* \rangle, x^*) \).

\[ \text{Claim. } A \text{'s advantage in } H_2 \text{ is equivalent to its advantage in } H_1. \]

\[ \text{Proof. } A \text{'s advantage in } H_2 \text{ is equivalent to its advantage in } H_1. \]

\[ \text{Hybrid } H_3. \text{ This hybrid consists of the find-then-guess PRF security game with PRF } F_k(x) := H(k, x). \text{ Specifically, the challenger samples a random bit } b \in \{0, 1\}. \text{ If } b = 0, \text{ the challenger samples a random } k \leftarrow \mathbb{F}, \text{ then computes } y^* = F_k(x^*). \text{ Else, if } b = 1, \text{ the challenger picks } y^* \leftarrow \mathcal{Y}. \text{ In both cases, the challenger sends } y^* \text{ to } A. \]

\[ \text{Claim. } A \text{'s advantage in } H_3 \text{ is equivalent to its advantage in } H_2. \]

\[ \text{Proof. } A \text{'s advantage in } H_3 \text{ is equivalent to its advantage in } H_2. \]

\[ \text{Constraint Privacy. } A \text{ must prove that for all } z \text{ and } z' \text{ provided by the adversary } A, \text{ the constrained key, and all evaluation and challenge queries, do not reveal whether the constraint } z \text{ or } z' \text{ is used by the challenger.} \]

First, we begin by noting that, even given \( (z, z', \Delta) \), \( z_0 + \Delta z \) is distributed identically to \( z_0 + \Delta z' \) because \( z_0 \) is uniformly random and independent of \( z \) and \( z' \). Therefore, the constrained key, absent the evaluation queries, is efficiently simulatable regardless of the constraint chosen by the challenger.

Now, we must show that this remains the case even when the adversary is given access to the evaluation and challenge oracles. Observe that we can proceed via the same sequence of hybrids used in the security proof above. Note that in the game defined by Hybrid \( H_3 \), each constrained query is answered using a uniformly random key \( k_i \in K \). As such, the evaluation queries on constrained inputs are independent of the constraint, which guarantees that \( A \) cannot distinguish between \( z \) and \( z' \) with better than negligible advantage.

\[ \text{Remark 4 (Replacing the random oracle with a correlated-input secure hash). } \]

As noted by several prior works (e.g., [35, 42, 47]), the random oracle model is an overkill when all that is required is a notion of "correlation-robustness." Specifically, in our case, all we require is that \( H \) removes specific types of correlations present in its inputs. With this in mind, we can replace the random oracle \( H \) with a correlated-input secure hash (CIH) function [3, 35, 42, 47]. At a high level, a CIH is a publicly parameterized function \( H \) whose outputs "look random and independent" to a computationally-bounded adversary, even when the inputs are correlated. Specifically, we require the CIH to be secure against affine correlations between the inputs. The proof of security for Theorem 1 then follows the same blueprint, but instead hinges on the correlated-input security of \( H \) to ensure that the outputs are computationally indistinguishable from uniform. Unfortunately, we are not aware of an adaptively-secure CIH function construction (to the best of our knowledge, all existing constructions are in the selective-security regime). However, we note that there exist strong connections between CIH functions and RKA-PRFs, as discussed in-depth by Goyal, O‘Neill, and Rao [42]. RKA-PRFs form the basis of our next instantiation of Construction 1.

5 Generalized Framework and Constructions

In this section, we instantiate our framework via RKA-secure PRFs. In Section 5.1, we start by extending the basic framework from Section 4 to make it more amenable with RKA-secure PRF constructions. We then prove that this framework yields constraint-hiding CPRFs from any RKA-secure PRF supporting \( \Phi_{aff} \) key derivation functions. In Sections 5.2 and 5.3, we plug in the DDH-based and VDLPN-based RKA-secure PRF constructions into the framework. We defer instantiating the framework with our OWF-based RKA-secure PRF to Section 6, as there we must first construct a \( \Phi_{aff} \)-RKA-secure PRF from OWFs.
5.1 Extended Framework

Existing constructions of RKA-secure PRFs (e.g., [1, 2, 7, 22]) have a key that is a vector of \( n \) field elements. As such, we cannot directly instantiate Construction 1 because the inner products are performed in \( \mathbb{F} \) but the keys live in the vector space \( \mathbb{F}^n \) (or subfield thereof). We therefore provide an extended version of our framework in Construction 2, that can be instantiated with the parameters of existing RKA-secure PRFs. At a high level, to accommodate keys that consist of vectors of \( n \) elements, we apply Construction 1 independently \( n \) times to derive a key for each coordinate. Formally, we capture this in Construction 2.

Construction 2 (The extended framework).

Let \( \lambda \) be a security parameter, \( n, \ell \geq 1 \) be integers, and \( \mathbb{F} \) be a finite field. For a key space \( \mathcal{K} \) and range \( \mathcal{Y} \), a suitable choice of efficiently computable deterministic function \( \text{map} : \mathbb{F}^n \to \mathcal{K} \), and a PRF family \( \mathcal{F} = \{ F_k : \mathbb{F}^\ell \to \mathcal{Y} \}_{k \in \mathcal{K}} \), the CPRF algorithms are defined as:

\begin{align*}
\text{KeyGen}(1^\lambda, \ell) :& \\
1 : & k_0 \leftarrow \mathbb{F}^n \\
2 : & \text{foreach } i \in [n] : \\
3 : & z_{0i} \leftarrow \mathbb{F}^\ell \\
4 : & msk := (k_0, z_{01}, \ldots, z_{0n})
\end{align*}

\begin{align*}
\text{Eval}(msk, x) :& \\
1 : & \text{parse } msk = (k_0, z_{01}, \ldots, z_{0n}) \\
2 : & \text{foreach } i \in [n] : \\
3 : & \delta_{xi} := (z_{0i}, x) \\
4 : & \delta_x := (\delta_{x1}, \ldots, \delta_{xn}) \\
5 : & k \leftarrow \text{map}(k_0 + \delta_x) \\
6 : & \text{return } F_k(x)
\end{align*}

\begin{align*}
\text{Constrain}(msk, z) :& \\
1 : & \text{parse } msk = (k_0, z_{01}, \ldots, z_{0n}) \\
2 : & \text{foreach } i \in [n] : \\
3 : & \Delta_i \leftarrow \mathbb{F} \\
4 : & z_{1i} := z_{0i} - \Delta_i z \\
5 : & \text{return } csk := (k_0, z_{11}, \ldots, z_{1n})
\end{align*}

\begin{align*}
\text{CEval}(csk, x) :& \\
1 : & \text{parse } csk := (k_0, z_{11}, \ldots, z_{1n}) \\
2 : & \text{foreach } i \in [n] : \\
3 : & \delta_{xi} := (z_{1i}, x) \\
4 : & \delta_x := (\delta_{x1}, \ldots, \delta_{xn}) \\
5 : & k \leftarrow \text{map}(k_0 + \delta_x) \\
6 : & \text{return } F_k(x)
\end{align*}

**Theorem 2.** Let \( \mathbb{K} \) be a subfield of \( \mathbb{F} \) and let the PRF key space \( \mathcal{K} = \mathbb{K}^n \). Fix \( \text{map} \) to be any non-trivial ring homomorphism applied component-wise. If \( \mathcal{F} \) is a family of RKA-secure pseudorandom functions with respect to affine related key derivation functions \( \Phi_{2R} \), as defined in Definition 6, then Construction 2 instantiated with \( \mathcal{F} \) is a (1-key, selectively-secure, constraint-hiding) CPRF.

**Proof.** We prove the required properties in turn.

**Correctness.** For all constraints \( z \) and inputs \( x \), whenever \( \langle z, x \rangle = 0 \), we have that \( \delta_{xi} = \langle z_{0i}, x \rangle = \langle z_{0i}, x \rangle + \Delta_i \langle z, x \rangle = \langle z_{0i}, x \rangle + \langle \Delta_i z, x \rangle = \langle z_{1i}, x \rangle \in \mathbb{F} \). Therefore, the resulting \( \delta_x \) (as computed in \( \text{Eval} \) and \( \text{CEval} \) of Construction 1) is the same. Moreover, this holds for all \( i \in [n] \), and because \( \text{map} \) is a ring homomorphism to a subfield of \( \mathbb{F} \), the resulting keys are also identical when \( \langle z, x \rangle = 0 \). It then follows that the PRF evaluation is identical under the master key and the constrained key, because both \( \text{Eval} \) and \( \text{CEval} \) add the same \( \delta_x \).

**(1-key, selective) Security.** We prove security by a reduction to the RKA-security of \( \mathcal{F} \). Our proof consists of a sequence of hybrid games.

**Hybrid \( \mathcal{H}_0 \).** This hybrid consists of the (1-key, selective) CPRF security game.

**Hybrid \( \mathcal{H}_1 \).** In this hybrid, the challenger first samples the constrained key and then samples the master key. Specifically, at the start of the game, given the constraint \( z \) (we’re in the selective security regime), the challenger first samples the constrained key \( csk := (k_0, z_{11}, \ldots, z_{1n}) \), where \( k_0 \leftarrow \mathbb{F}^n \) and \( z_{1i} \leftarrow \mathbb{F}^\ell \), for all \( i \in [n] \). Then, the challenger computes the master secret key as \( msk := (k_0, z_{01}, \ldots, z_{0n}) \), where \( z_{0i} := z_{1i} + \Delta_i z \) and \( \Delta_i \leftarrow \mathbb{F} \), for all \( i \in [n] \).
Claim. \( \mathcal{A} \)'s advantage in \( \mathcal{H}_1 \) is identical to \( \mathcal{A} \)'s advantage in \( \mathcal{H}_0 \).

Proof. The claim follows immediately by observing that the distribution of \( \text{msk} \) and \( \text{csk} \) in \( \mathcal{H}_1 \) is identical to \( \mathcal{H}_0 \), because the change is merely syntactic.

Hybrid \( \mathcal{H}_2 \). In this hybrid game, the challenger does not sample \( \Delta \) anymore. Instead, it is given access to the following stateful oracle \( O_{\text{rka}} \):

<table>
<thead>
<tr>
<th>Oracle ( O_{\text{rka}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize. Sample ( \Delta \overset{$}{\leftarrow} \mathbb{K}^n ).</td>
</tr>
<tr>
<td>Evaluation. On input a affine function ( \phi \in \Phi_{\text{aff}} ) and ( x \in \mathbb{F}^\ell ), return ( F_{\phi(\Delta)}(x) ).</td>
</tr>
</tbody>
</table>

The challenger is then defined as follows.

1. Setup: On input \((1^\lambda, z)\), \( \mathcal{B} \) initializes \( Q := \emptyset \), samples \( \text{csk} \) according to \( \mathcal{H}_1 \) by sampling \( \mathbf{k}_0 \overset{\$}{\leftarrow} \mathbb{F}^n \), and \( z_i \overset{\$}{\leftarrow} \mathbb{F}^\ell \), for all \( i \in [n] \), and runs \( \mathcal{A} \) on input \( \text{csk} := (\mathbf{k}_0, z_{11}, \ldots, z_{1n}) \).

2. Pre-challenge queries: For each query \( x \) issued by \( \mathcal{A} \), the challenger updates \( Q \leftarrow Q \cup \{x\} \), then does the following to compute \( y \):
   - Compute \( a_i := \text{map}(\langle z_i, x \rangle) \) and \( b_i := \text{map}(\mathbf{k}_0 + \langle z_{1i}, x \rangle) \), for all \( i \in [n] \).
   - Set \( \phi : u \mapsto a \circ u + b \) where \( a := (a_1, \ldots, a_n) \) and \( b := (b_1, \ldots, b_n) \), where \( \circ \) denotes the component-wise (i.e., Hadamard) product.
   - Query \( O_{\text{rka}} \) on input \( \langle \phi, x \rangle \), and forward the response \( y \) to \( \mathcal{A} \).

   \( \triangleright \) Note that \( y \) is computed by \( O_{\text{rka}} \) as \( F_{\phi(\Delta)}(x) \) where \( \Delta = a \circ \Delta + b \in \mathbb{K}^n = \phi(\Delta) \), for \( \phi \in \Phi_{\text{aff}} \).

3. Challenge: For the single challenge query \( x^* \), subject to \( \langle z, x^* \rangle \neq 0 \) and \( x^* \not\in Q \), the challenger does the following. Sample \( b \in \{0, 1\} \).
   - If \( b = 0 \), then
     - Compute \( a_i := \text{map}(\langle z_i, x \rangle) \) and \( b_i := \text{map}(\mathbf{k}_0 + \langle z_{1i}, x^* \rangle) \), for all \( i \in [n] \).
     - Set \( \phi^* : u \mapsto a \circ u + b \) where \( a := (a_1, \ldots, a_n) \) and \( b := (b_1, \ldots, b_n) \), where \( \circ \) denotes the component-wise product.
     - Query \( O_{\text{rka}} \) on input \( \langle \phi^*, x^* \rangle \), and forward the response \( y^* \) to \( \mathcal{A} \).
   - Else if \( b = 1 \), then
     - Sample \( y^* \overset{\$}{\leftarrow} \mathcal{Y} \) and send \( y^* \) to \( \mathcal{A} \).


Claim. \( \mathcal{A} \)'s advantage in \( \mathcal{H}_2 \) is identical to \( \mathcal{A} \)'s advantage in \( \mathcal{H}_1 \).

Proof. The difference between \( \mathcal{H}_2 \) and \( \mathcal{H}_1 \) is again purely syntactic since each output is computed identically in both games, with the only difference being that the challenger now only has access to \( \Delta \) via the oracle \( O_{\text{rka}} \).

Hybrid \( \mathcal{H}_3 \). This hybrid consists of the RKA security game for \( \mathcal{F} \) with respect to affine related key derivation functions \( \Phi_{\text{aff}} \).

Claim. If there exits an efficient adversary \( \mathcal{A} \) for \( \mathcal{H}_2 \) that wins with non-negligible advantage, then there exists an efficient \( \Phi_{\text{aff}} \)-restricted adversary \( \mathcal{B} \) that wins the \( \mathcal{H}_3 \) game (RKA security game) with the same advantage as \( \mathcal{A} \).

Proof. The challenger in \( \mathcal{H}_2 \) is already playing the role of a \( \Phi_{\text{aff}} \)-restricted adversary when querying the oracle \( O_{\text{rka}} \) to answer the pre- and post-challenge queries. The reduction to RKA security of \( \mathcal{F} \) is therefore straightforward.
Constraint Privacy. For constraint privacy, we must show that if $F$ is an RKA-secure PRF family, then all evaluation and challenge queries remain pseudorandom, regardless of whether constraint $z$ or $z'$ is used by the challenger.\footnote{Recall that the adversary provides two constraints $z$ and $z'$.}

Again, note that $z_0 + \Delta z$ is distributed identically to $z_0 + \Delta z'$, thereby making the constraint key, absent the evaluation queries, efficiently simulatable regardless of the constraint chosen by the challenger. Now, we must show that this remains the case even when the adversary is given access to the evaluation oracles. We prove this via the following lemma. Roughly speaking, the lemma states that if the underlying PRF is RKA-secure, then distinguishing between evaluations under two different related-key derivation functions of the PRF key contradicts the RKA security of the PRF.

\textbf{Lemma 1.} Let $\lambda$ be a security parameter and $F = \{F_k: \mathcal{X} \rightarrow \mathcal{Y}\}_{k \in \mathcal{K}}$ be an RKA-secure PRF. Then, for all efficient $\Phi$-restricted adversaries $A$, the advantage in the following game is negligible in $\lambda$.

- \textbf{Setup:} On input $1^\lambda$, the challenger samples $k \xleftarrow{\$} \mathcal{K}$, samples a random bit $b \in \{0,1\}$, initializes the set $Q := \emptyset$, and runs $A(1^\lambda)$.
- \textbf{Pre-challenge queries:} For each query $(\phi, x)$, the challenger computes $y \leftarrow F_{\phi(k)}(x)$, sends $y$ to $A$, and proceeds to update $Q \leftarrow Q \cup \{(\phi, x)\}$.
- \textbf{Challenge query:} $A$ sends challenge query $(\phi^*_0, \phi^*_1, x^*)$, subject to the restriction that $(\phi^*_c, x^*) \not\in Q$, $\forall c \in \{0,1\}$. The challenger computes $y^* \leftarrow F_{\phi^*_c(k)}(x^*)$ and sends $y^*$ to $A$.
- \textbf{Post-challenge queries:} For each query $(\phi, x)$ subject to the restriction that $(\phi, x) \neq (\phi^*_c, x^*)$, $\forall c \in \{0,1\}$, the challenger computes $y \leftarrow F_{\phi(k)}(x)$, and sends $y$ to $A$.
- \textbf{Guess:} $A$ outputs its guess $b'$.

$A$ wins if $b' = b$ and its advantage is defined as $|\Pr[A \text{ wins}] - \frac{1}{2}|$, where the probability is over the internal coins of $A$ and choice of $k$.

The lemma follows immediately from a standard hybrid argument. By RKA-security of the PRF $F$ we have that $F_{\phi(k)}(x) \approx_x \mathcal{R}(x) \approx_x F_{\phi'(k)}(x)$, where $\mathcal{R}$ is a random function. Therefore, a distinguisher would directly contradict the security of the RKA-PRF.

\hfill $\blacksquare$

### 5.2 DDH-based Construction

In this section, we describe the DDH-based RKA-secure PRF construction of Bellare and Cash \cite{BellareCash15} (later extended by Abdalla et al. \cite{AbdallaAbdallaBizon19}) and describe how it fits into Construction 2 to realize a DDH-based CPRF for inner-product predicates.

**RKA-secure PRF from DDH.** The multiplicative variant \cite{NaorReingold00,BellareCash15} of the Naor-Reingold PRF \cite{NaorReingold00} is parameterized by an integer $n \geq 1$ and a multiplicative group $\mathbb{G}$ of prime order $p$ with generator $g$. The PRF key $k = (a_1, \ldots, a_n) \in \mathbb{G}^n$ consists of $n$ random elements in $\mathbb{Z}_p^n$ and the input $x \in \{0,1\}^n \setminus \{0^n\}$ is chosen from the set of all non-zero $n$-bit strings. The PRF $\text{NR}^*$ is then defined as:

$$\text{NR}^*((a_1, \ldots, a_n), x) = g^{\prod_{i=1}^n a_i^x}.$$  \hspace{1cm} (1)

The RKA-secure version of the multiplicative Naor-Reingold PRF is parameterized by a collision-resistant hash function $h: \{0,1\}^n \times \mathbb{G}^n \rightarrow \{0,1\}^{n-2}$ and is defined as:\footnote{Note that the prefix “11” ensures that the input is never 0$^n$, and therefore always in the domain of $\text{NR}^*$ \cite{AbdallaAbdallaBizon19}.}

$$\text{NR}^*((a_1, \ldots, a_n), 11 \parallel h(x, g^{a_1}, \ldots, g^{a_n})).$$  \hspace{1cm} (2)

Abdalla et al. \cite[Section 4]{AbdallaAbdallaBizon19} show that Equation (2) is an RKA-secure PRF for $\Phi_{\text{aff}}$-restricted adversaries. We provide an informal merger of the main theorems from Abdalla et al. \cite{AbdallaAbdallaBizon19} pertaining to this construction here, for completeness.

\textbf{Proposition 1 (Merge of \cite[Theorems 4.5, 5.1, & A1]{AbdallaAbdallaBizon19}).} Let $\mathbb{G}$ be a multiplicative group of prime order $p$ and let $\text{NR}^*$ be defined as in Equation (1). Let $h: \{0,1\}^n \times \mathbb{G}^n \rightarrow \{0,1\}^{n-2}$ be a collision-resistant hash function. Define the PRF family $F = \{F_k: \{0,1\}^n \rightarrow \mathbb{G}\}_{k \in \mathbb{Z}_p^n}$ to be as in Equation (2). Then, if the DDH assumption holds in $\mathbb{G}$, $F$ is RKA-secure against all efficient, $\Phi_{\text{aff}}$-restricted adversaries $A$. 
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Remark 5 (RKA security under DDH). Abdalla et al. [1] prove the RKA security of their construction for \( \Phi_{\text{aff}} \)-restricted adversaries under the 1-DDHI assumption (which is known to be equivalent to the Square DDH assumption [9]). However, they explicitly note that, by combining Theorems 4.5, 5.1, & A1 (found in the full version of their paper), they obtain the same result under the DDH assumption.

Remark 6 (Supporting vector inputs). \( \text{NR}^* \) takes as input a binary string \( x \in \{0,1\}^n \) as opposed to a vector \( x \in F^\ell \) as is assumed by our framework. However, we can easily map any \( x \in F^\ell \) to a binary string of required length via any collision-resistant hash function, which are known from the discrete logarithm assumption [33] (implied by DDH, see Appendix C), making vector inputs \( x \in F^\ell \) syntactically cleaner and without any loss of generality. Moreover, this hashing already takes place in the RKA-secure variant of \( \text{NR}^* \) of Equation (2) and therefore does not further increase the computational complexity.

Construction from DDH-based RKA-secure PRF. With the RKA-secure PRF construction of Proposition 1, we can instantiate Construction 2. To satisfy the key space and related-key derivation requirements, we must instantiate our extended framework with the following parameters. Let \( F \) be the order of the DDH-hard group \( \mathbb{G} \). We set \( F \) to be a field extension of \( F_p \), and let \( n = n(\lambda) \in \text{poly}(\lambda) \), following Equation (2). Applying Theorem 2 in conjunction with Proposition 1 yields:

**Theorem 3.** Assume that the DDH assumption holds in a group \( \mathbb{G} \) of order \( p \). Then, there exists a (1-key, selectively-secure, constraint-hiding) CPRF for inner-product constraint predicates with vectors in \( F^{\ell}_p \), for any \( \ell \geq 1 \).

Remark 7 (Complexity of the DDH-based construction). The Naor-Reingold PRF from Equation (1) can be evaluated in \( \text{NC}^1 \). Interestingly, the same is true of the RKA-secure variant of Equation (2), provided that the collision resistant hash function can be evaluated in \( \text{NC}^1 \) (which is the case of the discrete log based construction [33]; see also Appendix C). We will use this later in Appendix B when applying our construction to lower bounds in learning theory.

5.3 VDLPN-based Construction

In this section, we show that we can instantiate Construction 2 from any RKA-secure PRF supporting only additive key derivation functions \( \Phi_\alpha \subset \Phi_{\text{aff}} \) over the field \( F_2 \). In particular, this allows us to instantiate our framework using the weak PRF candidate of Boyle et al. [22] based on the Variable-density Learning Parity with Noise (VDLPN) assumption. This yields the first construction of a (weak) CPRF for inner-product predicates under a code-based assumption.

**RKA-secure weak PRF candidate from VDLPN.** For a security parameter \( \lambda \), the VDLPN-based weak PRF candidate of Boyle et al. [22] is parameterized by integers \( D = D(\lambda), w = w(\lambda) \), input space \( \{0,1\}^n \) and key space \( \{0,1\}^n \), where \( n := w \cdot D(D-1)/2 \). The PRF \( F_K \) is defined as:

\[
F_K(x) = \bigoplus_{i=1}^D \bigoplus_{j=1}^w \bigwedge_{k=1}^n (K_{i,j,k} \oplus x_{i,j,k}).
\]

**Theorem 4 (Informal; adapted from [22, Theorem 6.9]).** Let \( \lambda \) be a security parameter and suppose that the VDLPN assumption holds with parameters \( w(\lambda) \) and \( D(\lambda) \). Then, the PRF in Equation (3) is an RKA-secure weak PRF with respect to additive key derivation functions \( \Phi_\alpha \).

We will use the following lemma which proves that for the case of \( F_2 \), additive and affine RKA security are in fact equivalent in our context:

**Lemma 2.** Let \( F \) be a PRF with key space \( F_p^2 \) that is secure against \( \Phi_\alpha \)-restricted adversaries. Then, Construction 2 instantiated with \( F \) is a secure CPRF.

**Proof.** Consider the proof of Theorem 2. We look at the queries issued by the CPRF challenger to the RKA oracle \( \mathcal{O}_{\text{rka}} \) in Hybrid \( \mathcal{H}_2 \) of the proof. For each query \( x \) issued by the adversary to the CPRF challenger, the induced affine function \( \phi \in \Phi_{\text{aff}} \) is parameterized by vectors \( a, b \in F_2^2 \). Note that \( a = (a_1, \ldots, a_n) \), where \( a_i \leftarrow (a, x) \). Moreover, \( a_i \neq 0 \) for all queries that do not satisfy the constraint, which implies that \( a_i = 1 \in F_2 \). As such, each (constrained) query issued to the RKA
oracle $O_{rka}$ by the challenger is an affine function $\phi \in \Phi_{\text{aff}}$ parameterized by $(1, b)$ and the oracle $O_{rka}$ responds with the PRF evaluated using key $k := 1 \circ \Delta + b$. This is equivalent to an additive function $\phi' \in \Phi_+$, simply parameterized by $b$. The reduction in Theorem 2 therefore goes through as before, concluding the lemma.

Construction from VDLPN-based RKA-secure weak PRF. With the RKA-secure weak PRF construction of Equation (3), we can instantiate Construction 2. To satisfy the key space and related-key derivation requirements, we must instantiate our extended framework with the following parameters. We set $F$ to be a field extension of $\mathbb{F}_{2^n}$, $n = n(\lambda) \in \operatorname{poly}(\lambda)$, map maps from $F$ to $\mathbb{F}_{2^n}$, and $\ell \geq n$ (inputs of length $\ell$ can be truncated to $n$, without loss of generality). Applying Theorem 2 in conjunction with Theorem 4 and Lemma 2 yields:

**Theorem 5.** Assume that the VDLPN assumption holds. Then, there exists a (1-key, selectively-secure, constraint-hiding) weak CPRF for inner-product constraint predicates computed over vectors in $\mathbb{F}_2^n$, where $\ell \geq n$.

6 CPRFs for Inner-Product Predicates from OWFs

In this section, we instantiate our extended framework from Section 5.1 under the minimal assumption that one-way functions exist. Unlike our constructions in Section 5.1, here we will require that the set of possible related keys computed for evaluation queries is bounded by a fixed polynomial $t = t(\lambda)$, which forces us to restrict the input domain of the CPRF. Specifically, we show that we can satisfy this requirement without placing any restrictions on the CPRF adversary if the CPRF inputs are vectors in $[0, B]^\ell$ with $B \in O(1)$ and $\ell = \ell(\lambda) \in O(\log \lambda)$. These restrictions limit the $L_\infty$-norm of each input vector and make the input domain of the CPRF polynomial in the security parameter. We note that this is the same class of inner-product constraints considered by Davidson et al. [34] (inner products over $\mathbb{Z}$) from the IWE assumption, albeit here we only obtain a polynomially-sized input domain.

Our construction builds off of a result by Applebaum and Widder [2], which constructs a restricted class of RKA-secure PRFs from any PRF and a $m$-wise independent hash function. Their construction is secure against additive relations over a group, provided that the RKA adversary uses at most $t = t(\lambda)$ different related-key derivation functions $\phi_1, \ldots, \phi_t \in \Phi_+$, where $t << m$. (We stress, however, that the adversary can query the PRF on an unbounded number of inputs using each of the $t$ different RKA functions.) Because $m$-wise independent hash functions can be constructed unconditionally [62], the resulting RKA-secure PRF can be realized from any PRF, thus relying only on the assumption that one-way functions exist [2, 41]. More formally, they prove:

**Theorem 6 (Adapted from [2]).** Let $\mathcal{K} = \{G_\lambda\}_{\lambda \in \mathbb{N}}$ be a sequence of efficiently computable additive groups, and $t = t(\lambda)$ be an arbitrary fixed polynomial. Then, assuming the existence of a PRF $F = \{F_\lambda : \mathbb{X}_\lambda \rightarrow \mathbb{Y}_\lambda\}_{\lambda \in \mathbb{N}}$, there exists an RKA-secure PRF with respect to addition over $\mathcal{K}$ provided that the total number of unique related-key derivation functions queried by the adversary is bounded by $t$. (The adversary is allowed to query each function on any number of inputs.)

Unfortunately, we require the PRF to be RKA-secure with respect to affine relations $\Phi_{\text{aff}}$ and therefore cannot apply Theorem 6 directly. More concretely, the issue with affine (as opposed to additive) relations is that they are not “claw-free,” meaning that there exist pairs of different functions $\phi_1, \phi_2 \in \Phi_{\text{aff}}$ such that for a key $k \in \mathcal{K}$, $\phi_1(k) = \phi_2(k)$. The lack of claw-freeness poses problems in security proofs because, if an adversary is able to find two different $\phi_1, \phi_2 \in \Phi_{\text{aff}}$ such that $\phi_1(k) = \phi_2(k)$, the adversary learns information about $k$ and can then break the RKA-security of the PRF [1]. To address this, we strengthen Theorem 6 for the case of $\Phi_{\text{aff}}$-restricted adversaries by showing that the number of collisions is bounded by a negligible factor in the security parameter, proving a stronger theorem via their approach. We describe this next.

6.1 Affine RKA-secure PRFs from OWFs

In this section, we show how to construct RKA-secure PRFs for affine related-key derivation functions from one-way functions. The framework and proof closely follows that of Applebaum and Widder [2] for constructing RKA-secure PRFs from $m$-wise independent hash functions.
Immunizing PRFs against RKA. The idea of Applebaum and Widder [2] is to to immunize any regular PRF family $F$ with key space $K = K_\lambda$ against a bounded related-key attack, where the adversary makes at most $t$ related key queries (but can make an unbounded number of PRF queries under each related key) for some apriori fixed $t = t(\lambda) \in \text{poly}(\lambda)$. The high level idea is to use a long key $s$ from a large key space $S$ (larger than $K'$) and use a public hash function $h$ to derive shorter key $h(s) \in K$ for $F$. Here, we generalize their approach to the case of affine functions.

Definition 7 ($t$-good hash function). Let $\lambda$ be a security parameter, $\mathbb{F}$ be finite field of order at least $2^\lambda$, and $K \subseteq \{0, 1\}^\lambda$ be a set of strings. A hash function $h : \mathbb{F} \rightarrow K$ is said to be $t$-good if for any $t$-tuple of distinct affine function $(\phi_1, \ldots, \phi_t) \in \Phi_{\text{aff}}$ the joint distribution of $(h(s), h(\phi_1(s)), \ldots, h(\phi_t(s)))$ induced by a random choice of $s \leftarrow \mathbb{F}$, is $\varepsilon$-close in statistical distance to the uniform distribution over $K^{t+1}$, for some negligible $\varepsilon = \varepsilon(\lambda)$.

Definition 8 ($t$-good hash family). Let $\lambda$ be a security parameter, $\mathbb{F}$ be a finite field of order at least $2^\lambda$, and $\mathbb{Z}, K \subseteq \{0, 1\}^\lambda$. A family of hash functions $H = \{h_z : \mathbb{F} \rightarrow \mathbb{K}\}_{z \in \mathbb{Z}}$ is said to be $t$-good if with all-but-negligible probability, for a randomly selected $z \leftarrow \mathbb{Z}$, the hash function $h_z$ is $t$-good.

We now prove that if we have a $t$-good hash family, we can “immunize” any PRF against affine related key attacks. Later, in Lemma 3, we show how to construct a $t$-good hash family from $m$-wise independent hash functions.

Theorem 7 (Extended from [2, Lemma 7.1]). Let $\lambda$ be a security parameter, $t = t(\lambda) \in \text{poly}(\lambda)$, $\mathbb{F}$ be a finite field of order at least $2^\lambda$, and $\mathbb{Z}, K \subseteq \{0, 1\}^\lambda$. Let $F = \{F_k : \mathbb{X} \rightarrow \mathbb{Y}\}_{k \in K}$ be a PRF family and $H = \{h_z : \mathbb{F} \rightarrow \mathbb{K}\}_{z \in \mathbb{Z}}$ be a $t$-good hash family. The PRF family $G = \{G_{s,z} : \mathbb{X} \rightarrow \mathbb{Y}\}_{s \in \mathbb{F}, z \in \mathbb{Z}}$, parameterized by a secret $s \leftarrow \mathbb{F}$ and public $z \leftarrow \mathbb{Z}$, and defined by the mapping $G_{s,z}(x) \mapsto F_k(x)$, where $k \leftarrow h_z(s)$, is an RKA-secure PRF family against $t$-bounded $\Phi_{\text{aff}}$-restricted adversaries.

Proof. Suppose, towards contradiction, there exists an efficient $\Phi_{\text{aff}}$-restricted $A$ that has non-negligible advantage in the RKA-security game for $G$. Then, there exists a non-negligible function $\nu$ such that

$$\Pr_{s \leftarrow \mathbb{F}, z \leftarrow \mathbb{Z}}[A^{G_{s,z}}(1^\lambda, z)] - \Pr_{z \leftarrow \mathbb{Z}}[A^R(1^\lambda, z)] \geq \nu(\lambda),$$

where $R$ is a truly random function.

Then, consider a vector of $t + 1$ keys $k := (k_0, k_1, \ldots, k_t) \in K^{t+1}$, and define a stateful oracle $O_k$ as follows.

Oracle $O_k$

Initialize. Set $Q_\phi := \{\}$, define a dictionary $T := [\ ]$, and counter $j \leftarrow 1$.

Evaluation.
- For each non-RKA query $x$, output $F_{k_0}(x)$.
- For each RKA query $(\phi, x)$:
  - If $\phi \in Q_\phi$, retrieve $k_i \leftarrow T[\phi]$ and output $F_{k_i}(x)$.
  - If $\phi \notin Q_\phi$, set $T[\phi] \leftarrow k_j$, set $j \leftarrow j + 1$, and output $F_{k_j}(x)$.

In words, $O_k$ outputs $F_{k_i}(x)$, and stores the association between $\phi$ and $k_i$ to answer all future queries involving $\phi$ using PRF key $k_i$.

Now, because $h_z$ is $t$-good, for a random vector $k$ of $t + 1$ keys, we have that

$$\Pr_{k \leftarrow K^{t+1}, z \leftarrow \mathbb{Z}}[A^R(1^\lambda, z)] - \Pr_{z \leftarrow \mathbb{Z}}[A^{G_{s,z}}(1^\lambda, z)] \geq \nu(\lambda) - \text{neg}(\lambda).$$

By a straightforward hybrid argument, it follows that $A$ has non-negligible advantage in winning the (standard) PRF game by distinguishing between $O_k$ and the truly random function $R$, contradicting that $F$ is a PRF. This proves security against $\Phi_{\text{aff}}$-restricted adversaries.
The following lemma shows that any $\Omega(\lambda \cdot t^2)$-wise independent hash function with a sufficiently large domain is $t$-good in the sense of Definition 7. Moreover, an $m$-wise independent hash function can be constructed unconditionally for any $m$ (e.g., using a universal hash based on random polynomials [62]).

**Lemma 3.** Let $\lambda$ be a security parameter, $t = t(\lambda) \in \text{poly}(\lambda)$, and $H$ be a family of $m$-wise independent hash function with domain $S = \{S_\lambda\}$ and range $K = \{K_\lambda\}$ where $m \geq \lambda(3t+5)(t+1)$, $|K_\lambda| = 2^t$, and $|S_\lambda| = 2^{\lambda(2t+6)}$. Then, $H$ is a $t$-good family of hash function. In particular, for all but a $2^{-\lambda}$ fraction of the functions in $H$, the distribution of $h_\lambda \in H$ is $2^{-0.99\lambda}$-close to uniform.

**Proof.** The proof is deferred to Appendix D.1 as it closely follows the proof strategy of Applebaum and Widder [2, Proof of Lemma 7.2] for a similar lemma in the context of additive functions. ■

### 6.2 CPRF Construction from OWFs

Using the RKA-secure PRF construction from Theorem 7, we can instantiate Construction 2 with $F = \mathbb{F}_p$, for sufficiently large $p \geq 2^{\lambda(2t+6)}$ as required by Lemma 3, and $n \geq 1$. However, we must set the input vector domain to $[0, B]^t \subset \mathbb{Z}^t$ with the vector length $t$ such that $B^t \leq t$. Specifically, this ensures that the total number of unique inputs to the $t$-good hash when deriving affine keys is bounded by $t = t(\lambda) \in \text{poly}(\lambda)$. To see this, note that there are $B^t$ possible values for the inner product $\langle z_0, x \rangle + \Delta(z, x)$ given that $z$ and $z_0$ are fixed while $x \in [0, B]^t$ is chosen by the adversary. Hence, we can simply let map be defined by applying $n$ different $t$-good hash functions component-wise to derive the PRF key in $K^n$. Then, applying Theorem 2 in conjunction with Theorem 7 yields:

**Theorem 8.** Let $\lambda$ be a security parameter and fix a polynomial $t = t(\lambda) \in \text{poly}(\lambda)$. Assume that one-way functions exist. Then, there exists a (1-key, selectively-secure, constraint-hiding) CPRF for inner-product constraint predicates with $t = t(\lambda) \in O(\log \lambda)$ and input vectors in the range $[0, B]^t$ for any constant $B$ such that $B^t \leq t$.

**Proof.** We recall the proof of Theorem 2, and in particular Hybrid $H_2$. In the game defined by $H_2$, for each query $x$ issued by the CPRF adversary, the challenger derives the affine function $\phi$ parameterized by vectors $a, b \in \mathbb{F}_p^n$ where:

- $a := (a_1, \ldots, a_n)$ with $a_i = \langle z, x \rangle$ for all $i \in [n]$.
- $b := (b_1, \ldots, b_n)$ with $b_i = \langle z_0, x \rangle$ for all $i \in [n]$.

Note that $z$ and $z_0$, for all $i \in [n]$ are fixed at the start of the CPRF game. Therefore, $a, b$ are both entirely determined by the query vector $x$. The RKA oracle $O_{a_2}$ in $H_2$ (when instantiated with the immunized RKA-PRF construction of Theorem 7) computes the RKA key as $h_i(a_i\Delta_i + b_i)$ for all $i \in [n]$, where $h_i$ is an independent $t$-good hash function and $\Delta_i$ is an independent PRF key. We must show that, for all possible sets of queries $Q := \{x_j \mid 1 \leq j \leq q_E\}$ issued by $A$ (here $q_E$ is an arbitrary upper bound on the total number of evaluation queries), the number of unique inputs to $h_i$ never exceeds $t$. This follows from the fact that the number of possible values that $k_i := a_i\Delta_i + b_i$ can take on is bounded by the number of unique values of $x$, which in turn is bounded by $B^t \leq t$, by construction. We remark that there are no restrictions placed on the adversary’s queries—the adversary can adaptively query the CPRF challenger and issue any polynomial number of evaluation queries (independently of $t$). ■

As a corollary, we obtain an analogous result to Theorem 8 but with an exponential input domain provided that the CPRF adversary makes at most $t$ unique evaluation queries on constrained inputs.

**Corollary 1.** Let $\lambda$ be a security parameter and fix a polynomial $t = t(\lambda) \in \text{poly}(\lambda)$. Assume that one-way functions exist. Then, there exists a (1-key, selectively-secure, constraint-hiding) CPRF for inner-product constraint predicates for any $\ell \geq 1$ provided that the adversary makes at most $t$ constrained evaluation queries.
7 Evaluation

In this section, we implement\textsuperscript{7} and benchmark our CPRF constructions. For each construction, we first analyze the complexity (in terms of multiplication, additions, and invocations of other cryptographic primitives) and then report the concrete performance of our Go (v1.20) implementation benchmarked on an Apple M1 CPU. All benchmarks are performed on a single core.

7.1 Complexity and Benchmarks

Random oracle construction. The random oracle construction requires computing the inner product in $\BbbF$ followed by a call to a random oracle. We heuristically instantiate the random oracle using the SHA256 hash function. We let the $\BbbF = \BbbF_p$ be a finite field where $p$ is a 128-bit prime. The bottleneck of the construction is computing the inner product (modulo $p$), which requires a total of $\ell$ multiplications and additions. We report the concrete performance in Table 2. Overall, evaluation required a few microseconds of computation time, ranging from $2\mu s$ for small vectors ($\ell = 10$) and $200 \mu s$ for large vectors ($\ell = 1000$).

\begin{table}[h]
\begin{tabular}{c|cccccc}
\hline
$\ell$ & 10 & 50 & 100 & 500 & 1000 \\
\hline
2 \mu s & 10 \mu s & 19 \mu s & 98 \mu s & 200 \mu s \\
\hline
\end{tabular}
\caption{Concrete evaluation time for our RO-based CPRF construction for vectors of length $\ell$.}
\end{table}

DDH-based construction. In the DDH-based construction, the bulk of the required operations are performed modulo $p$, where $p$ is the order of the DDH-hard group. For a security parameter $\lambda$ and $n = n(\lambda)$, the CPRF construction requires computing (1) $n \ell$ multiplications and $n \ell$ additions (mod $p$) to compute the inner products between length-$\ell$ vectors, (2) one invocation of a collision-resistant hash function, and (3) $n$ multiplications (mod $p$) and $n + 1$ group operations in $\BbbG$ to compute the PRF evaluation. This results in a total complexity of $n(\ell + 1)$ multiplications (mod $p$), $n \ell$ additions, $n + 1$ group operations, and one invocation of a CRHF. Using the P256 elliptic curve, letting $n = 128$, and using the discrete logarithm based CRHF construction (see Appendix C), each CPRF evaluation requires a few ms to compute (note that in practice, the DL-based CRHF can be replaced with a fixed-key AES or SHA256 hash function for better performance). We report the concrete performance in Table 3. The concrete performance is worse for smaller vectors due to constant overheads of computing the CRHF and PRF relative to computing the inner product. For larger vectors, however, the inner product computation dominates the cost.

\begin{table}[h]
\begin{tabular}{c|cccccc}
\hline
$\ell$ & 10 & 50 & 100 & 500 & 1000 \\
\hline
8 ms & 11 ms & 16 ms & 46 ms & 85 ms \\
\hline
\end{tabular}
\caption{Concrete evaluation time for our DDH-based CPRF construction for vectors of length $\ell$.}
\end{table}

OWF-based construction. Our OWF-based construction requires computing the inner products over the integers, which requires $\ell$ multiplications and $\ell$ additions in $\mathbb{Z}$ to compute inner products. Then, we need to evaluate an $m$-wise independent hash function. This requires evaluating a random polynomial of degree $m = \lambda(3t + 5)(t + 1)$ with $\log_2(\lambda(2t + 6))$-bit coefficients (recall Lemma 3). Here, we let $\lambda = 40$ as it is a statistical security parameter of the $t$-good hash function. For very small values of $B$ and $\ell$, we obtain reasonable concrete efficiency when evaluating the $m$-wise independent hash function (less than one second of computation for $B = 2$ and $\ell = 5$ and roughly 50MB public parameters). However, for larger parameters, the concrete efficiency quickly becomes impractical. This blowup is due to the quadratic overhead of Lemma 3. Additionally, the public parameters quickly become impractically large (e.g., petabytes) as $\ell$ increases due to the cubic factor in $t$. Furthermore, the concrete size of the public parameters required to store the description of the $m$-wise independent hash function ($m$ coefficients of a random polynomial) is exceedingly large. This description already reaches terabytes in size with $B = 2$ and $\ell = 10$, barring any concretely practical instantiation.

\textsuperscript{7} The implementation is open source: https://github.com/sachaservan/cprf.
7.2 Comparison to other CPRF constructions

Prior CPRF constructions for inner product (and NC\(^1\)) predicates [4, 30, 34] do not have implementations, and due to large parameters or heavy building blocks, are far too inefficient to be implemented. We briefly discuss the concrete efficiency roadblocks associated with these constructions.

- The LWE-based CPRF construction of Davidson et al. [34] is implementable but very inefficient due to the large parameters required for security and computationally expensive building blocks. Specifically, their construction requires computing a linear (in the input size) matrix-matrix products of LWE matrices, which poses a major efficiency roadblock. Similar roadblocks are faced with other LWE-based constructions, even if adapted to the simpler case of inner-product constraints.
- The constructions of Attrapadung et al. [3] is tailored to evaluating NC\(^1\) boolean circuits and requires computing a linear number of group exponentiations in the degree of the universal NC\(^1\) circuit computing the constraint predicate. While their construction can be theoretically applied to computing inner-product predicates, it does lend itself to a practical solution as it would require emulating field operations inside of the NC\(^1\) universal circuit.
- The approach of Couteau et al. [30] based on DCR requires evaluating a PRF using HSS (where the PRF key is encoded as an HSS input share). This requires evaluating a linear (in the degree of the polynomial computing the PRF) number of HSS multiplications. Using a DCR-based variant of the Naor-Reingold PRF (the only DCR-based PRF in NC\(^1\), as required for HSS evaluation) necessitates computing \(g^{\prod_{i=1}^n a_i}\) in HSS, where the key \(k = (a_1, \ldots, a_n)\) is the PRF key provided as input. The exceedingly high degree of this polynomial eliminates the possibility of a concretely practical instantiation, since even low-degree polynomials can already be concretely expensive to evaluate in HSS schemes [19].

7.3 Discussion

In light of the concrete performance of our constructions, it becomes clear that the OWF-based constructions is primarily of theoretical interest on realistic parameters, as it does not scale well with the length of the input vectors. In contrast, the random oracle and DDH-based constructions are both very efficient and require only a few microseconds or milliseconds to evaluate on long input vectors. To the best of our knowledge, these are the first concretely efficient constrained PRFs for inner-product predicates.

8 Conclusion and Future Work

In conclusion, this paper contributes a simple framework for constructing constraint-hiding CPRFs with inner-product constraint predicates through subtractive secret sharing and related-key-attack-secure PRFs. Through our framework, we constructed the first (1-key, selectively-secure, constraint-hiding) CPRFs with inner-product constraint predicates from DDH and from one-way functions, and the first (1-key, adaptively-secure, constraint-hiding) CPRFs in the random oracle model.

Future work. We identify several interesting avenues for future work. The first open problem is constructing (constraint-hiding) CPRFs for more expressive constraints from new assumptions, especially for NC\(^1\) and puncturing constraints. Given the tight connection between our framework and RKA-secure PRFs, an additional avenue of exploration is constructing suitable RKA-secure PRFs from new assumptions (which will immediately enable instantiating our framework under those assumptions as well). Second, there are currently few practical applications of CPRFs with inner-product predicates that we are aware of, which we believe is due to the previous lack of concretely efficient constructions. Finding practical other use cases for CPRFs with inner-product predicates (constraint-hiding or not), is an interesting question and worth exploring in light of our efficient constructions.
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Supplementary Material

A Extensions

In this section, we describe extensions to CPRFs with inner-product constraints.

A.1 More General Constraint Predicates

It is known (in some cases folklore) that CPRFs for inner-product constraint predicates yield CPRFs with constraints described by constant-degree polynomials, \( t \)-CNF formulas (with constant \( t \)) [34], and the “AND” of an arbitrary set of constraint predicates. We explicitly describe these extensions here for completeness. We note that all the presented extensions preserve the constraint-hiding property.

**CPRFs for constant-degree polynomials.** A CPRF for inner-product constraint predicates can be converted to a CPRF for constraint predicates described by constant-degree polynomials \( P \) by associating each entry in the constraint vector \( z \) with a coefficient of \( P \). Specifically, let \( z = (a_d, a_{d-1}, \ldots, a_1, a_0) \) be the coefficients describing the degree-\( d \) polynomial over \( \mathbb{F} \). Then, for input vectors of the form \( x = (x^d, x^{d-1}, \ldots, x, 1) \), it holds that \( P(x) = 0 \) if and only if \( \langle z, x \rangle = 0 \).

**CPRFs for \( t \)-CNF formulas.** Any \( t \)-CNF formula can be defined as the AND of \( d = \binom{m}{0} \cdot 2^t \) \( \text{NC}_0^t \) circuits, where \( \text{NC}_0^t \) is the class of \( \text{NC}_0 \) circuits that read at most \( t \) indices of the input bits [34]. More formally, a \( t \)-CNF circuit \( C : \{0, 1\}^m \rightarrow \{0, 1\} \) can be defined as:

\[
C(x) = \bigwedge_{i=1}^d C_i(x) \text{ where } C_i \in \text{NC}_0^t.
\] (4)

Davidson et al. [34, Appendix C] provide a simple reduction from CPRFs for inner-product predicates to CPRFs for \( t \)-CNF formulas. The high level idea is to let \( x = (C_1(x), C_2(x), \ldots, C_d(x), -1) \), where the \( C_i \)'s describe the \( t \)-CNF circuit \( C \), as per Equation (4). The constraint vector is then defined as \( z = (z_1, \ldots, z_d, w) \), where \( z_i = 1 \) if the \( i \)-th circuit needs to be satisfied and \( z_i = 0 \) otherwise, and \( w \) is the hamming weight of \( (z_1, \ldots, z_d) \). It then holds that \( \langle z, x \rangle = 1 \) if and only if \( C(x) = 0 \). This reduction to \( t \)-CNF formulas implicitly uses the fact that we can describe constraints as the “AND” of many individual, simpler constraints. We describe this trick explicitly, and explain how it applied to constructing constraint predicates described by matrix-vector products.

**Conjunction of constraints.** Here, we show that if we have a CPRF for a constraint class \( C \), then we can construct a CPRF for the constraint class \( \bigwedge_{i=1}^d C_i \) where \( \forall i, C_i \in C \). In a nutshell, we can define the CPRF for “AND constraints” as a vector of \( d \) CPRFs such that the output is defined to be the addition of all the individual CPRF outputs. It is not difficult to see that the sum of the \( d \) individual CPRF outputs will be consistent with the evaluation under the master secret key if and only if all the constraints are satisfied. To the best of our knowledge, we are the first to formalize this simple folklore extension to CPRFs.

Let \( \text{CPRF} = (\text{CPRF.Gen}, \text{CPRF.Eval}, \text{CPRF.Constrain}, \text{CPRF.CEval}) \) be a CPRF for constraints in the class \( C \). We construct the CPRF \( \overline{\text{CPRF}} \) for the AND of \( d \) constraints in \( C \) as follows. Let \( \oplus \) denote the group operation over the range \( \mathcal{Y} \).

\( \overline{\text{CPRF}.Gen}(1^\lambda, d) \):

1. Compute \( \text{msk}_i \leftarrow \text{CPRF.Gen}(1^\lambda) \) for all \( i \in [d] \).
2. Output \( \text{msk} := (\text{msk}_1, \ldots, \text{msk}_d) \).

\( \overline{\text{CPRF}.Eval}(\text{msk}, x) \):

1. Parse \( \text{msk} = (\text{msk}_1, \ldots, \text{msk}_d) \).
2. Compute \( y_i \leftarrow \text{CPRF.Eval}(\text{msk}_i, x) \) for all \( i \in [d] \).
3. Output \( \bigoplus_{i=1}^d y_i \).

\( \overline{\text{CPRF}.Constrain}(\text{msk}, \overline{C}) \):

- \( \overline{C} \):
1. Parse $msk = (msk_1, \ldots, msk_d)$ and $\hat{C} = (C_1, \ldots, C_d) \in C^d$.
2. Compute $csk(i) \leftarrow CPRF.Constrain(msk_i, C_i)$ for all $i \in [d]$.
3. Output $csk := (csk(1), \ldots, csk(d))$.

$\text{CPRF.CEval}(csk, x)$:
1. Parse $csk = (csk(1), \ldots, csk(d))$.
2. Compute $y_i \leftarrow \text{CPRF.CEval}(csk(i), x)$ for all $i \in [d]$.
3. Output $\bigoplus_{i=1}^{d} y_i$.

We prove the following proposition with regards to the above construction.

**Proposition 2.** Let $\text{CPRF} = (\text{CPRF.Gen}, \text{CPRF.Eval}, \text{CPRF.Constrain}, \text{CPRF.CEval})$ be a CPRF for constraints in the class $C$. Then $\tilde{\text{CPRF}}$ is a CPRF for constraint predicates described as $\bigwedge_{i=1}^{d} C_i$, where $C_i \in C$. Moreover, if CPRF is constraint-hiding, then so is $\tilde{\text{CPRF}}$.

**Proof sketch.** We briefly sketch the proofs of correctness and security.

**Correctness.** Correctness holds because if all $d$ constraints $C_1, \ldots, C_d$ are satisfied, then $\tilde{\text{Eval}}$ and $\tilde{\text{CEval}}$ agree on all $y_i$ computed as $\text{CPRF.Eval}(msk_i, x)$ and $\text{CPRF.CEval}(csk(i), x)$, respectively. It then follows that the sum of the outputs is identical under both the master secret key and constrained key.

**Security.** If at least one $C_1, \ldots, C_d$ is not satisfied, then $\text{CPRF.CEval}(csk(i), x)$, for at least one $i \in [d]$ will output a pseudorandom value in $\mathcal{Y}$ (by the security of CPRF). By a straightforward hybrid argument, it then follows that $\text{CPRF.CEval}(csk(i), x)$ outputs a pseudorandom value that is independent of the CPRF evaluation under the master key. Constraint hiding follows by a similar hybrid argument.

**Matrix-vector product constrains.** As a corollary of Proposition 2 and our constructions of CPRF for inner-product predicates, we can construct CPRFs for constraints where the constraint is satisfied if and only if $Ax = 0$, for some constraint matrix $A$. Specifically, for a matrix $A \in \mathbb{F}^{d \times \ell}$ where $(a_1, \ldots, a_d) \in (\mathbb{F}^\ell)^d$ is the vector of rows of $A$, it holds that $Ax = 0 \iff \bigwedge_{i=1}^{d} (a_i, x) = 0$.

**B Application to Learning Theory**

In this section, we highlight known connections between learning theory and CPRFs and provide a corollary that is implied by our CPRF construction from DDH.

**Membership queries with restriction access.** Motivated by the goal of providing stronger lower bound in learning theory, Cohen, Goldwasser, and Vaikuntanathan [29] introduce a learning model they call MQ with Restriction Access ($MQ_{\text{RA}}$) and show that CPRFs naturally define a concept class that is not learnable, even when the learner obtains non-black-box access to the function on a restricted subset of the domain. Informally, in the basic MQ learning framework [61] (without restriction access), a learner gets oracle access to a function and must approximate the function after a sufficient number of queries. Restriction access [36] is a different model in learning theory, where the learner obtains a non-black-box implementation of the function computing a restricted set of function evaluations. Cohen et al. merge the two model to introduce the model of MQ with Restriction Access ($MQ_{\text{RA}}$), where in addition to black-box membership queries, the learner obtains non-black-box access to a restricted “simplified” version of the function. We provide the informal definition here, and point the reader to Cohen et al. for details and further discussion.

**Definition 9 (Membership queries with restriction access ($MQ_{\text{RA}}$) [29]).** Let $\mathcal{C} : \mathcal{X} \to \{0, 1\}$ be a concept class, and $\mathcal{S} = \{S \subseteq \mathcal{X}\}$ be a collection of subsets of the domain $\mathcal{X}$. $\mathcal{S}$ is the set of allowable restrictions for concepts $f \in \mathcal{C}$. Let $\text{Simp}$ be a “simplification rule” which, for a concept $f$ and restriction $S$ outputs a “simplification” of $f$ restricted to $S$. An algorithm $A$ is an $(\epsilon, \delta, \alpha)$-$MQ_{\text{RA}}$ learning algorithm for representation class $\mathcal{C}$ with respect to a restrictions in $\mathcal{S}$ and simplification rule $\text{Simp}$ if, for every $f \in \mathcal{C}$, $\Pr[A^{\text{Simp}(f, \cdot)} = h] \geq 1 - \delta$, where $h$ is an $\epsilon$-approximation to $f$, and furthermore, $A$ only requests restrictions for an $\alpha$-fraction of the whole domain $\mathcal{X}$.
Cohen et al. prove the following theorem (restated here in its informal version since the formal definitions require substantial notation):

**Theorem 9 (Informal).** Suppose $\mathcal{F}$ is a family of constrained PRFs which can be constrained to sets in $\mathcal{S} = \{S \subseteq X\}$. If $\mathcal{F}$ is computable in circuit complexity class $\mathcal{C}$, then $\mathcal{C}$ is hard to MQ$_{RA}$-learn with restrictions in $\mathcal{S}$.

Let $\mathcal{IP} = \{\{x_1, \ldots, x_N, z\} | x_1, \ldots, x_N, z \in \mathbb{F}^q; \langle x_i, z \rangle = 0, \forall i \in [N]\}$ be the subsets of the input domain $\mathbb{F}^q$ that satisfy the inner-product relation with respect to a vector $z$. Using our CPRFs for inner-product predicates, we immediately obtain the following two corollaries.

**Corollary 2.** Assuming the DDH assumption holds in a cyclic group $\mathbb{G}$, there is a simplification rule such that NC$^1$ is hard to MQ$_{RA}$-learn with respect to restrictions in $\mathcal{IP}$.

In particular, Corollary 2 uses the fact that our DDH-based CPRF construction can be evaluated in NC$^1$ (recall Remark 7).

### C Collision-resistant Hashing from Discrete Logarithms

Here, we describe a construction of Collision-resistant Hash Function (CRHF) family from the Discrete Logarithm (DL) assumption that generalizes the construction of Damgård [33] in the natural way. Importantly, this construction is in the complexity class NC$^1$, which makes the CRHF construction from the DDH assumption (when instantiated with this DL-based CRHF family) have an evaluation function that is computable in the complexity class NC$^1$.

**Construction.** Fix a prime-order group $\mathbb{G}$ in which the discrete logarithm problem is hard and let $\text{extract}: \mathbb{G} \rightarrow \{0,1\}^k$ be a randomness extractor with $\lambda \leq k \leq \log_2(|\mathbb{G}|)$ with public parameters $\mathsf{pp}_e$. Let $p > 2^\lambda$ be the order of $\mathbb{G}$ and define the CRHF family $\mathcal{H} = \{h_g: \mathbb{Z}_p^n \rightarrow \{0,1\}^k\}_{g \in \mathbb{G}^n}$, parameterized by $n$ random generators $g = (g_1, \ldots, g_n)$ and public parameters $\mathsf{pp}_e$ consisting of the group description and $\mathsf{pp}_e$, where the function $h_g: \mathbb{Z}_p^n \rightarrow \{0,1\}^k$ is defined as

$$h_g(x) = \text{extract}(\prod_{i=1}^n g_{i}^{x_i}).$$

**Claim.** The function family $\mathcal{H} := \{h_g: \mathbb{Z}_p^n \rightarrow \{0,1\}^k\}_{g \in \mathbb{G}^n}$ is a CRHF family.

**Proof.** Consider the simpler hash function $\hat{h}_g(x) = \prod_{i=1}^n g_i^{x_i}$ parameterized by $g = (g_1, \ldots, g_n)$. Suppose, towards contradiction, that there exists an efficient $\mathcal{A}$ that finds a pair of colliding inputs to $\hat{h}_g$ with non-negligible probability $\nu(\lambda)$. Then, on input $(1^\lambda, G, g)$, $\mathcal{A}$ outputs $(x, x')$ such that $x \neq x'$ and $\hat{h}_g(x) = \hat{h}_g(x')$, with probability at least $\nu(\lambda)$. Therefore, when $\mathcal{A}$ succeeds, we have that $\prod_{i=1}^n g_i^{x_i} = \prod_{i=1}^n g_i^{x_i'}$. We can use $\mathcal{A}$ to solve the discrete logarithm problem as follows. On input a generator $g$ for $\mathbb{G}$ and an element $y \in \mathbb{G}$,

1. Sample $i \leftarrow \{1, \ldots, n\}$.
2. Sample $(a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n) \leftarrow \mathbb{Z}_p^{n-1} \setminus \{0\}$.
3. Set $g = (g^{a_1}, \ldots, g^{a_{i-1}}, y, g^{a_{i+1}}, \ldots, g^{a_n})$.
4. Run $\mathcal{A}$ on input $(1^\lambda, g)$ and obtain as output $(x, x')$.
5. Compute $z \leftarrow \sum_{j=1, j \neq i}^n a_j x_j$ and $z' \leftarrow \sum_{j=1, j \neq i}^n a_j x'_j$.
6. Output $a_i \leftarrow (z' - z)/(x_i - x'_i)$.

We now analyze the reduction. The probability that $x_i \neq x'_i$ is at least $\frac{1}{n}$ because $i$ is chosen uniformly from the set $\{1, \ldots, n\}$. Second, observe that

$$\sum_{j=1}^n a_j x_j - \sum_{j=1}^n a_j x'_j = z - z' + a_i(x_i - x'_i) = 0,$$

which implies that $(z' - z)/(x_i - x'_i) = a_i$. As such, the reduction succeeds with probability $\frac{1}{n}\nu(\lambda)$, which is non-negligible, contradicting the discrete logarithm assumption in $\mathbb{G}$.
Finally, it follows that $h$ is a CRHF if $h$ is a CRHF because extract is a randomness extractor and $k \geq \lambda$, making the advantage of $A$ in the case where it is given outputs of the randomness extractor equivalent to the case where it is given the explicit description of group elements. Specifically, this follows from a random element of $G$ having at least $\lambda$ bits of min entropy.

\section{Deferred proofs}

\subsection{Proof of Lemma 3}

\begin{proof}
The proof is almost identical (occasionally taken verbatim) to the related proof of Applebaum and Widder [2, Lemma 7.2] for the case of additive functions. However, it differs in several key places where we must consider affine functions and their impact on the corresponding distributions, which has sufficient repercussions to necessitate rewriting the proof in full.

Fix a sequence of $t$ distinct affine functions $\phi := (\phi_0, \phi_1, \ldots, \phi_t)$ where we define $\phi_0$ to be the identity function for notational convenience. We say that is $\lambda$-good for $\phi$ if for a random $s$, the distribution $\{h_\lambda(\phi_i(s))\}_{0 \leq i \leq t}$ is $\epsilon$-close to the uniform distribution over $\mathcal{K}^{t+1}$. In order to bound the statistical distance, we must prove the following claim.

**Claim.** For all but a $2^{-2\lambda(t+1)-\lambda}$-fraction of the $h \in H$ the following holds. For every vector of (not necessarily distinct) keys $k := \{k_0, \ldots, k_t\} \in \mathcal{K}^{t+1}$,

$$\Pr_{h \leftarrow \mathcal{H}} \left[ \bigwedge_{i=0}^{t} h(\phi_i(s)) = k_i \right] \in \left( \frac{1}{|\mathcal{K}|^{t+1}}, (1 \pm 2^{-0.99\lambda}) \right).$$

\begin{proof}
Fix a vector of keys $k \in \mathcal{K}^{t+1}$. For every $s \in S$, define the indicator random variable $\chi_s$ which takes on the value 1 if $h(\phi_i(s)) = k_i$ for all $i \in \{0, 1, \ldots, t\}$ and a random choice of $h \in H$. Observe that the random variable $\bar{\chi}$ taking the value of $\Pr_s[\bigwedge_{i=0}^{t} h(\phi_i(s)) = k_i]$, and induced by a choice of $h$, can be written as $\bar{\chi} = \sum_{s \in S} \chi_s$. Next, we must prove the following bound:

$$\Pr_{h \leftarrow \mathcal{H}} \left[ \bar{\chi} \notin \left( \frac{1}{|\mathcal{K}|^{t+1}}, (1 \pm 2^{-0.99\lambda}) \right) \right] \leq 2^{-3\lambda(t+1)-\lambda}, \tag{5}$$

which we will later use to prove the claim via a simple union bound. To prove Equation (5), observe that since $H$ is an $m$-wise independent hash family and $m > t + 1$, we have that $\mathbb{E}[\chi_s] = 1/|\mathcal{K}|^{t+1}$, for every $s$. Then, by linearity of expectation, it is easy to see that $\mathbb{E}(\bar{\chi}) = 1/|\mathcal{K}|^{t+1}$. Next, we show that the average of $\chi_s$ is concentrated around its expectation. Following the proof of Applebaum and Widder [2, Claim 7.3], we can show that the $\chi_s$’s are $t$-wise independent, for $r \geq 3t + 5$, which yields a strong concentration bound despite local dependencies in the $\chi_s$’s (see the result of Gradwohl and Yehudayoff [43] for an overview of the deployed proof strategy).

To formally prove the bound, define a graph $G$ over any pair of $s, s' \in S$ by placing an edge between $s$ and $s'$ if $\phi_i(s) = \phi_j(s')$ for some $i \neq j$. It then follows that the degree of each node in $G$ is at most $d = (t+1)^2$. We claim that for every independent set $I$ in the graph, the random variables $\{\chi_s : s \in I\}$ are $r$-wise independent (or using the terminology of Gradwohl and Yehudayoff [43], the random variable $r$-agree with $G$). To show this, consider any independent set $I \subseteq S$. For any $r$-sized subset $(s_1, \ldots, s_r) \subseteq I$, the value of each random variable $\chi_{s_j}$ for $s_j \in I$, solely depends on the value of $h$ evaluated on the set of $t + 1$ points $\{\phi_0(s_j), \phi_1(s_j), \ldots, \phi_{t+1}(s_j)\}$. Moreover, observe that for all choices of $t + 1$ distinct affine functions $\phi_0, \ldots, \phi_{t+1}$, all elements of the set $\{\phi_0(s_j), \phi_1(s_j), \ldots, \phi_{t+1}(s_j)\}$ are distinct with probability at least $1 - \frac{r-1}{|\mathcal{K}|}$, since the probability of a collision between any distinct $\phi_a$ and $\phi_b$ is exactly $1/|S| < 2^{-\lambda} \leq 1/|\mathcal{K}|$. It then follows (via a union bound and using the fact that $I$ is an independent set) that the sets $\{\phi_0(s_j), \phi_1(s_j), \ldots, \phi_{t+1}(s_j)\}$ for all $j \in [r]$ are distinct with probability at least $1 - \frac{r}{(r+1)^2}$.

From the above, we conclude that with all but negligible probability in $\lambda$, the image of these sets under a randomly chosen $h$ are statistically independent, since $h$ is $m$-wise independent for $m \geq r(t + 1)$. It then follows that $\chi_{s_1}, \ldots, \chi_{s_r}$ are statistically independent, or in other words, agree
with $G$ [43]. Applying the bound of [43, Corollary 3.2] and taking into account the negligible collision probability computed above, we get that:

$$\Pr_{h \in H} \left[ \chi \notin \left( \frac{1}{|K|^{t+1} \cdot (1 \pm \delta)} \right) \right] < 4\sqrt{\pi r} \left( \frac{|K|^{t+1} \sqrt{(d+1)r}}{\delta \sqrt{|S|}} \right)^r + \frac{r(t+1)}{2^\lambda}. \tag{6}$$

Then, setting $\delta = 2^{-0.99\lambda}$, $|K| = 2^{\lambda}$, $|S| = 2^{(2t+6)\lambda}$, and $r, t \in \text{poly}(\lambda)$, Equation (6) is upper-bounded by $2^{-\lambda r} \leq 2^{-3\lambda(t+1) - \lambda}$ for all sufficiently large $\lambda$ (recall that $d = (t + 1)^2$ and $r \geq 3t + 5$), and so Equation (5) follows. The claim then follows by applying a union bound over all $2^{2\lambda(t+1)}$ possible $k \in K^{t+1}$, since $\lambda(t+1) - 3\lambda(t + 1) - \lambda = -2\lambda(t + 1) - \lambda$. $\blacksquare$

To complete the proof of the lemma, note that any $h$ that satisfies the lemma is $2^{-0.99\lambda}$-good (as defined in the beginning of the proof) for the fixed sequence of affine functions $\phi$. Specifically, $(h(\phi_0(s)), \ldots, h_t(\phi_{t+1}(s)))$ has a statistical distance of at most $2^{-0.99\lambda}$ from the uniform distribution. Moreover, as shown above, all but a $2^{-2\lambda(t+1) - \lambda}$-fraction of the $h \in H$ are $t$-good for the fixed vector $\phi$. By applying a union bound over all possible $2^{2\lambda(t+1)}$ affine functions, we conclude that all but a $2^{-\lambda}$-fraction of the $h \in H$ are $t$-good, in the sense of Definition 7, and the lemma follows. $\blacksquare$