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ABSTRACT. The Learning With Errors (LWE) problem asks to find s from an input of the form
(A,b=As+e) € (Z/qZ)™*™ x (Z/qZ)™, for a vector e that has small-magnitude entries. In
this work, we do not focus on solving LWE but on the task of sampling instances. As these are
extremely sparse in their range, it may seem plausible that the only way to proceed is to first
create s and e and then set b = As + e. In particular, such an instance sampler knows the
solution. This raises the question whether it is possible to obliviously sample (A, As+e), namely,
without knowing the underlying s. A variant of the assumption that oblivious LWE sampling
is hard has been used in a series of works constructing Succinct Non-interactive Arguments
of Knowledge (SNARKSs) in the standard model. As the assumption is related to LWE, these
SNARKSs have been conjectured to be secure in the presence of quantum adversaries.

Our main result is a quantum polynomial-time algorithm that samples well-distributed LWE
instances while provably not knowing the solution, under the assumption that LWE is hard.
Moreover, the approach works for a vast range of LWE parametrizations, including those used
in the above-mentioned SNARKs.

1. INTRODUCTION

The Learning With Errors (LWE) problem [Reg09] is well-known for its conjectured intractabil-
ity for quantum algorithms, inherited from the conjectured worst-case hardness of specific prob-
lems over Euclidean lattices. It has led to abundant cryptographic constructions that are pre-
sumably quantum resistant. For three integers m > n > 1 and ¢ > 2 as well as a distribution y
over Z/qZ concentrated on values that are small modulo ¢, the search version of LWE with pa-
rameters m,n,q and x consists in recovering the secret s from the LWE instance (A, As + e) €
(Z/qZ)"™*™ x (Z/qZ)™. In the latter, the matrix A and the vector s are typically uniformly dis-
tributed, and each coefficient of e is i.i.d. from . In this work, we do not focus on solving LWE, but
on the task of generating LWE samples. Concretely, we consider algorithms S, which we call LWE
samplers, that take as input a uniform matrix A and output a correctly distributed b = As + e:

Sm,n,q,x tAc (Z/qz)mxn — b=As+ec (Z/qZ)m .

For parameters of cryptographic interest, a correctly distributed LWE pair (A,b) admits a
unique pair (s,e) that is much more likely than any other pair to satisfy b = As + e. This is
provided by m being sufficiently large as a function of n,q and x. In most cases, the dimension m
is polynomial in a security parameter A and the modulus ¢ ranges from polynomial to exponential
in A; the distribution y is often set as an integer Gaussian of standard deviation parameter o €
[2(v/n),0(g/+/n)] that is folded modulo ¢, which will be subsequently denoted by ¥,,. We
have J54(e) = > 1z exp(—\e+qk|2/02) for all e € Z, up to a normalization factor. As the
correctly formed b’s are extremely sparse in their range (e.g., exponentially so as a function of \),
the naive approach of sampling a uniform b and keeping it if it has the correct form is prohibitively
expensive. Another major bottleneck with this naive approach is that the distinguishing version
of LWE is no easier than its search version (see [Reg09] for small values of ¢ and [Pei09, BLP 13|
for large values of ¢). Given this, it could seem that the only way to proceed for a sampler S is to
first create s and e and then return As + e. This leads us to the following question:

Does there exist an efficient algorithm that creates LWE samples
without knowing the underlying secrets?
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The obliviousness of the sampler can be formalized by considering an extractor algorithm that
takes as inputs the sampler’s input and sampler’s random coins and outputs the LWE secret of
the sampler’s output: the LWE sampler is oblivious if no efficient extractor exists. The existence
of an oblivious sampler hence implies the hardness of LWE.

Variants of the assumption that no such algorithm exists have been introduced to serve as se-
curity foundation of several cryptographic constructions. An early occurrence was [LMSV12], to
build a homomorphic encryption scheme with security against chosen ciphertext attacks. The pre-
cise algebraic framework was different and led to a quantum polynomial-time attack in [CDPR16],
but the usefulness of the assumption can be explained in the LWE context as follows. Assume a ci-
phertext corresponds to an LWE instance b = As + e belonging to the ciphertext space (Z/qZ)™,
and that the plaintext of a well-formed ciphertext is a function of s (the matrix A is publicly
known, and could for example be part of the public key). In the context of chosen-ciphertext
security, the attacker is allowed to query a decryption oracle on any element in the ciphertexts
space to extract useful information. In the scheme, if the query is not a well-formed cipher-
text, the challenger will be able to detect it and reply with a failure symbol. The oblivious
sampling hardness assumption ensures that if the adversary makes a decryption query on a well-
formed b = As + e, then the reply to the query does not give it anything more than it al-
ready knows. The oblivious sampling hardness assumption was used more recently in a series
of works building Succinct Non-interactive Arguments of Knowledge (SNARKS) from lattice as-
sumptions [GMNO18, NYTT20, ISW21, SSEK22, CKKK23, GNSV23] in the standard model. In
this context, the assumption is typically stated for the knapsack variant of LWE, which asks to
recover e from B € (Z/qZ)™~™*™ and Be € (Z/qZ)™ " where B is typically uniform (possi-
bly in a computational indistinguishability sense) and each coefficient of e is i.i.d. from x. We
refer to [MM11] for reductions between LWE in standard and knapsack forms. As before, we are
interested in a regime where there is a single solution. In this formulation, an instance sampler
is oblivious if it can create an instance Be without knowing the solution e. In the mentioned
SNARK constructions, the non-existence of an efficient oblivious sampler is used to provide the
knowledge soundness property, i.e., to extract a witness from a prover. As these constructions
rely on assumptions related to lattices, they are often conjectured secure even against quantum
adversaries.

Contributions. Our main contribution is a polynomial-time quantum LWE sampler that we prove
oblivious under the assumption that LWE is intractable, under very mild parameter restrictions.
We prove the following result.

Theorem 1. Let m > n > 1 and q > 3 be integers and o > 2 be a real number. The param-
eters m,n,q,o are functions of the security parameter X\ with m,logq < poly(\) and q prime.
Assume that the parameters satisfy the following conditions:

q
V8ming
Then there exists a poly(X)-time quantum oblivious LWE,, , 4.9
assumption that \WE,,, , 4.9, . s hard.

o,9q

m>no-w(log)) and 2<o<

instance sampler, under the

o,q

The proof technique and result are quite flexible. For example, the secret s can have any
efficiently sampleable distribution. Also, we will show that obliviousness is preserved through
randomized Karp reductions. Then, by using reductions from LWE with a parametrization satis-
fying the conditions of the statement above to LWE with a second parametrization, we obtain the
existence of an efficient quantum oblivious LWE sampler for the second parametrization, under the
assumed hardness of LWE for the first parametrization. We can notably throw away superfluous
samples (i.e., decrease m), take an arbitrary arithmetic shape for ¢ and choose larger values for o,
by using modulus-dimension switching [BLP*13].

If oblivious LWE sampling is hard classically (which seems to be the case, as far as it is currently
known), this gives an exponential quantum speed-up. So far, only very few problems related
to lattices admit a quantum polynomial-time algorithm while remaining conjecturally hard for
classical algorithms. Notable exceptions include finding a shortest non-zero vector in a lattice
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corresponding to a principal ideal in a family of number fields such that the ideal contains an
unexpectedly short generator [CDPR16], and finding a mildly short non-zero vector in a lattice
corresponding to an (arbitrary) ideal in a family of number fields [CDW21]. These exceptions are
restricted to (specific) lattices arising from algebraic number theory.

As a first step, we discuss the notion of oblivious sampling for a quantum algorithm. A prior
definition was put forward in [LMZ23]. We propose an alternative definition that, in our opinion,
better models what an extractor should be allowed. For the class of quantum algorithms that first
perform a unitary and then a measurement, we show that these two definitions are equivalent.
Even though our sampler belongs to that specific class of algorithms, we believe that our new
definition is valuable as it provides further insight on oblivious sampling.

We then propose a general approach for a quantum oblivious sampling. Namely, we consider
quantum algorithms that, given A as input, first generate a state of the form

> (H f(ei)> |As+e) (1)

s,e

up to normalization and with e = (e1,...,e;,)7, and then measure this state. Here f : Z/qZ — C
is a non-zero complex-valued function, and if there are auxiliary registers, then they are all set
to zero. The output is indeed an LWE instance As + e for the input matrix A. We show that
any such quantum algorithm is an oblivious LWE sampler for the error distribution y proportional
to |f|? (under the assumption that LWE is hard).

Next, we modify an algorithm from [CLZ22] to obtain a quantum algorithm for generating a
state as above, in time polynomial in m and log ¢, for a uniformly distributed A and for the folded
integer Gaussian distribution 9, 4, i.e., with |f|* = 94 4.

Finally, we consider the application of our result to the SNARK constructions mentioned
above. In particular, this requires to adapt our analysis of the oblivious sampler to matri-
ces A corresponding to the module version of LWE [BGV12, LS15]. We obtain that the un-
derlying hardness assumption of Linear-Only Vector Encryption does not hold against quan-
tum algorithms. This invalidates the security analyses of several standard model lattice-based
SNARKs [GMNO18, NYI*T20, ISW21, SSEK22, CKKK23, GNSV23]. We stress that this does
not break the constructions themselves. For instance, the authors of [BISW17] mention a differ-
ent route to analyze their SNARK construction in their Remark 4.9. Their approach is inspired
by [BCIT13, Lem. 6.3] and can be applied to some of the constructions mentioned above.

1.1. Technical overview. We now go into further detail for each one of the contributions.

1.1.1. Defining oblivious sampling for quantum algorithms. Let us first recall the classical notion
of oblivious LWE sampling. Note that the discussion below could be generalized to more problems
than LWE, but we focus on LWE for the sake of simplicity. Let S be an LWE sampler, taking as
input a matrix A and returning a vector b = As + e. To capture the notion of obliviousness, we
consider extractor algorithms that can observe the behaviour of S. More concretely, an extractor £
is an algorithm that has access to the description of S, its input A and its internal randomness pg
(which implies that £ also knows the output b). The extractor can also use random coins pg of
its own. Finally, it is requested to output s. We say that S is an oblivious LWE sampler if no
efficient extractor £ succeeds with non-negligible probability over the choice of A, ps and pg.
The main difficulty that emerges in the quantum setting stems from measurements. They add
inherent randomness to the computation that is not extractable, while classically, the randomness
comes from an a priori given random string. In [LMZ23], the authors proposed an adaptation
of extractability to the quantum setting that aims at handling this issue. By arguing that any
quantum algorithm can be generically transformed into another one that first starts by a unitary
transformation and then performs a measurement (possibly not on all its registers), the authors
of [LMZ23] consider only such quantum samplers to define extractability. In their definition of
extraction, the sampler is first executed until it performs its measurement, and then the mea-
surement outcome and remaining registers are handed over to the extractor. More formally, the
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extractor £ is a quantum algorithm that is given as inputs the description of the quantum sam-
pler S, the input matrix A, the output b = As + e and the auxiliary registers of S (the extractor
may also have auxiliary ancillas of its own). Again, we are interested in the existence of efficient
samplers of that form that output s with non-negligible probability. The authors justify as follows
that it is a definition that is consistent with the classical setting. It is first observed that unitary
algorithms are reversible. In the classical setting, every algorithm can be turned into a reversible
one. By having the output of the reversible algorithm, one can find the input which contains the
randomness. Therefore, giving the output of the reversible sampler to the extractor is equivalent
to giving its input and the randomness to the extractor.

‘We propose an alternative definition, to allow the extractor to more closely look at the behaviour
of the sampler. Indeed, it may seem overly restrictive to forbid the extractor from looking at the
sampler’s execution itself. Furthermore, the fact that any quantum computation can be converted
into a unitary-then-measurement sampler cannot be applied in the extractability context, as it
is not a priori excluded that one would be able to extract the secret from the complex form of
the algorithm and not from the compiled form and vice-versa. Our definition aims at handling
these two limitations of the [LMZ23] definition. The main principle we use is that observing
or measuring the execution of a machine (classical or quantum) must not change too much the
view that the sampler has of itself. Assume that an extractor is observing a sampler. Let pqge
represent the joint state of the sampler S and the extractor £ at some step of the execution. The
extractor might have carried out particular inspections that ended up in entangling its register
with that of the sampler, so the state pqge might not be separable. We intuitively expect from
a valid extractor that if we trace out its register, the remaining state must be as if the extractor
was not inspecting the sampler at all, or as if it was modifying the behaviour of the sampler in a
negligible manner. Namely, if pq was the state of an isolated sampler at a specific step, and pqge
is the joint state of the sampler and extractor at the same step, we require that tre(pqge) is close
to pq for the trace distance.

We show that these two definitions are equivalent in the case of unitary-then-measurement
samplers. However, our definition handles more general samplers, making it easier for the ad-
versary to design an oblivious sampler, and hence providing a stronger notion oblivious sampling
hardness. It turns out that our oblivious sampler is of the unitary-then-measurement type, so
the definitional discrepancy is not critical to our result. We however believe that our definition
provides further insight into the set of operations that an extractor should be allowed to perform.

As an additional contribution on oblivious sampling, we show that obliviousness is preserved
under black-box Karp reductions between distributional problems. Let us consider the following
scenario in our LWE setting. Assume that there is a reduction A from an LWE variant LWE; to
another LWE variant LWE such that (¢) an instance of LWE; is mapped to an instance of LWE,
(with appropriate distribution over the randomness of the LWE; instance and the random coins
of LWE;) and (i) a solution to the LWE; instance can be obtained from a solution to the LWE,
instance. Then applying the reduction A to an oblivious LWE; sampler gives an oblivious LWEs
sampler. In our case, this observation will prove useful to weaken parameter constraints on LWE for
oblivious sampling: we will first obtain an oblivious sampler for some restricted parametrization
of LWE and extend it to more general setups thanks to existing such reductions.

1.1.2. Reducing oblivious LWE sampling to |[LWE). Assume we have a (classically) known ma-
trix A € (Z/qZ)™*™, and that we manage to build the quantum state from Equation (1) using a
unitary transformation (with possibly auxiliary registers equal to zero). Creating such a state was
studied in [SSTX09] and referred to as the C [LWE) problem in [CLZ22]. We will refer it as [LWE),
for the sake of simplicity. We show that oblivious LWE sampling reduces to |LWE). Intuitively,
a measurement of the state above provides an LWE sample As + e for a uniformly distributed s
and a vector e with distribution y proportional to |f|?: there is no reason for a specific s to be
privileged, and this algorithm does not seem to have any additional knowledge about the LWE
solution. We formalize this intuition using the obliviousness sampling definitions discussed above
(which coincide here, as we have a unitary-then-measure algorithm). The result also holds if we
add non-constant phases for s (for example to obtain s that is uniform among those with binary
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coordinates). It also allows the parameter m from |LWE) to be larger than the one we want for
oblivious LWE sampling, as we may throw away the superfluous coordinates without compromising
the obliviousness.

We now discuss two existing approaches for solving [LWE). The first one, derived from the LWE
hardness proof from [Reg09], is to generate the following quantum state

> <H f(@-)) s)|As +e) , (2)

s,e

up to normalization, and then to uncompute |s) from |As + e). Generating this state can be done
efficiently (possibly under some conditions on f) by first creating the superposition over all s and e
of |s)|e) with proper amplitudes, and then multiplying the first register by A to add it to the
second one. To remove s, i.e., to replace s by 0 in the first register, the approach from [Reg09] is
to recover s from the second register and subtract it to the first one, by using a quantized LWE
solver. This leads to a reduction from |[LWE) to LWE. Unfortunately, in our context, this is not
satisfactory, as LWE must be assumed difficult for oblivious LWE sampling to be feasible.

Another approach for solving [LWE) was recently proposed in [CLZ22, Sec. 5]. The proposed
algorithm does not require any oracle for a presumably hard problem, but seems restricted to
specific parametrizations of |[LWE), as we discuss below.

e First, it builds the quantum state from Equation (2). It can be rewritten as follows:

> @ Is) f(es) [(a,s) + e:) > s) <® > fled) |(ais) + €i>>

s,e 1<m i<m e;

g s) <® \w<ai,s>>> ,

i<m

where ) =", f(e) |k + e) for all k € Z/qZ (up to normalization).

e Second, it individually considers all sub-registers ’1/)<ai’s>> of the |As + e) register, and
performs a measurement for each one of them. For each i, the measurement consists in
sampling a uniform k; € Z/qZ and applying a projective measurement with respect to the
(normalized) Gram-Schmidt orthogonalization of |1k, +1), Wk, +2) -+, [Vk;—1) 5 |¥k;) (We
assume that the [¢;)’s are linearly independent, and the indices are taken modulo ¢). If
the measurement is on the last direction, then |1/)<ai7s)> cannot have a component on the
span of |9g,+1),|Vk;+2) .-, |¥k;—1) and must be equal to [¢,). When successful, the
measurement indicates that (a;,s) = k; mod q.

e Third, sufficiently many successful measurements are collected through the different values
of 7, to obtain many equations of the type (a;,s) = k;, where the a;’s and k;’s are known.
This is then fed to a quantized Gaussian elimination algorithm (recall that we are working
with a superposition over all s’s). The latter outputs s, which is then subtracted from the
first register.

It was proved in [CLZ22] that this algorithm solves |LWE) in polynomial time, if m and ¢ are
polynomial in the security parameter A, if a state proportional to >, f(e)|e) can be efficiently
computed, and if

min, |f(z)|?

q

m = log\) with pCLZ% =

7w
[ w
pCLZ
Here, the notation frefers to the Fourier transform over Z/qZ of f. The quantity p©* corresponds
to the probability that an individual measurement of the second step succeeds. This result notably
allows to solve |LWE) (and hence oblivious LWE sampling) for ¢ polynomial and x set as the
uniform distribution in an interval [—B,B] N Z, for any B € Z such that 0 < 2B+ 1 < ¢
and ged(2B+1, ¢) = 1. Interestingly, by taking ¢ = 2, the result also allows to solve the adaptation
of |LWE) to the decoding problem for uniform binary codes (also known as Learning Parity with
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Noise), and to obliviously sample points near codewords for the Bernoulli distribution with an
arbitrary Bernoulli parameter in (0,1/2).

This result has two limitations. First, the lower bound on m and the run-time both grow at least
polynomially with ¢ (note that min |f| < 1), which prevents us from choosing an exponential q.
This is in part due to the uniform guess of (a;,s) in the measurement, which directly incurs a
loss by a factor ¢ in the success probability of each individual measurement. Note that for a
fixed standard deviation o, LWE becomes no harder as ¢ increases, so that one can expect that
it is indeed no easier to obliviously sample LWE instances (intuitively, the easier is the considered
problem, the harder it is to obliviously sample instances). Most SNARKs that we consider use
an exponential q. Second, the quantity min |f| is extremely small for a wide range of amplitude
functions, notably f = /U, 4 up to a normalization factor (recall that v, , denotes the folded
discrete Gaussian distribution). Indeed, we prove in Lemma 18 that in that case and if 0 > 1, we

have
in |f]? < 32 (™ 4
- 1min - € —mm|{ — —= .
1 = 020 exXp 1 402

This expression is most often extremely small. For example, for o = Q(y/n) and ¢ = Q(y/no), the

expression is 27" This prevents from meaningfully using the result for the discrete Gaussian
distribution, which is the most common choice of error distribution for LWE.

1.1.3. Measuring with increased success probability. The second step of the algorithm from [CLZ22]
consists in taking |¢y) for an unknown k € Z/qZ as input and returning k, i.e., it aims at dis-
tinguishing the quantum states |¢g), ..., |¢q—1). One could proceed as follows if the states were
orthogonal. Consider the well-defined projective measurement (E;); defined by E; = |¢;Xv;]
for 0 < ¢ < q. Then, if the state |¢);) is given, the probability to see k as the outcome
is (Y| E};E,C |r) = 1. In other words, this quantum measurement perfectly distinguishes the
quantum states. However, when the |¢y)’s are not orthogonal (which is our case except for f
being 1 in 0 and 0 elsewhere), it is known that there exists no quantum measurement to perfectly
distinguish them (see [NC11, Box 2.3]). The measurement from [CLZ22] may output a special
symbol L representing the “unknown” answer, but it does not make any mistake, in the sense that
it never outputs some ¢ € Z/qZ different from k. Such a process is referred to as unambiguous.
This property is important for the subsequent Gaussian elimination step, as it requires all linear
equations to be correct. We define the error parameter of the unambiguous measurement as the
maximal probability that the measurement outputs L over all possible input states:

pL = max (V| By [w)

where E | corresponds to the outcome L. The measurement from [CLZ22] satisfies

1 — pQlZ = pCLZ — min | f|? .
q

We propose to change the unambiguous measurement by the positive operator-valued measure
(POVM) from [CB98]. It is known to be “optimal” when the [¢);)’s are symmetric and linearly
independent, in the sense that it minimizes the error parameter p, over all possible choice of
POVMs. Here, symmetric means that there exists a unitary U such that |1;) = U - [);—1 mod ¢)
for all 0 < i < ¢: our states indeed satisfy this property with U being the mod-g translation
operator. The linear independence property may or may not be satisfied, depending on the choice
of f (this is a difficulty encountered in other sections of [CLZ22]). The measurement from [CB9S§]
is defined as follows:

VO<i<q:E;=a-|[p) (W] and EL=1-) E;,

where |¢;) is a unit vector orthogonal to all [¢;)’s for j # i, for all 0 < i < q. The scalar « is
chosen maximal such that the POVM is well-defined, i.e., such that E is non-negative: it is the
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inverse of the largest eigenvalue of ), E;. We compute that this measurement leads to:

2 2
1 pCB = q Oi _2:q'miniﬂ ,
vensaz |10
Note that the success probability of the measurement is a factor ¢ higher than the one from [CLZ22].

By the union bound (and still assuming ¢ prime), with the optimal unambiguous measurement,
it suffices to set

m=—"" . u(log)) . (3)

q - min | f]?

1.1.4. How to implement the measurement in time polynomial in logq. Compared to the [CLZ22]
approach, the quantum distinguishing measurement from [CB98] allows one to choose m smaller
by a factor ¢ and also to gain a factor ¢ in the run-time. But beyond these considerations over
the parameter m, that we discuss more deeply in Subsection 1.1.5, recall that we are looking for a
sampler whose run-time is polynomial in m and log q. We therefore have to efficiently implement
the above POVM. Although the measurement was introduced in [CB98|, this work does not
specify how to efficiently compute it. The POVM components (E;), <j<q turn out to be some
projections (|1/)JJ- ><z/1l4-|)0<j<q. A first approach would be to compute the quantum states |¢f‘>’s

which are given by (here w, refers to a primitive g-th root of unity.)

Vi) = f 3w fla) )

TE€EZL/qL

where N =3 7.7 |f(=)|~2 and (IX2))zez/4z denotes the Fourier basis, namely

1 x
Vailxe)=—= Y wiVly) .
\/(ijZ/qZ

However, even if one were able to compute these quantum states in polynomial time, there are ¢
of them, making it difficult to obtain a run-time polynomial in logg. One may therefore try to
find a way to efficiently compute a unitary sending |j)[0) to |j) |1/Jj-> for all j. This seems to be
a challenging path, as such a unitary would need to implement the POVM. Let us backtrack a
little, and try to see how the POVM given by (E;)o<j<q and E| acts on the |¢;)’s. First, let us
decompose the [1;)’s in the Fourier basis:

2 y) = Z f wq_jx IXz) -
z€ZL/qZ

To correctly identify |¢;), we project it according to E; = |wj-><wj-| This leads to considering
the following Hermitian product:

(05 [45) =

S owit f—a) T f(-a) wy T

T€ZL/qZ

ﬁ

o~

W S f=a)t (=)

T€Z/qZL

In other words, when projecting [1;) on WJ-L>, we want to “remove” f(—x) in the amplitudes
of |¢;) in its Fourier basis decomposition. Therefore, simulating the POVM of [CB98] leads to
considering the unitary performing this task, i.e., a unitary V such that

min \ﬂ

min | ] n
F(—a) Fl—a)

(We note that a similar approach was considered in [CT23] ) Such a unitary is efficiently com-
putable under the conditions that both min |f | and f ( x) can be efficiently approximated. Let

Vz : |Xa) 0) — Xa) [0) + 4[| 1= IXz) 1)
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us check that V indeed “simulates” the measurement from [CB98], by computing how it acts on
the [¢;)’s

V() l0) =V [ > F=a)-w7 ) 0)

T€ZL/qZL

= 3 [ min|f] w7 [xa) [0) + F(—x) - wg Ty [1 -

x€L/qZ

=q- m1n|f\ |) |0) + Z f wjac.

x€L/qL

In other words, we have (for some quantum state |n;)):

V[1;)10) = V/pCB|5) [0) + /1 — pCB |n;) |1)

where p©B turns out to be equal to the success probability of the POVM given in [CB98], i.e.,
p®8 = 1 — p¥B. Therefore, by interpreting any quantum state whose last qubit is |1) as L,
applying V amounts to quantumly recovering j from [¢;) with probability 1 — pf_B.

1.1.5. Increasing the Fourier coefficients. At this stage, we have that the modified |LWE) al-
gorithm is polynomial in m and logq. We also have decreased the feasibility threshold on m
from ng/ min|]?|2 -w(log A) to n/(q - min |ﬂ2) -w(log A). However, as observed in [CLZ22], the
quantity min |J?|2 can be extremely low for distributions of interest.

Our last technical ingredient stems from the observation that for the purpose of oblivious LWE
sampling for a distribution , we do not need to set f = ,/x but can set f = ,/x - u for any
function u : Z/qZ — C taking values on the unit circle. Indeed, the new phases disappear when
we measure the |LWE) state to obtain the LWE sample. Interestingly, the phases can greatly help
to increase min |ﬂ2 The astute reader will note that the circuit described above then needs to be
updated to account for the phases, but we show that efficiency can be preserved, notably for the
function u that we choose. We propose to set u as the sign function:

VeeZN0,q/2] :u(x) =1 and Ve eZnN(—q/2,0):u(z)=-1.

Then the following relations hold, for ¢ odd and for all z € Z/¢Z viewed as an integer in (—¢q/2, q/2]:

f(x)szf

YyEL/qL
o
= 7 > V)t - > V() -w
© 200,072 4 20(=4/2,0)

Vx(0) N ORe -
= —w, ).
SRR

Note that the summand is an imaginary number and hence that 1/x(0)/q is the real part of f(w)
As a result, we obtain that min |f| > +/x(0)/q. By combining with Equation (3), it suffices to
set m = n/x(0) - w(logA). For the specific case of the folded integer Gaussian distribution, we
have that x(0) ~ 1/0, leading to an efficient algorithm when o is polynomial in .

We stress that we use both the phases and the improved unambiguous measurement to obtain
an efficient algorithm. We already saw that the the improved measurement alone is insufficient.
Conversely, if we use the phases and the measurement from [CLZ22], then it seems that we need m
to grow as ng?/o - w(log \), which forbids a run-time polynomial in log g.
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1.1.6. Application to standard model lattice-based SNARKs. Succinct Non-Interactive Arguments
of Knowledge (SNARKS) are cryptographic schemes whose purpose is to prove NP statements
with a succinct proof and fast verification, as a function of the statement size. They must satisfy
the property of knowledge soundness: informally speaking, if a malicious prover manages to build
a proof that passes verification, then one can extract from its description and execution a valid
witness for the proved statement. Several candidate SNARKSs based on lattices in the standard
model [GMNO18, NYI*T20, ISW21, SSEK22, CKKK23, GNSV23| assume the hardness of some
type of knowledge assumption, i.e., an assumption that formalizes the intuition that an algorithm
cannot achieve a given task without knowing a specific information. This intuition is formalized
using extractor algorithms. The specific knowledge assumptions used in those schemes are typi-
cally defined in terms of LWE-based ciphertexts (also sometimes called encodings) of a symmetric
encryption scheme.

To simplify the discussion, we now focus on the constructions from [ISW21, SSEK22, CKKK23].
The discussion can be adapted to the other schemes (see Section 6.4). The corresponding encryp-
tion scheme handles plaintexts defined modulo an integer p, with ciphertexts that are vectors
modulo a much larger integer g, such that the scheme enjoys a linear homomorphism property:
given yi,...,ym € Z/pZ and ciphertexts cty, ..., ct,, decrypting to ai, ..., an,, the vector ), y;ct;
decrypts to Y y;a,. It is then assumed that the only way to compute a valid ciphertext is to take a
linear combination of the available ciphertexts (variants may be used in different schemes). To ob-
tain SNARKSs, this is formalized in terms of the existence of an efficient extractor: given the ct;’s,
the description of the algorithm producing a new ciphertext and its internal randomness, some
efficient extractor recovers scalars y;’s modulo p such that ct =), y;ct;.

We observe that the knowledge assumptions involved in those schemes can be expressed in terms
of the knapsack version of LWE. The knLWE problem asks to recover e from the input (B, Be)
where B is a uniformly chosen matrix from (Z/qZ)™~™*™ for some integers m > n > 1 and ¢ >
2. We are in a regime of parameters where e is uniquely determined from Be, with overwhelming
probability over the uniform choice of B. We identify the matrix B with the matrix (ctq,...,ct.,).
Note that it is not uniform, we can pretend it is as it is computationally indistinguishable from
uniform under some LWE parametrization. We then argue that the knowledge assumption is
quantumly broken, by observing that our witness-oblivious quantum LWE sampler can be turned
into a witness-oblivious knLWE sampler by relying on the randomized Karp reduction from LWE
to knLWE from [MM11]. As some of the considered schemes rely on algebraic variants of LWE, such
as Ring-LWE [SSTX09, LPR10] or Module-LWE [BGV12, LS15], we extend the witness-oblivious
LWE sampler to those settings. The analysis extends without difficulty, except for difficulties
arising from the fact that the considered rings are not fields.

1.2. Related works. Positive and negative results on the possibility of obliviously sampling in
the image of a one-way function have been given in [BCPR16]. Even though LWE is a (conjectured)
one-way function, this work is incomparable to ours as it considers the situation where the sampler
and the extractor are both given some auxiliary input.

From a technical perspective, one of our main ingredients is to replace an unambiguous discrim-
ination measurement used in [CLZ22] by the optimal unambiguous discrimination measurement
from [CB98]. This change was also considered recently in [CT23] for linear codes and the Ham-
ming metric, with the objective of obtaining an efficient quantum algorithm to find short non-zero
elements in linear codes via the framework given by [CLZ22].

The obliviousness sampling hardness assumption belongs to the family of non-falsifiable as-
sumptions [Nao03, GW11], similar to the knowledge of exponent assumption in the discrete log-
arithm setting [Dam91]. In the context of succinct non-interactive arguments, such assumptions
seem difficult to avoid, as it was proved in [GW11] that falsifiable assumptions must be used to
prove security if one resorts to black-box reductions. Using non-falsifiable assumptions makes
the cryptanalyst’s task more difficult: as the attack cannot be efficiently tested by a challenger,
the cryptanalyst is required to prove (or convincingly argue) that the attack works. One way to
circumvent this impossibility result is to rely on the random oracle model, which indeed leads to
efficient succinct non-interactive arguments [BSCS16]. We stress that our algorithm has an impact
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on the quantum security of standard model lattice-based SNARKS, but not on [AFLN23] which
relies on the random oracle model. We also stress that our algorithm does not seem applicable to
known standard model lattice-based SNARGs, which differ from SNARKS in their definition of
soundness.

Beyond those studied in this work, another candidate construction of a standard model lattice-
based SNARK was proposed in [ACLT22], but the underlying assumption was broken classically
in [WW23].

2. PRELIMINARIES

Notation. The function In refers to the logarithm in base e. When the base of the logarithm
does not matter, we write log.
We will consider the additive group Z/qZ for ¢ > 2 and may write its elements as

. q . _ 4
zjz={jez: -1<j<i}.
/4L = \J 5<J<3
We define w, as exp(27i/q). Recall that the discrete Fourier transform of every function f :

7./qZ — C is defined as follows:

Voo, fla)= 22 3 1w
yEL/qL

For an integer m and a real number r > 0, we let B,,,(r) denote the ball of R™ with radius 7.
Vectors are in column notation and are written with bold letters (such as x). Uppercase bold
letters are used to denote matrices (such as A). For vectors ay,...,a,, we let (a1]...|a,) denote
the matrix whose columns are the a;’s. For any two vectors X,y € (Z/qZ)?, we define their inner
product as

d
(x,y) = inyi mod q .
i=1

We define w(+),O(-), and Q(-) in the usual way. When it is not clear from the context, we use
subscripts to clarify the input parameter, for instance Qy(-). We let poly(\) denote any function
which is of order O(A®) for some constant a. Furthermore, the notation negl(\) refers to a function
that is O(1/A\?) for every constant b > 0.

We use PPT to denote the usual class of classical Probabilistic Polynomial-Time algorithms.

Sometimes, we will use a subscript to stress the random variable specifying the associated
probability space over which the probabilities or expectations are taken. For instance the prob-
ability Px (E) of the event E is taken over the probability space 2 with respect to the induced
measure by X. We let U(S) denote the uniform distribution over S. Given any distribution X,
the distribution X®™ is defined as (X1, ..., X,,) where X;’s are independently distributed as X.
For any two discrete probability distributions X and Y over a set S, their statistical distance (also
called the total variation distance) is defined as:

ALY = 3 3 Px(s) ~ Br(s)]
ses

Let f : S — C be a function. We define the function f®¢ : ¢ — C as f@¥(zy,...,24) =
f(z1)--- f(zq), for all (21,...,24) € S When the dimension d is clear from the context, we
abuse the notation and write f instead of f®?. Let S be a finite set and f : S — C. We say that f

is an amplitude function if
d P =1.

z€eS

We note that f®¢ is an amplitude function whenever f is an amplitude function.
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2.1. Quantum computations. We refer the reader to [NC11, Wat18] for introductions on quan-
tum algorithms.

We use the quantum circuit model of computation. A quantum circuit operates on some number
of qubits, using one-qubit or two-qubit unitary gates and projective measurements. The measure-
ments are performed in a priori fixed computational basis. The outcome of the last measurement
is typically considered as the output of the algorithm. An algorithm may use ancilla qubits, i.e.,
extra quantum registers initialized to |0). We say that a sequence of quantum circuits (Q;); is
QPT if there exists a deterministic polynomial-time algorithm that takes i in unary as input and
outputs the description of ); with gates and measurements.

Partial trace. For our purposes, we need to describe sub-systems of a given “composite”
quantum system. This description involves the partial trace. Let A and B be two Hilbert
spaces with {|a)},ez and {|b) }pes as their orthonormal bases, respectively. For all ai,a2 € 7
and by, by € J, tracing out the register of B is defined as follows:

trp (Jar)az| ® [b1)(ba|) := (b1|b2) |a1Xaz] -
It is extended by linearity.

Trace distance. We will also use the trace distance which is defined over two quantum states p, o
as follows:

Dulp.)i=yir (Vo= o)ilo-a) -

For pure quantum states |¢) and |p), it can be simplified to /1 — | {¢|¥)) [2. The trace distance
has the following properties (see [NC11, Th. 9.2]):

o for any joint states p, o over A® B, it holds that Dy, (trg(p), trg(o)) < Dy (p, 0);
e for any quantum states p, o, 7, it holds that Di,(p,0) < Dir(p, 7) + Dir(7,0);
e for any quantum states p, o, 7, it holds that D, (p ® 7,0 ® 7) = Dy, (p, 0);

e for any quantum algorithm Q and any quantum states p, o, it holds that Dy, (Q(p), Q(0)) <
Dtr (p7 U) .

Let M be the set of possible outcomes of a measurement on the above states. Let X and Y be
the distributions over M induced by measuring p and o, respectively. We have:

A(X,Y) < Dy(p,0) . (4)
Quantum Fourier transform (QFT). The QFT over the additive group Z/qZ, whose charac-
ters are x, : y > wi? for v € Z/qZ, is defined as follows:
1 xT
Ve € Z/qZ, QFT|z) = 7 Z wy¥y) -
z€Z/qZ

The quantum states |x,) := QFT |x) for © € Z/qZ are called the Fourier basis, whereas the
states |z) form the computational basis. The following lemma recalls how the computational basis
decomposes in the Fourier basis.

Lemma 1. For any q > 2, it holds that

1 —yxr
Vy € Z/qZ, |y>=% > WP xa) -
T€Z/qZL
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Proof. We have the following equalities:

QFT D w ¥ xz)= > w,”" QFT|x.)

z€ZL/qZ z€Z/qZ
—yx ]' rm
= > waﬁ > wi™ QFT|m)
z€Z/qZ meZL/qL

= Z L Z wg(m_y) QFT |m)

meZL/qZ \/a x€Z/qZ
=VaQFT|[y) .

The result is obtained by applying QFT . O

2.2. Gaussian distributions. The Gaussian function centered around 0 with the standard de-
viation parameter o > 0 is defined as:

2
x|

Vx €ER™: py(x):i=e " o2

where || - || denotes the Euclidean norm of x. The following lemma shows the concentration
behaviour of p, over lattices.

Lemma 2 (Adapted from [Ban93, Le. 1.5]). For any m-dimensional lattice A and any real num-
bers o > 0 and o' > o/v/2m, it holds that

pr W\ B/ vm) < (% Voo 75 ) ()

We have the following inequality.

Lemma 3. For every o > 0, we have 0 < p,(Z) <1+ 0.

Proof. We have p,(Z) < 1+ 2f0+oo po(xz)de = 1+ o, by comparing the sum and the integral.
Moreover, using the Poisson summation formula, one obtains ps(Z) = 0 - p1,,(Z) > 0. O

The discrete Gaussian distribution over Z™ centered around 0 with the standard deviation o
is defined as follows:

po (k)
Po (Zm> ’

where po(Z™) := Y \cym po(k). Folding Dzm , modulo an integer ¢ yields the distribution ¥, 4.

vk € VAL DZ"L,U(k) =

Definition 1 (Folded Discrete Gaussian Distribution). Let ¢ > 2 an integer and o > 0 a real num-
ber. We define the folded discrete Gaussian distribution over (Z/qZ)™ with standard deviation o
and folding parameter g by its probability mass function ¥4 4:

VX € (Z/a2)" 2 Do (x) = Ekezzsf2%+ kq)

We note that in all distributions above, the dimension of the input is implicit and can be derived
from the context. The distribution 1, ; behaves very closely to Dzm ..

Lemma 4. Let m > 1 and q > 2 integers and o > 0 a real number. Assume that g > 20+/m.
Then for every x € Z™ N (—q/2,q/2]™, it holds that

2

,i q
D (%) < 09 (%) < Dan o (x) +€ C7 and /Dy (%) < /0 g(x) < /D o () +7557
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Proof. For x € Z™ N (—q/2,q/2]™, we have
> po(x+kg) =ps(x)+ Y po(x+kg)

kezm kezm\ {0}

< po (X) + Z Po (k)

kezZm:|[k]| >4

< (%) + po (2" \ By (3))

42 m
< po(x)+ (20(3/5 V2me eﬂm<20>2> po(Z™) (by Lemma 2 with ¢’ = %)

2

Sm®+G%%ﬁ;uwm

where the last inequality follows since for every x > 1, we have (1 — 7)x? > Inx + In+/27e. This
gives the first statement. For the other one, we take the square-root of the last inequality above
to obtain:

q2
Ten?p (Zm o2
7907(1()() < Po (X) +e pa( ) < pU(X) —
po(Z™) ps(Z™)
This completes the proof. O

2.3. Learning With Errors. The LWE problem was introduced by [Reg09]. It can be viewed
as a distributional variant of the bounded distance decoding problem over Euclidean lattices (see,
e.g., the discussion in [SSTX09)]).

Definition 2 (LWE). Let m > n > 1 and q¢ > 2 be integers, and x be a distribution over Z/qZ.
The parameters m,n,q and x are functions of some security parameter A. Let A € (Z/qZ)™*",
s € (Z/qZ)™ be sampled uniformly and e € (Z/qZ)™ be sampled from x®™. The search L\WE,,, ,, 4.5
problem is to find s and e given the pair (A, As + e). The vectors s and e are respectively called
the secret and the noise.

Whenever x is equal to the folded discrete Gaussian distribution 9,4 for some o > 0, we
overwrite the notation as LWE,, ,, 4 o.

For sufficiently small values of o, for example ¢ = O(q(m_")/ m/ \f)\), one can show that the
valid LWE instances are sparse in (Z/gZ)™: a uniformly sampled vector b is unlikely a valid LWE
instance.

The quantum hardness of the LWE problem for various distributions of the noise and the secret
has been extensively studied (see, e.g., [Reg09, GKPV10, MM11, BLP*13, BD20]) and it is known
that LWE is no easier than some conjecturally hard worst-case problems [Reg09).

3. WITNESS OBLIVIOUSNESS

In this section, we are interested in the task of sampling an LWE instance (A,b), given a
matrix A. A direct approach (which follows the definition of the LWE problem) is, using a source
of randomness, to produce a secret vector s and a noise vector e with appropriate distributions,
and then to output b = As+e. This sampler has a particular property: it itself knows the secret s.
In a sense, the LWE problem with the vector b is not hard for the sampler. In that case, we say
that an LWE sampler is witness-aware. We are interested in samplers that are not witness-aware,
i.e., that are witness-oblivious.

Below, we discuss instance samplers and knowledge assumptions with a focus on the LWE prob-
lem. We start by splitting our discussion about obliviousness between the classical and quantum
settings in Subsections 3.1 and 3.2. Furthermore, we show in Subsection 3.3 how to deduce from
a given oblivious sampler another one via reductions. Finally, we show in Subsection 3.4 how to
design a quantum oblivious sampler for LWE.
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3.1. Classical Setting. We begin by the definition of a classical LWE sampler.

Definition 3 (Classical LWE Samplers). Let m > n > 1 and g > 2 be integers, and x be a
distribution over Z/qZ. The parameters m,n,q,x are functions of some security parameter \.
Let S be a PPT algorithm that has the following specification:
S(1* A;r):  Given as input the security parameter 1* (in unary), the matrizv A €
(Z/qZ)™ ™ and an auziliary bit string r of size poly(X), it returns a pair (A, b) with b €
(Z/qZ)™.
We say that S is a classical L\WE,,, , g~ sampler if, for a uniformly distributed input matriz A
and a statistically independent random string r, the distribution of S(1*, A;r) is within statistical
distance negl(X\) from the distribution of L\WE,, n ¢ as given in Definition 2.

As discussed above, some samplers, during their course of execution, might need to produce
the witness in order to be successful, namely they are aware of the witness. Assume that we are
given the concrete machine that implements the sampler. If we carefully inspect all steps of the
machine, the witness must show up at some point (in an easily recoverable way), which allows us
to extract it. We grasp this intuition in the following definition.

Definition 4 (Witness-Oblivious LWE Samplers). Let m,n,q, x, A as above. We say that a clas-
sical LWE, g sampler S is witness-oblivious if for every PPT extractor £, we have

A= U((Z/qz)™"")

< U ({0,1}PoYV)
(A,b:=As +e)« S(1*,A;7)
(s',e)« & (1>‘,A,b,7’)

where the probability is also taken over the randomness of £.

P|ls'=sande =e < negl(}) ,

This definition implies that given (A,b), finding a witness is hard for all PPT algorithms.

Lemma 5. Let m,n,q,x, A as above. Suppose that there exists a classical witness-oblivious
LWE,, n,q,x sampler. Then the LWE,, ,, 4 problem is hard for every PPT algorithm; for all
PPT algorithm B, we have

(s',€/) « B(1*,A,b) =

P(s = de =
(s sande =e = ey

(A,b = As+e) « LWE a0y ) 1

where the probability is also taken over the randomness of B.

Proof. Let S denote the witness-oblivious sampler and B be an arbitrary PPT algorithm. By
assumption, if given as input a uniformly distributed matrix A, the output distribution of algo-
rithm S is within statistical distance negl()) from the instance distribution of LWE,, ;, 4. There-
fore, by properties of the statistical distance, we have:

<

P(s’—sande’—e

(A,b:=As+e)+ LWE,, , 4.x
(s',e)« B (1’\,A,b)

A< U((Z/qz)™"")

r+ U ({0, 1}pev(V)
(A,b:=As+e)« S(1* A;r)
(s',€') « B(1*,A,b)

P|s'=sande =e + negl(\) .

Define the following PPT algorithm &:
E(1*A,b,r) :=B(1* Ab) .

Therefore, as S is a classical witness-oblivious sampler, we have

A~ U(Z/qz)y™™)

r < U({0,1}PYN)
(A,b:=As+e)+ S(1* A;r)
(¢',€)«+ & (1’\,A7b,r)

Pls'=sande =e < negl()\) ,
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FiGURE 1. The execution of the sampler.
which completes the proof. O

Lemma 5 states that the existence of a witness-oblivious LWE sampler implies the hardness of
the LWE problem. We are interested in the converse, i.e., in obtaining an oblivious sampler, under
the assumption that LWE is hard.

3.2. Quantum Setting. To discuss the post-quantum security of cryptographic schemes, we must
migrate to quantum algorithms with appropriate extension of obliviousness. Before going into the
details, we need an appropriate definition of quantum samplers.

Definition 5 (Quantum LWE Samplers). Let m > n > 1 and q¢ > 2 be integers, and x be a
distribution over Z/qZ. The parameters m,n,q,x are functions of some security parameter \.
Let S be a QPT algorithm that has the following specification:

S (1)‘, A, |0>p0ly<A)) : Given as input the security parameter 1* (in unary), the matriz A €

(Z/qZ)"™™ ™, and a polynomial number of ancillas each initialized to |0) as inputs, it returns
a pair (A, b) with b € (Z/qZ)™.

We say that S is a quantum LWE,, , 4., sampler if, for a uniformly distributed input matriz A,

the distribution of S(1*, A, |0>p°|y()‘)) is within statistical distance negl(X) from the distribution
of IWEn,q,x as given in Definition 2.

The main principle we use to base our obliviousness definition on is that observing or measuring
the execution of a machine (be it classical or quantum) must not change the view that the sampler
has of itself. Assume that an extractor is observing a sampler. Let pqge represent the joint state
of the sampler § and the extractor £ at some step. The extractor might have carried out particular
inspections that ended up in entangling its register with that of the sampler, so the state pqge
might not be separable. We intuitively expect from a valid extractor that if we trace out its
register, the remaining state must be as if no extractor was inspecting the sampler at all. Namely,
if pq was the state of an isolated sampler at the same step, we require that tre(pqee) = pq-
We define valid extractors as follows, based on the above discussion, except that we only require
that tre(pqge) and pq are close for the trace distance.

Definition 6. Let Q and E be two quantum registers initialized to 7q and Te where Tq con-
sists of classical information and ancillas while T consists of only ancillas. Let G be the set
of one-qubit and two-qubit unitary gates. Let S be a quantum algorithm operating on regis-
ter Q with gates S1,...,S¢ each of which either belongs to G or is a measurement in the com-
putational basis. Let £ be a quantum algorithm operating on the joint register Q ® E with the
gates (Eo,5)i<i0)s (€1,5)j<k1ys -+ (Eev15)j<k(e+1) each of which either belongs to G or is a mea-
surement in the computational basis.

In the first scenario, suppose that S is operating alone on Q. Let oq(i) be the density matriz
representing the state of Q just after the i-th step of S fori > 1 and just before the first step of S
fori =0, as depicted in Figure 1.

In the second scenario, suppose that S and &€ are operating jointly on the registers Q and E as
follows. After the i-th step of S for i > 1 and before the first step of S for i = 0, algorithm & is
given both registers to perform its operations (£; ;) j<i(s) and sends register Q to S. For every 1 <
J < k(i), let pqee(i, ) denote the joint state of the registers after applying &; ;, and let pqge (i, 0)
denote the state just before applying &;, as depicted in Figure 2.
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FI1GURE 2. The execution of the extractor between Steps ¢ and i 4+ 1 of the sampler.

Let € > 0 be a real number. We say that £ is an e-valid extractor if for every 0 < i < ¢ and
every 0 < j < k(i), it holds that:

Dy (tre(pqee(i, j)), 0q(i) < € . (5)

We say that an extractor is perfect if it is e-valid for e = 0. Furthermore, we let (S,&)(rq, Te)
denote the joint output.

‘We note that this definition does not assume that S is a sampler, nor that S and £ are efficient.

This definition covers all valid extractors in the classical setting. A classical sampler only
exploits classical registers. Observing and copying the internal states and the randomness encoded
in classical registers is perfectly doable. This translates to the extractor having all the information
of internal states and randomness of the sampler. This gives exactly the same information to the
extractor as in Definition 4.

Definition 7 (Witness-Oblivious Quantum Samplers). Let m,n,q,x, A\ as in Definition 5. We
say that a quantum LWE,, ,, o sampler S is witness-oblivious if for every negl(\)-valid QPT
extractor £, we have

P(s’:s and € = e

A<~ U((Z/qz)™")
(A,b:=As+e), (s, €)) « (S, ((1*, A, [PV} |opey(V)))

< negl(A) ,
where the probability is also taken over the measurements of S and &.

We note that a statement similar to Lemma 5 holds for quantum witness-oblivious samplers.

Relation to the definition from [LMZ23]. The authors of [LMZ23] adopted a different approach
to define valid extractors. Their definition only deals with unitary algorithms followed by a single
final measurement. The sampler is first executed until it performs its final measurement, and then
the remaining working register and the measurement outcome are handed over to the extractor.
The extractor is not allowed to inspect or observe the sampler during its execution. Using the
notations of Figure 1, a valid extractor, in their case, is only given the classical output y, and the
quantum output |P).

Definition 8 (Adapted from[LMZ23]). Let S be a unitary algorithm with a pure initial state and
some classical string as input. Assume that S performs a final measurement in the computational
basis over part of its register. A quantum algorithm & is said to be an LMZ extractor for S if it
operates as follows: in the first phase, the sampler runs its circuit and outputs |y, ®) where y is
classical and |®) is quantum; in the second phase, the circuit of the extractor runs over |y, ®), and
possibly extra ancillas, and outputs a classical string.

We stress that in the definition above, the extractor is not allowed to engage in the first phase:
it proceeds after the sampler. We show in the following lemma that, when restricted to unitary
algorithms with a pure initial state, our definition of perfect extractor is equivalent to the one
from [LMZ23].

Lemma 6. Let Q be a quantum register initialized with some classical string z and with the pure
state |0)q- Let E be a quantum register with pure initial states |0)g. Let S be a quantum algorithm
operating on Q by a series of unitary gates followed by a single measurement. Let £ be a QPT
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e-valid extractor operating on two registers Q and E as per Definition 6. Then, there exists an
LMZ extractor &' (as per Definition 8) that is QPT, and

Dtr(<8,8> ((2,10)q), [0)) » & (S (2, |o>Q))) <2V .

Remark 1. In the case of quantum LWE samplers, the classical string z will be 1 and A.

Lemma 7. Using notations of Lemma 6, for any (i,j), it holds that
Dix (pase(is ) 0a(i) ® €5 (10))) < 2v2 |

where 5(/1‘ i) is a QPT algorithm given as input a quantum state |0), and implicitly the description
of § and £ as well as the classical string z.

Proof. Let us first prove the statement for the perfect-case, i.e., e = 0. We prove it by induction
on i. Suppose that the statement holds for (i — 1) > 0 (it clearly holds for ¢ = 0 as at this step
neither S nor £ performs any computations). In particular, we have
paee(i — 1,k(i — 1)) = 0q(i — 1) ® £;_1 4i-1))(10)) -
The statement holds for (i,0) by definition, namely,
Paze(i,0) = Sioq(i — 1) ® E(;_1 k(i—1))(10))
=0q(i) ® 5Ei71,k(i71))(|0>) :

Note that £ is a perfect extractor, therefore according to Definition 6, we have

tre(peze(i, J)) = oq(i) -
The state oq(4) is pure since S only applies unitaries to Q which initially contains the pure quantum

state |0) q- Therefore, according to the above equality, pQeE(l, J) is a produce state. Furthermore,
it is necessarily given by

oq(i) ® pE ,
where pg is the quantum state obtained after applying &; 1,...,&; ; as in Figure 2 on
PQ@E(ivO) = UQ(i) ® 5(/i—1,k(i—1))(|0>) )
and then tracing out Q. On one hand, oq(4) can be computed via i steps of S given the classical
string z and the quantum state |()>Q where no measurement are performed. Therefore, given the

description of S, we can compute a polynomial time unitary U (the sampler S is QPT) such that
0q(i) = U |0). On the other hand, the quantum state pggq(i,j) is equal, by definition, to

PE2Q(i,J) = Eij .- Eix (paaE(i, 0))
=&j---Ein (UQ(i) ® 5éi71,k(171))(‘0>))

=iy Ein (U10)g ® iy (1)) -

The algorithm 5{2.7].) computes the above state and then it traces out its first register Q, namely
it keeps only the second register E. It shows that the lemma holds when ¢ = 0 for any ¢ and
any 0 < j < k(7). It concludes the proof by induction in this case.

Now suppose that € > 0. Let us consider the same algorithm 8(’i7j) as above. However, in this
case (when keeping the second register) it is not true anymore that, pqge(i,7) = oq(i) ®5(’i7j) (10)).
Indeed, tre(pqee(?, j)) is not a pure state, therefore pqwe(4,j) is not a product state. To handle
this case, let us introduce the fidelity F'(-,-) between quantum states, i.e., for all quantum states p

and o
F(p,0) =try/\/po/p .

By Uhlmann’s theorem [NC11, Th. 9.14, Exercise 9.15], there exists some purifications |¢) and
|1} of tre(pee(i, 7)) and oq(i), respectively, such that

F(tre(paee(i, 4)), 0q(i) = (eld)] - (6)
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Note that by definition: trg(]w)e]) = oq(é) which is a pure state. Therefore |¢)) is a product
state, in particular

) =0oq(i) ®p .
By Fuchs-van de Graaf inequalities, [NC11, Eq. 9.110], it holds that
F(tre(paee(i; 1)) 0q(i)) > 1 — Dy (tre(paee(i, j)), oq (1))
>1—c.

Therefore, by using Equation (6), we have

[{eld)[ =1 —e

which implies that

Du (o), [9)) < V1 - (1—2)? <V2e .

The above inequality holds for any purification |¢) of trg (pqge(i, 7)), in particular for pqee(Z, f)
(without loss of generality we can suppose that it is a pure quantum after some purification),

namely,
Dy (pqae(i 5), [¥)) < /1 —(1—¢)2 < V2e . (7)

Recall now that |[¢)) = 0q(i)®@p. In its last step, algorithm Sgi ;(10)) keeps only the second register
E of pqge(4, ) (it traces out its first register Q). Therefore, by properties of the trace distance,

Dux (p: (s (10))) < Ve . ®)
By using the triangular inequality,

D (paee(is 1), 0a(i) @ &, 5 (10))) < Dir (pase(i. 1), [0)) + Dur (16) . 0a() @ €, (10)))
= Dur (pase(is): [¥)) + D (00(i) © p, 7a(i) © &, 5 (0)))

— Dur (paee(is ), 1)) + Dus (0, 2, ;) (10)))
<22

where we used Equations (7) and (8). This completes the proof. O

Proof of Lemma 6. Let £ be the number of steps of the sampler §. Recall that after the /-th step,
the sampler S measures part of the register Q. According to Lemma 6, we have

Dix (pase(t,k(0),00(6) © & 40y (10))) < 2v2¢

where 527 k() is a QPT algorithm that only needs the description of S, £, and the knowledge of the
classical string z to run. Therefore, after performing the measurement of S on oq(¢) ® &7 ;4 (10)),

the post-measurement state is within trace distance < 2+/2¢ from the post-measurement state
after applying the same measurement on pqge (4, k(¢)). Let the former be

Y, @) @ & o) (10))

where y is classical. To build an LMZ extractor, it suffices to remove the interaction between £
and §. We first run S once and let it perform its measurement to obtain |y, ®). Then, we
let £ perform its last steps over |y, ®) ® &, ) (|0)). Note that this defines an LMZ extractor
since & ;) (|0)) can be computed in polynomial time and independent of (i) the execution of S

and (#7) its measurement output.
O
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3.3. Obliviousness and black-box reductions. All definitions of this subsection can be ex-
tended to the general class of distributional problems as well. Recall that a distributional problem P
is a pair (R, D) where R is an NP relation and D = {D, }, is a polynomially sampleable ensemble
over the instances of R. The problem P asks for finding a witness for an instance that has been
sampled according to D. We note that the search LWE problem belongs to this class.

Definition 9 (Quantum Samplers). Let A be the security parameter. Let P = (R,D) be a
distributional problem. Let S be a QPT algorithm that has the following specification:

S (1>‘,£, |O>p°|y()‘)): Given the parameter 1*, a string Z, and a polynomial number of
ancillas initialized to |0) as inputs, it returns a string x of size poly(\) that has T as a
prefiz.
We say that S is a quantum P sampler if there exists a probability distribution {f))\}x such that
for & sampled from Dy, the distribution of S (1’\, z, |0>p°|yo‘)) is within statistical distance negl(\)
from Dy.

One can define witness-oblivious samplers by adapting Definition 7. We are interested in preser-
vation of witness-obliviousness under reductions. We begin by recalling the definition of reductions
with respect to distributional problems.

Definition 10. A distributional problem Py = (R1,D1) is randomized Karp-reducible to P =
(Ra2,D2) if there exists:

e a PPT algorithm A that maps instances of Py to instances of Py such that A(D1) is within
negligible statistical distance from Do over the randomness of A,

e a PPT or QPT algorithm B for A such that
Vo, y2 0 (A(r137),92) € Re = (21, B(w1,92,7)) € Ry,

with non-negligible probability over the randomness of B. Note that B has the randomness r
of A as part of its input (and can use extra randomness).

The following theorem states that witness-obliviousness is preserved under randomized Karp
reductions.

Lemma 8. Let Py and Py be two distributional problems. Assume that Py is randomized Karp-
reducible to Py with the associated algorithms A and B. If S is a quantum witness-oblivious Py
sampler, then A(S) is a quantum witness-oblivious Py sampler.

Proof. Let x1 < S and z9 < A(z1;7). Suppose that there exists a valid QPT extractor & that
finds a witness yo for the instance zo. One can build a new extractor & for S as follows. To find
a witness for 1, the new extractor (i) collects the randomness r of A, (i7) finds the witness y
for xo using &, and then (iii) applies B(x1,ys2,7). The output of B is a witness for x; according
to the definition of the randomized Karp reduction. It suffices to note that B is indeed a valid
extractor for Q. O

Note that the Py sampler is witness-oblivious under the hardness assumption of P;. Many
classical reductions in the context of lattice problems fall into the above framework.

3.4. Reducing oblivious LWE sampling to |[LWE). We complete this section by providing
a general approach to design a quantum witness oblivious sampler via a single unitary and a
final measurement. We show that producing LWE samples in an oblivious manner reduces to
synthesizing a quantum state that is a superposition of all LWE samples, as defined in [CLZ22].
This state synthesis problem is called the |LWE) problem.

Definition 11 (|LWE) State). Letm > n > 1 and q > 2 be integers, and f be an amplitude function
whose domain is Z/qZ. The parameters m,n,q, f are functions of some security parameter .
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For A = (ay|...|an)T € (Z/qZ)™", the |L\WE(A)),, . . ; state is defined as

m
1
IIWEA s = e > Y Q) fler) (as,s) + e;mod q) |
Zi(A) se@rany se@raym i1

where Zy(A) is the normalization scalar such that |LWE(A)),, .+ becomes a unit vector.
To simplify notation, when it is clear from the context, we will drop the dependency on m,n,q, f,
and the matriz A.

The normalization term Z;(A), which guarantees that |[LWE) is a valid quantum state, will
play an important role. In particular, we will require that Z;(A) ~ ¢". We will discuss this
matter in detail in Section 5, when instantiating our algorithm to the case where |f|?, i.e., the
noise distribution of the measured LWE sample, is a Gaussian distribution.

Constructing this state was studied in [CLZ22] in order to solve the Short Integer Solution
(SIS) problem with some specific parameters. We note that [CLZ22] neglected the normalization
factor Zy(A) by assuming that it is always equal to ¢", see for example [CLZ22, Def. 9 & Cor. 9].
In the general problem of constructing an [LWE) state, one should take the normalization into
account. For instance, it was shown in [DRT23] that this normalization factor should be handled
with care when |f|? concentrates the error weight close to the minimum distance of the spanned
linear code.

We also stress that [CLZ22, Def. 9] only allows non-negative real-valued amplitude functions,
while we allow complex-valued ones. Although we only use real-valued (but not positive) instan-
tiations of the amplitude function in this work since they are sufficient for our purposes, more
choices of the function might have further applications.

Definition 12 (|[LWE) Problem). Let m,n,q, f, A as in Definition 11. The |[LWE), .+ problem is
as follows: given as input a matriz A € (Z/qZ)™™", the goal is to build the ILWE(A)),, . .5 State.
More formally, we say that a QPT algorithm S solves [LWE), . if there exists M < poly(X)
yrlos i 0\M g inputs, algorithm S builds a state within

trace distance negl(\) from [LWE(A)),, . ¢ |0)™, with probability 1 —negl(\) over the randomness
of A and its measurements.

such that given 1*, a uniform A and |0

Notice that measuring the |LWE) state gives the following m LWE-samples:
((a1,{a1,s) + e mod q), ..., (am, (am,s) + e,, mod q)) ,

where the e;’s are i.i.d. with distribution |f|?, while s is uniform and independent.

In the following theorem, we show that solving |[LWE) using a unitary algorithm provides a
witness-oblivious LWE sampler by measuring the final superposition. We stress that the result
holds even if the |LWE) solver only provides a state that is only approximately equal (in trace

distance) to [LWE(A)),, . . - [0)*.

Theorem 2. Let m,n,q, f,A as in Definition 11. Assume that there exists a unitary QPT
algorithm S that solves \LWE>m7n7q7f for some M < poly(\) number of auziliary ancillas as in-
put. Then S followed by a measurement in the computational basis is a witness-oblivious quan-
tum LWE,,, ;, 4,172 sampler, assuming the quantum hardness of L\WE,, , ;172

Proof. Let Q = C® W be the register of S such that the final measurement is performed upon C
to obtain the classical output and W is the remaining register. Let |¢)) be the final state of the
algorithm S over Q, right before the measurement. With probability 1 — negl(\) over the uniform
choice of A, we have:

Dar (1) [LWE(A)),, 0 10)™) < megl(h) ©)

After applying the measurement, the state |¢)) becomes a mixed state as follows:

os:= Y po|b)b|@|dn)on|

be(Z/qZ)™
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where py, is the probability of observing b as the outcome, and |¢p,) is the corresponding state in
the working space. After the measurement, the other state becomes:

owe:= Y. qub)Xb|®[0)0|
be(zZ/qz)™
where {gp}p is the induced distribution of LWE,, ,, ;> over its support, namely
db = IP>s,e (AS +e= b) y (10)

where s € (Z/qZ)" is picked uniformly at random and the e;’s are i.i.d. with distribution |f|2.
Using the properties of trace distance, we obtain for a proportion 1 — negl(\) of matrices A:

D (0s,0w6) < Der (16}, [WWE(A)),, 005 @ 10))
< negl(A), (11)

where in the last line we used Equation (9). Using now Equation (4), we obtain for a proportion 1—
negl(\) of matrices A:

N

A ({Po)b, {ap}b) < negl(A) .

This proves, by using Equation (10), that the sampler S is a quantum LWE sampler as stated in
Definition 5.

Let us now show that S followed be a single measurement is a witness-oblivious quantum sampler
as stated in Definition 7. By assumption, the sampler S is a unitary algorithm. We first consider
the case where the extractor £ is perfect, i.e., ¢ = 0 in Lemma 6. Therefore, we can suppose that
the input of £ is os.

Suppose that € is instead given opwe, namely |b) [0 with b := As + e € (Z/qZ)™ such that
it has been picked according to g, given in Equation (10). In that case, for a uniform choice of
matrices A, its probability to output (s’,e’) such that s’ = s and € = e is negl()\) as we assumed
the quantum hardness of LWE,, ,, ;| 7j2- However the extractor is given os. Using the properties
of the trace distance, it holds that for a proportion 1 — negl(\) of matrices A:

Dy, (5 (0s) 7E<ULWE>> < Dy (0s, o1we)
< negl(A) .

where in the last line we used Equation (11). This completes the proof in the perfect case,
i.e., e =0.

Now, suppose that £ is negl(A)-valid extractor. According to Lemma 6, it is given a quantum
state a trace distance 24/2negl(\) = negl(\) from os. To conclude the proof we proceed as
above. (]

As a direct application of Theorem 2 and Lemma 8, we obtain that a unitary solver for [LWE) y
gives an witness-oblivious quantum LWE,,/ , ;. f> sampler for any integer m’ € [n,m]. Indeed,
throwing away the superfluous coordinates is a Karp reduction.

4. AN ALGORITHM FOR |LWE)

In Subsection 3.4, we have shown that witness-oblivious sampling reduces to the |LWE) problem
(Definition 12). Solving this problem consists in building the |LWE) state (as per Definition 11).
This state is an m-fold tensor product where each element corresponds to a single LWE-sample
(a;,s) + e; mod ¢. Like in [CLZ22], our approach to solve the |LWE) problem singles out each of
these elements, analyzes them independently, and finally recombines the results.

Definition 13 (Coordinate States). Let ¢ > 2 and f : Z/qZ — C be an amplitude function. We
define the coordinate states as follows:

=

Vi€ Z/qZ, |i) =Y f(e)]j+emodq) .

e=
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4.1. Description of the algorithm. Before going into the details, we briefly explain how our

algorithm solves the |LWE) problem for some arbitrary amplitude function f. It proceeds in three
general phases that would ideally work as follows.

Phase A. First, it builds the following entangled state

1 3 > f®m(e)|s>\As+e>:\/z>n S8R i) - (12)

s€(Z/qZ)"™ e€(Z/qZ)™ s€(Z/qZ)™ Jj=1

S

The efficiency of this step depends on the specific choice of f.

Phase B. For each j in parallel, it recovers (a;, s) from ‘¢<aj,s>> with some probability p (independent
from j). If it fails, the outcome could be thought as special symbol L. This operation
is not allowed to “perturb” |¢<aj,s)>5 it has to be reversible. We handle this by applying
some polynomial-time unitary that maps ‘w<a]-,s>> to the state

VP [(a;,8))0) + V1 =pla) [1)

for some |a) which does not play any role. We interpret any quantum state whose last
qubit is 1) as L. The quality of that step is quantified by the success probability p.

Phase C. Using the successful coordinates, the algorithm collects some linear equations (a;,s) (for
known a;’s). The next step is to recompute s by Gaussian elimination. This allows to
erase it from the content of the first register, i.e., disentangling the state in Equation (12)
and solving the |LWE) problem. However, note that Phase B only enables to recover
cach (a;,s) with some probability p. Therefore our approach will work if the number of
non-_L coordinates is no smaller than n in order to expect to have a non-singular linear
system to solve, namely if m = (n + loglogq)/p - w(log A). Therefore, the success proba-
bility p considered at Phase B has to be sufficiently large for the purpose of efficiency.

Combining the steps above, one obtains Algorithm 1. Steps 1 to 4 of Algorithm 1 correspond
to Phase A above, Steps 5 and 6 correspond to Phase B above, and Steps 7 and 8 correspond to
Phase C above.

More details are required to make Steps 2, 6 and 7 explicit. For Step 2, we assume that we can
efficiently implement an approximation of the state (see Condition 1 of Theorem 3). A realization
for a specific amplitude function f will be discussed in Lemma 17. Step 6 relies on a unitary V
satisfying:

Vo € 2/qZ: V (1xa) [0)) = xa) (e 10) + VI = w2 (1) (13)

where u, is an approximation of (min |f|) / f(—x) (see Condition 2 of Theorem 3). We will explain
in Lemma 14 how to implement V. Note that up to the numerical inaccuracy, the unitary V can
be viewed as an implementation of the unambiguous measurement from [CB98] (see Appendix A).
Step 7 uses a version of a Gaussian elimination algorithm Agg that works as follows when given
as input a matrix A = (a1|...|a,)" € (Z/qZ)™*" and m equations (y;)1<i<m where y; = (a;,s)
or y; =L (some equations may be erased): it first tests whether the input matrix A is invertible
modulo ¢ (which is not required to be prime); if it is, it then outputs the unique solution s; if
it is not, it outputs L. Algorithm Agg is deterministic polynomial-time and has the following
properties that will prove useful in our analysis of Algorithm 1:

e it is unambiguous, in the sense that it never outputs an incorrect solution, i.e., it either
outputs the valid s or it fails and outputs L;

e if A is sampled uniformly, and the number of non- L input y;’s is (n+loglog ¢)w(log A) and
the indices of the non-_L input y;’s are chosen independently from A, then Agg returns L
with probability negl()\) (this can be obtained, e.g., by adapting [BLPT13, Claim 2.13]);



QUANTUM OBLIVIOUS LWE SAMPLING 23

Algorithm 1 Quantum |LWE(A)) Solver.

m,n,q,f

Parameters: m,n,q and f.
Input: A := (ay|...|a,)" € (Z/qZ)™"".
Output: A quantum state |p).

1: Build the state —~ > |[s).
var se(Z/qz)™

2. Build the state Y. & f(e;) |es).
ec(Z/qz)™ =1
3: Consider the joint state of Steps 1 and 2 to get

f S Y Qftenles

s€(2/qn)"  e€(Z/qz)™ =1

4: Apply the quantum unitary |s,e) — |s, (a1,s) +eq,... (am, S) + em) to get

\ﬁ Z |s) Z ®fez [(ai,s) +e;) = \ﬁ Z |S>®W<ai,s>>

s€(Z/qZ)"  e€(Z/qz)™ =1 se(z/qz)" =1

5. Append one ancilla |0).
Apply the unitary T ® VO™ with V as defined in Equation (13), to obtain

2 ROV ()l

e@/qny  i=1

7: Apply the quantum unambiguous Gaussian elimination as given in Equation (14) to get

Ul \ﬁ > >(§V(|¢<ams>>|0>)

se(z/qz)™ =1

Apply I® (VT)®m and output the resulting quantum state.

%

e for any fixed A, if the indices of the non-1 y;’s are chosen randomly and independently
from the rest, then the success probability is the same for every (s € Z/qZ)".

In Algorithm 1, we consider a version of the Gaussian elimination Agg that is quantized as follows.
For any (s,%,b) € (Z/qZ)" x (Z/qZ)™ x {0,1}",

U+ 18) @) iy bi) = [s = A (A, (1) 1i2)) @ [a1,03) (14)
=1 =1

where y; = x; if b; = 0, and y; = L otherwise. To handle the potential output L of Agg, we embed
the first quantum register in Equation (14) into C? where (|z) , \L)x)xez/qz is the computational
basis (for some arbitrary symbols L ,).

The following theorem gives conditions under which Algorithm 1 solves the |LWE) problem in
time poly ().

Theorem 3. Let m > n > 1 and q > 2 be integers, and f : Z/qZ — C be an amplitude function.
The parameters m,n,q, f are functions of some security parameter A with m,logq < poly(}\).
Assume that the following conditions hold:

1. there exists a poly(\)-time algorithm that builds a state within negl(\) trace distance of
the state ZeeZ/qZ fle)le);

2. there exists a poly(\)-time algorithm, that, given x as input, outputs uy := (min |f])/f(—z)+
€apx () on poly(X) bits with max, |eapx ()] = negl(A)//q7;
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3. we have that m = (n + loglogq)/p - w(log \), where p := ¢ - min \ﬂz;
4. assuming that A € (Z/qZ)™"" is uniformly distributed, we have

n

Pa (‘Zf‘A) - 1’ > negm)) ~ negl()) .

where Z(A) is the normalization scalar such that [LWE(A))
as per Definition 11.

g, f becomes a unit vector,

Then Algorithm 1 runs in time poly (A) and, for a proportion 1 — negl(\) of matrices A €
q , it outputs a quantum state |p) such tha
Z/qZ)" ™", it output tum stat h that

Dis (1¢),10) ILWE(A)),, 0.1 10)) = negl(\) - (15)

The first two conditions enable an efficient implementation of Algorithm 1. In Condition 3,
the value p refers to the success probability in recovering j from |¢;). This condition ensures
that m is sufficiently large for the unambiguous Gaussian elimination algorithm to succeed with
probability 1 — negl(\). Note that the condition on m and the fact that m < poly(A) imply that
we must have p > 1/poly(A). The latter implies that f(z) is non-zero for all x € Z/qZ, a condition
that is necessary to rely on the measurement from [CB98] and, more concretely, for the unitary 'V
used in Step 6 of Algorithm 1 to be well-defined (see Condition 3). Still concerning Condition 3, the
lower bound on m is to ensure that a uniform m x n matrix modulo ¢ has an image of size (Z/qZ)"
with overwhelming probability. If ¢ is prime, this condition can be simplified to m = n/p-w(log \).
Finally, Condition 4 intuitively states that the parametrization of LWE provides a unique solution
with overwhelming probability. The last two conditions can be simplified if ¢ is assumed to be
prime.

We will first consider the correctness of Algorithm 1 (Lemma 13), and then analyze its runtime
(Lemma 15).

4.2. Correctness. The purpose of the unitary V (introduced in Equation (13)) is to recover (a;, s)
from |1/J<a“s>>. More formally, we have the following lemma.

Lemma 9. Using notations of Theorem 3 and with V as defined in Equation (13), we have

Vi € Z/qZ, V ([¢5)10)) = VP 15) [0) + /1 =pln;) [1) + |error;) ,

for some quantum states |n;) and |error;) with max; || |error;) || = negl(\)/\/q™.

Proof. Let us write the [¢;)’s (Definition 13) in the Fourier basis (|Xs))zez/qz- We have, for
all j € Z/qZ:

;)= > f(e)]j+emodg)

e€L/qL

1 .
=— 3" fle) > wiUt[x,)  (by Lemma 1)
\/a e€Z/qZ x€L/qZL

3 ;a S F@)wy | wr )

x€L/qL e€L/qL

= > F2)w " ) -

T€ZL/qZ
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Therefore, by linearity and definition of V, we have:

V() 10) = Y F=2)wgi® V(Ixa) [0)

z€ZL/qZ
= Y wfm) o ) 100+ | DD VI Tual? fl—2) w7 xa) | 11)
z€ZL/qL z€ZL/qL

=[j,0) =[j,1)

Let us consider |1, o). By definition of u, and p, we have:

[¥j.0) = /7 - min |f] f ST w0 ) |+ Y ap(@) F—2)wy I xa)

€L/ z€Z/qZ

=/pl7) :=|error; o)
Notice that: ,
Herrorhp 2 = 3 cunca)? 17 < max eupe(oll) -
©€Z/qZ ¥

Hence, so far, we have:

V(1957 10)) = v/p13) [0) + lerror;0) [0) + [¢51) 1) (16)

where || |error; o) || = negl()\)/+/q", by assumption on max, |eapx(z)|. Notice that V(|i;) |0)) is a
quantum state as V is unitary. Therefore, we can write

[¥5,1) = /1 —pl|n;) + lerrorj 1) ,

for some quantum states |n;) and |error; 1) such that || lerror; 1) || = negl(A\)/v/¢". Plugging this
into Equation (16) gives the result. O

As can be seen from Lemma 9, the transformation V introduces an error term. It basically
comes from the fact that we only assume that we can approximate (min |ﬂ) / f(—x) (as opposed
to exactly computing it). This seems necessary for our subsequent choice of f. Ideally, we would
analyze the correctness of Algorithm 1 as if we were applying a unitary W (that we do not know
how to implement efficiently) such that

Vi€ Z/qZ, W () [0) = vpli)[0) + /1 =plny) (1),

The value (a;,s) appears (in superposition) in the first register of W (|1, 5) [0)), for all i < m.
Therefore, applying the unitary U 4., as in Step 7 to the quantum state

= X ®W (I¥6a.9))10))

se(Z/qz)"

will allow us to erase s from the first register. More precisely, we hope that after Step 7, the
quantum state

1 m
U-AGE \/7 Z |S> ® w ‘¢<ai,5>> 0>

se(z/qz)* =1
will be “close” to the disentangled state

1 m

= 2 10 QW [th(a,.) 10
1A se@jazyr =1

Notice now that applying I® (VT)®m, as in Step 8, to the state above does not yield the quantum

state |0) [LWE(A)),, ,, ,.;0). Instead, this would hold if we were rather applying I ® (WT)@’W
But we do not know how to implement W efficiently. In the following two lemmas we show that
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applying V and VT lead to quantum states that are close for the trace distance to the case where
we would instead apply W and WT.

Lemma 10. Using notations of Theorem 3 and letting
)= (12 (V)™") Ungy \ﬁ > 9@ (volt@ns) [0) + vVI=plna.s) 1) | . (7)

SE(Z/qZ)" =1

we have

Dy, (|<P> ’ |90/>) = nzgnl/(:\) .

Proof. Recall that |p) is obtained at the end of Step 8 of Algorithm 1. In particular, we have,
thanks to Lemma 9,

m

) QV (|ta.s) 10))

s€(z/qn)™ =1

1) &) (V1@ 10) + /1= [1a,.0)) 1)
=1
+ |eff0f<ai,s>>)> :

—_

)= (10 (V))™") Usgy

- 5

_ (1 ® (v*)®’”) Ua, f 3

€(Z/qZ)™

Taking the Hermitian product, we obtain:

L

('lp) = p

Z H (1 + \/]3<<ai,s>, O|error<ai’s>> +4/1 —p<n<ai’s>, 1 error<ai,s)>) .

se(Z/qz)" i=1

As max; || |error;) || = negl(X)/\/q", we have that

@le)=a" > JI0+2.)

s€(Z/qz)™ i<m

for some zg; € C satisfying maxs; |2s:| < negl()\)/+/q"®. Using the fact that m < poly(}), we
obtain that (¢’|¢) =1 — negl(A)/+/q". O

Lemma 11. Using notations of Theorem 3 and letting

) = (T (V™) ﬁ > é(ﬂaz, D10} + v/ T=p a0 1) | (18)

s€(Z/qZ)™ =1

we have

Dtr (|¢/> 9 |0> “—WE(A»m,n,q,f |0>) S 1- <]‘ - qu(nA) negl()‘)> .
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Proof. By Definition 11, we have

0) |LWE(A)) .5 10) = F > 10|t 0)

s€(z/q)™ =1

o) (s 0V (s} )

SG(Z/QZ)” i=1

_ (I®(VT)®’”) L > ®(xf| a;,s)) [0)

Zf(A) se(Z/qZ)™ =

+ V1= p[as) 1)+ |err0r<ai’s>>)> :

Recall that max; || lerror;) || = negl()\)/+/q™ (see Lemma 9). Therefore, we have

m
=1

0) [LWE(A)),,, .1 10) = ') + (T2 (V))*") F > 10) ferrory) |

se(Z/qz)™

for some errorg satisfying maxs || |errors) || < m negl(A)/+/¢™ < negl(A)/1/q", since m = poly(X).
We hence obtain that

q"  negl(\) q"

m
(I®(Vf) ) 7\/27 Z |0) |errors) \/7 NN

se(Z/qz)™

negl(A) ,

which completes the proof. O

The following lemma will help us in analyzing the effect of the unitary U 4,,. It considers
its application on a state whose second and third registers contain a superposition of solved and
undetermined linear equations. It is obtained from (14) by linearity and the fact that y; in
Equation (14) depends only in the last qubit.

Lemma 12. Let U 4, be defined as in Equation (14). Let x1,...,%m € Z/qZ and |n1), ..., |Nm)
be some quantum states. We have

Udes <|s>®(¢ﬁ|wi>|o>+\/1—pm>|1>)>= > Is - Ace(A,y) @AW [e,)

i=1 ye{z, L} i=1

where

sy . J @) |0) ifyi = Ny if yi = @i
’ayi>._{ i) |1)  otherwise and  A(y:) = V1—p otherwise °

We can now show the correctness of Algorithm 1, i.e., that Equation (15) holds.

Lemma 13. Using the notations of Theorem 3, we have, for a proportion 1 — negl(\) of matri-
ces A € (Z/qZ)™ "

Dix (1) 10} [LWE(A)) 1, .. 0)) = negl(A) -

Proof. First, by Condition 1 of Theorem 3, we can build the quantum state Zeez/qz f(e)le) up to a
trace distance negl(\). Therefore, when analyzing the trace distance between the output |¢) of Al-
gorithm 1 and |0) [LWE(A)),, . . +[0), we can assume that it is exactly > ocz/42)m ®;n:1 fle)les)
that is built at Step 2. Indeed, this only affects the trace distance by an additive mnegl(\) = negl())
term (recall that we have m < poly()\)).
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By Lemmas 10 and 11, and the triangular inequality over the trace distance, we have

Duc(Ip) 10} [LWE(A)),,, . 10))

< D (19)|9') + Dur (1), [0)) + Dig (10/),10) LWE(A)),, .1 10))

i / negl()‘) q" 2
< D (l¢"), [¥)) + o +\/1 <1 — Zf(A)negI()\)) (19)

where |p’) and |¢)') are respectively defined in Equations (17) and (18). Applying the unitary I®
(VT)®m does not change the trace distance. Therefore, by using the definitions of |¢’) and |¢'),
we have

D (1¢') 5 14") = Dix (19) s [thidear)) (20)
where
) = Ut J%%% @ (VP (a0 + VTP i) 1)
and

NE

[Videal) 1= (\f| a;,s)) |0) +F‘n ais)) |1 ) .

7% Y. o)
SGZ/qZ i

By Lemma 12, we have

1

W= ¥ % s~ Ace(4.3)) @ Aw) [o},)

s€(Z/q2)" ye{(ai;s), L}

where,

sy ._ | [{ai,s))10) if yi = (ay,s) N._ ) VP if y; = (ay,s)
‘ayi> T { |n<ai,s>> |1) otherwise and - Ayi) = v1I—p otherwise ’ (21)

Similarly, we have

m

Wident) = ;F:: 3 S 100@Aw) [as,) -

s€(Z/qz)" ye{(ai,s), L} i=1

We deduce that

(Yidear ) = \/? Z Z Z
5,5/ E(Z/a)" ye{(ar,s),L}™ y'e{(ars'), L}™
(0ls' — Ace(A.¥)) T] Aw)Aw)) <a i %> :
=1
=P,

yy

Our aim is to show that Ps ¢ y y+ is always equal to 0 except when s = s’ and y = y’. First, notice
that Ps g y.y can be non-zero only if the following holds

s’ = Age(A,y') .

At this stage, recall that our Gaussian elimination algorithm Agg is unambiguous: with the
knowledge of y’, it can only output s’ of L (but not output another vector). Further, to
have Py g y .y # 0, we also need

Vi : <a§
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Therefore, by definition of the ‘o@)’s in Equation (21), it is necessary that for all ¢, we have y; =
yi. However, the y!’s uniquely determine s’, therefore s = s’ in that case. Overall, we obtain
that Ps ¢y y # 0 implies that s = s’ and y = y’. Therefore, we obtain

1
<wideal|w>:ﬁ Z Z HA(yi)Q
1(A) @ e @rgny ye((apar L1y =1
s=Ace(Ay)

n

m PAge (A) >

(22)

where p 4., (A) is the success probability of Agg when each of its m equations as input is L with
probability 1 —p and (a;, s), with probability p (recall that pa.,(A) is independent from s). Now,
by Condition 3 of Theorem 3, we have m = (n + loglog q)/p - w(log A). Therefore, by assumption
on algorithm Agg, except for a negl(\)-proportion of matrices A, we have

Pace(A) = 1 — negl() .

By using Equations (19), (20) and (22), we deduce that for a proportion 1 — negl(A) of matrices A,
we have

Dis (1) 110) [LWE(A)),,, 1., 10)) < \/ 1 iy (1 el

2
el <1 S negl()\)> .

qn/4

To complete the proof, it suffices to use Condition 4 of Theorem 3. O

4.3. Run-time. We now focus on the run-time of Algorithm 1. So far, we did not specify how to
compute the unitary V. This is the focus of the following lemma.

Lemma 14. Using notations of Theorem 3, we can evaluate a unitary V satisfying Equation (13)
in time poly(X).

Proof. Our objective is to implement V such that
Vo € Z/qZ: V (1xa) 10)) = Ixa) (e 10) + V1= [ 2 (1))

By Condition 2 of Theorem 3, we can efficiently compute u, = (min |f])/f(—z) + eapx(z) € C on
poly(A) bits with max, |e.px(z)| = negl(N)/+/q™. Without loss of generality, we assume that u,
is written as its magnitude and phase (m,,6,) where m, and 6, have b = poly()\) bits. As
Z +— ug is computable in time poly(\), we can evaluate a unitary O, satisfying the following, in
quantum-time poly(\):

Va : Oy (|2) ’02b>) = |x) |my) |0z) -
Now, consider the following two unitaries:
M= > oL @) +vi-71)0f,
ye{0,1}0
©:= Y L@z @ (7 |0X0] + [1)1] ) ,
2€{0,1}®

where § = Zle y;/2" and Z = 2?21 2;/2%. Tt can be checked that
O!/,®MO, (|z) |0°*)|0)) = |z) [0%*) (us |0) + /1 — [u[2[1)) .
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The unitary M can be implemented with O(b) = poly(A) unary and binary gates [dW23, Ch. 9,
Exercise 7.a]. Furthermore, we have

b
e2miZ _ H ezm'Q*’“zk _
k=1

It shows that one only requires b = poly(A) controlled gates to implement ®. This completes the
proof. O

We are now ready to prove that we can run Algorithm 1 in polynomial time.
Lemma 15. Using notations of Theorem 3, Algorithm 1 can be executed in time poly(\).

Proof. Step 2 of Algorithm 1 can be executed in time poly(A) by Condition 1 of Theorem 3. All
steps except Steps 6, 7 and 8 are readily seen to be computable in time poly(\) as m,log ¢ < poly(A).
By Lemma 14, Steps 6 and 8 can be executed in time m poly(A) = poly(\). Finally, Step 7
applies Ugg. This unitary quantizes a poly(A)-time Gaussian elimination algorithm. O

5. |LWE) FOR THE GAUSSIAN DISTRIBUTION AND WITNESS-OBLIVIOUS LWE SAMPLING

Our aim in this section is to construct a witness-oblivious quantum LWE,, ,, ;72 sampler. For
this purpose, we use Algorithm 1 with a specific choice of parameter f, to obtain the following
theorem. The second part of the statement below is obtained by combining the first part and
Theorem 2. This proves Theorem 1.

Theorem 4. Let m > n > 1 and q > 3 be integers and o > 2 be a real number. The param-
eters m,n,q,o are functions of the security parameter A with m,logq < poly(\) and q prime.
Assume that the parameters satisfy the following conditions:

q

m>no-w(logd) and 2<o0<——.
8mlng

Furthermore, let f : Z/qZ — C be such that
flx):= { Voq() f0<z <]

Vo.q(z) otherwise

Then Algorithm 1 runs in time poly (\) and, for a proportion 1 — negl(\) of matrices A €
(Z/qZ)™"", it outpuls a quantum state |p) such that Dy (|¢),|0) [LWE(A)),, . . +|0)) = negl(}).

In particular, if \WE, . q.0 s quantumly hard, then there exists a poly(\)-time quantum witness-
oblivious L\WE,, ,, 4.0 sampler.

Note that Theorem 1 puts some constraints on the arithmetic shape of the modulus ¢, on the
number of samples m, and on the standard deviation parameter o. It would be convenient to
allow smaller values of m, arbitrary arithmetic shapes for ¢ and superpolynomial values of o.
Indeed, these are frequent parametrizations of LWE. To reach such values, we can use randomized
Karp reductions from LWE for some parameters to LWE for other parameters. For instance, we
can use Theorem 4 with many samples, and just throw away the superfluous ones. We may also
use Theorem 4 with some permitted parameters n, o, q for which LWE is hard, and then perform
modulus-switching or modulus-dimension switching [BLPT13]. As an example, using modulus
switching and throwing away superfluous samples, we obtain the following corollary.

Corollary 1. Let m > n > 1 and q > 2 be integers and o > 2 be a real number. The parame-
ters m,m,q,o are functions of the security parameter \ with m,o,logq < poly(\). Assume that
LWE,,s n.q' .00 s hard, where ¢’ < 2q is the smallest prime larger than ¢, o' = o/(n+ A) - Qx(1)
and m’ = max(m,no’ - w(log\). If 2 < o’ < ¢'/\/8m'Ing, then there exists a witness-oblivious
LWE, 09,0 Sampler.

To prove Theorem 4, we show that the conditions of Theorem 3 are fulfilled for the amplitude
function of Theorem 4. This is the purpose of the rest of this section.
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5.1. On Conditions 1 and 2 of Theorem 3. In the lemmas below, we show that f and fcan
be approximated with sufficient precision for Conditions 1 and 2 to apply.

Lemma 16. Let n > 1, q¢ > 3 integers, o > 0 a real number and f : Z/qZ — C as in Theorem 4.
Assume that n,o = poly(\) and q = 20 (N) s odd, where X is security parameter. Then we can
compute uy = (min |f])/f(—z) + €apx(x) on poly(A) bits with max, |eapx(x)| = negl(A)/V/q7, in
classical time poly(\).

Proof. We show how to approximate f(sc) for every x within appropriate accuracy. This also
suffices to approximate min |f| because, by Lemma 19, we have min|f| = |f(0)|. As seen in the
proof of Lemma 19, we have, for all y € Z/qZ:

~ f) 2 . 2mxy
fly)=—F—+i— f(x) sin .
ViV zezgo:,q/m 1

First, note that one can efficiently approximate f(z) on poly(A) bits and within an absolute er-
ror negl(\)//q"™, by relying on the Gaussian tail bound and summing poly(\) terms (as ¢ =
poly(A)). The quantities sin(2wzy/q) can be similarly approximated, using the Taylor approxi-

mation of sin up to degree poly(\). To approximate f(y), we claim that it suffices to compute
the summation above for the summands = € {1,2,...,poly(A)}. We use the tail bound for the
Gaussian distribution. Let C := poly(A)§ logg < poly()). We have, for all y € Z/qZ:

3 D.q(x) sin %qu < ¥ M

z€ZN(C,q/2) ern(C q/2)

7% [ > po(z+kq)
a:GZﬂ%C:,q/2 kZEZ

F > S amleth

z€ZN(C,q/2) kEZ

Y e
V P (Z er\[ c,C]

< Pvio ) V2re e "2.7  (by Lemma 2)

V pcr \[0

1+fa C _x G2
—— V2me e "202  (by Lemma 3

< negl(A )/\ﬁ~

Finally, we observe that the truncated summation can be computed in time poly(\). O

N

Lemma 17. Let n > 1, ¢ > 3 integers, o > 0 a real number and f : Z/qZ — C as in Theorem /.
Assume that n,o = poly(\) and ¢ = 2PN where X is security parameter. Then we can build the
following state in runtime poly(X\) and within error negl(X)/\/q™ in trace distance:

> f@))
T€Z/qZL
Proof. Let C = poly()\)% logq < poly(A). First, we build a state proportional to:
Z V Po () |T)
z€ZN[-C,C]

Thanks to [GR02], such a state can be built in time poly(A). This state is within trace distance
negl(A\)/+/q™ (by using the same reasoning as in the proof of Lemma 16) from

Z VU, 2)

c€ZL/qZ
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To complete the proof, it remains to add a —1 phase to the states |z) with < 0. This can be
implemented by using a control gate on the appropriate register of |z). O

5.2. On Condition 3 of Theorem 3. We now want to show that ¢ - Hlin|f|2 is 1/poly(\). We
first observe that, in most cases, the direct choice of fy = /¥, , does not satisfy this condition.
This motivates the introduction of £1 phases.

Lemma 18. Let ¢ > 2 and integer and 0 > 1 a real number. Let fo = \/Vsq. We have:
-~ ro? a2
q - min |fo|* < 320 - max (e_T,e_m) .

The proof is deferred to Appendix B. The result shows that, for Condition 3 of Theorem 3 to
have a chance to hold, one is required to set the standard deviation parameter o as O(y/log \) or
such that ¢/ = O(y/log A). Unfortunately, in the first case, the LWE,, ,, 4.» problem can be solved
efficiently [AG11], whereas the second one is too restrictive to enable cryptographic constructions.

To circumvent the above difficulty, we consider phases. Note that adding phases to f does not
have any impact on the measurements and, therefore, after measuring the state, one still obtains
an LWE sample with the same distribution. In the following lemmas, we show that the phases
considered in Theorem 4 can sufficiently increase the quantity ¢ - min |f|2

Lemma 19. Let ¢ > 2 an odd integer and f : Z/qZ — C such that f(—xz) = —f(z) for all x €
Z/qZ\ {0}. Then we have

g-min|f|? = gq-[f(0)] = |f(0) .

Proof. The discrete Fourier transform of f is given by

~ f( 1 © 1 z
P = (f)+\[ > @ Y e
q q z€ZN(0,q/2) z€ZN(—q/2,0)
=t Yoo @ (wpt —w™) (asVa £0: f(—z) = —f(2))
q q x€7Zn(0,q/2)
2 2
= 0 +i— Z f(z) sin Ty ,
va Vi x€Zn(0,q/2) 4
for all y € Z/qZ. By the triangular inequality, the minimum is reached for y = 0. O

We have the following lemma as a special case for the distribution 9, 4.

Lemma 20. Let ¢ > 2 an odd integer, o > 0 a real number and f : Z/qZ — C as in Theorem /.
Then we have
1

. np)
- min > — .
q |f] e

Proof. The statement f(—x) = —f(z) holds for all  # 0. Therefore, using the positivity of ¥, 4,
we obtain

g - min |]?|2 > V5,4(0) >

po(Z)

Lemma 3 then gives the result. O

Adding +1 phases “exponentially” increases the success probability p = ¢ - minm?, when
choosing |f|*> = 94,4, which allows to fulfill Condition 3 of Theorem 2 under the constraint
that m,o < poly(\). This improvement is crucial as otherwise we could not set m (which plays a
significant role in the run-time of the algorithm) as some poly(\).
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5.3. On Condition 4 of Theorem 3. To instantiate Theorem 3, it now suffices to show that
Condition 4 holds. Recall that it involves Z;(A), which is the normalization scalar ensuring
that [LWE(A)),, ,, , ; is unit vector.

Lemma 21. Let m,n > 1,q > 2 integers, A € (Z/qZ)™*™, f an amplitude function over Z/qZ,
and Z¢(A) as per Definition 11. Then we have:

‘Zf(f)—l\ < S e 1) -
4 e#e’
e—e’€lm(A)

Proof. For every vector e € (Z/qZ)™, let [Im(A) + e) denotes the following state:
Im(A) +e):= Y |Ax+e).
x€(Z/qZ)"

(The state is purposefully not normalized.) For two vectors e, €', we have

0  otherwise

Then the [LWE(A)),, ,, , ; state can be expressed as follows:

ILWE(A)) > fle)[Im(A) +e) .

m,n,q,f =
Z(A) e @razym

Therefore, we have
2
Zia) = X fe)m(a) +e)
e€(Z/qZ)™

The above term is equal to:

S f(e)F(e) (m(A) + e/Im(A) +e) =" 3 f@F@) =q"+q" S fle)f(e),

e,e e#e’
e—e/EIm(A) e—e/eIm(A)

e,e’

where we used Equation (23). We obtain:

LR | ¥ s
4 e#e’
e—e’€lm(A)

The result follows from the triangular inequality. O

We now prove the following lemma.

Lemma 22. Let m,n > 1 and q > 2 integers, and f an amplitude function over Z/qZ. Assume
that q is prime. Let A be sampled uniformly in (Z/qZ)™ ", and let Z;(A) be as per Definition 11.
Then we have, for any § > 0:

Pa (‘ZAA) _ 1‘ . 5> < Toze l1160) - I£1()

n (S . qm—n

Proof. We define:
Si= > |fle)-Ifl(e)

e#e’
e—e’€lm(A)
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and view it as a random variable over the random choice of A. By Lemma 21, we have that

|Z¢(A)/¢™ — 1] < S holds for all A. Further, by Markov’s inequality, one obtains that P (S >
§) <Ea(S)/6 holds for every § > 0. Using the linearity of the expectation, one obtains:

Ea(S) = EA( > Limay(e —¢€) [fl(e) - fl(e’)>

e#e’
=Y Pa(e—e €Im(A)) |f|(e)-|f|(e)
e;ée’
< o L ST fle) - 1£e) - (24)
e#e’

The last inequality follows from the union bound (over all elements in the image of A) and the
fact that ¢ is prime. O

We are particularly interested in the case where |f| = \/¥5,4. The following lemma allows us
to apply the above result on this particular function.

Lemma 23. Let m > 1 and q > 2 integers, and o a real number such that 2 < o < q/+/8mlng.

Then we have:
5 | @ < 1.
e#e’

Proof. First, note that the summation can be rewritten in the following way:

 SRCENCRII O SON) N S

e#e’

By positivity of the second term, it suffices to find an upper bound for the first one. We rely on
Lemma 4 to approximate 9, 4 with Dzm ,. We have

Z \/Vsq(e) < Z ( Dym »(x) + e_zsqj?) (by Lemma 4)

ecZmN(—4,4]m ecZmn(—4,4™
7z 2
= Z (W(Z) Dy 3, (%) +es‘i,z>
ecZmN(—4,3]™ Pa( )
- Pyae(Z™)
po(Z)
1 20)™ q?

= HJ\ECY?) +¢"e 5 (by Lemma 3)

q2

< (2V0)" +qMe 5T

Since 0 < ¢/+/8mIn g, we have that the last term is < 1. Finally, note that the same upper bound
on o also implies that 2/0 < |/g. O

— q2
+qMe 802

We can now conclude, by combining Lemma 22 and Lemma 23 with § = ¢™".

Lemma 24. Let m > n > 1, g > 2 integers, o > 0 a real number and f : Z/qZ — C as in
Theorem /j. Assume that q is prime and 2 < o < q/+/8mlIng. Let A be sampled uniformly
from (Z/qZ)™*", and let Z;(A) as per Definition 11. Then we have

)
Pa <‘Zf(A) _ 1’ > qn> < q2n7m(q% + 1) )
qn
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6. ON THE SECURITY OF SOME LATTICE-BASED SNARKS

The purpose of this section is to show that the hardness assumptions used in several stan-
dard model lattice-based SNARKs [GMNO18, NYI 20, ISW21, SSEK22, CKKK23, GNSV23] are
invalid in the context of quantum adversaries.

6.1. Module Learning With Errors. All the SNARK constructions mentioned above can be
framed into an algebraic variant of LWE called MLWE, which captures LWE and the Ring Learning
With Errors problem (RLWE) [SSTX09, LPR10]. To recall the definition of MLWE and adapt the
results on oblivious LWE sampling to MLWE, we first provide some reminders.

Let d > 1 be a power-of-2 integer. The cyclotomic ring R of degree d is Z[z]/(z¢ + 1). Each
element of R is a polynomial of degree at most d — 1 with integer coefficients. We let ¢ : R — Z¢
denote the map that sends each element ZKd a;x' € R to the vector (ag,...,a4-1)T € Z%. For
every element a € R, we define rot(a) as the matrix whose i-th column is ¢(z*~'a mod x? + 1), for
all 1 <i < d. Then we have ¢(a-b) = rot(a)p(d) for all a,b € R. Let ¢ > 2 be an integer. Both ¢
and rot are extended to the quotient ring R/qR. Similarly, we extend ¢ to (R/qR)™ and rot
to (R/qR)™*™ for any integers m,n > 1.

For a distribution y over Z/qZ, we define y®¢ as the distribution over R/qR obtained by inde-
pendently sampling each coefficient from y. The notation is extended to distributions over (R/qR)™
for any m > 1.

Module Learning With Errors (MLWE) is a variant of LWE introduced and studied in [BGV12,
LS15]. It is defined by replacing Z/qZ by R/qR in the LWE definition.

Definition 14 (MLWE). Let m > n > 1,q > 2 be integers, R be a cyclotomic ring of degree
a power-of-2 integer d and x be a distribution over Z/qZ. The parameters m,n,d,q and x are
functions of some security parameter \. Let A € (R/qR)™*™, s € (R/qR)™ be sampled uniformly
and e € (R/qR)™ be sampled from from x®9™. The search MLWE,, n,d,q,x Problem is to find s
and e given the pair (A, As + e). The vectors s and e are respectively called the secret and the
notse.

Whenever x is equal to the folded discrete Gaussian distribution 9,4 for some o > 0, we
overwrite the notations as MIWE,, , 44,0 -

We now show how Theorem 4 can be extended to MLWE. The MLWE problem can be viewed
as a special case of LWE. Concretely, an MLWE,,, ,, 4.4, instance (A,b = As+e) € (R/qR)™*™ x
(R/qR)™ is mapped to the LWE, 4 nd, 4, instance

(rot(A), ¢(b) = rot(A)g(s) + ¢(e)) € (Z/qZ)"™ " x (Z/qZ)™" .

Our goal is to use Theorem 3 with these specific matrices. By the identity above, one can observe
that Conditions 1 and 2 are not impacted by the change from LWE to MLWE. Condition 3 is related
to the Gaussian elimination subroutine of Algorithm 1. We note that there is no ¢ such that R/qR
is a field (as opposed to Z/qZ with q). Instead, we choose ¢ prime such that ¢ = 3 mod 8. In that
case, the ring R/qR is isomorphic to F /2 X F /2. For m > n-w(log ), a uniform A € (R/qR)™*"
has a set of n rows that form an invertible matrix, with probability 1 — negl(A). This allows us
to adapt the Gaussian elimination subroutine of Algorithm 1 to the module setting. Overall, for
such a modulus ¢, Condition 3 is also not impacted by the change from LWE to MLWE.

‘We now focus on Condition 4, which was proved in Subsection 5.3 to be fulfilled in the LWE case
for a specific choice of amplitude function (defined in Theorem 4). We keep the same amplitude
function, and adapt Lemma 24 to the module setting.

Lemma 25. Let m > n > 1,q > 2 integers, o > 0 a real number, f : Z/qZ — C as in
Theorem 4 and R a cyclotomic ring of degree a power-of-2 integer d. Assume that q is prime and
satisfies ¢ = 3 mod 8 and 2 < o < /q/(8m1Ingq). Let A be sampled uniformly from (R/qR)™*™,
and let Zy(rot(A)) as per Definition 11. Then we have

N (Eatm

m

— 1‘ Z qnd) S q(2n77)d(q'4 + 1) ]

qnd
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Proof. We follow the proof of Lemma 24 in Subsection 5.3. Lemma 21 applies without any
change. For Lemma 22, the only step that needs to be adapted is Equation (24). We have,
for e # € € (R/qR)™:
Pa(e—€ €Im(A)) < ¢ max Pa(e—e€ =As) <q¢™. ¢ %
s€(R/qR)"
where we used the union bound in the first inequality and considered only one of the components

“  m—-nm»

of R/qR ~ F a/2 X Fa/2 in the second inequality. As a result, the term “g in statement of
Lemma 22 is replaced by ¢(™/2=™4  The proof of Lemma 23 is unchanged, but we strengthen
the upper bound on ¢ to 0 < 1/q/(8mIng) to be able to replace the term“q™/2” in statement of

md/4

Lemma 23 by q . This completes the proof of Lemma 25. O

Using the above, we obtain the following adaptation of Theorem 4.

Theorem 5. Let m,n,d,q, R,0,\ as in Definition 1/. Assume that m,logq < poly(\) and q is
prime with ¢ = 3 mod 8. Assume further that the parameters satisfy the following conditions:

m >no-w(logA) and QSUS‘/qulnq'

Then Algorithm 1 runs in time poly (\) and, for a proportion 1 — negl(A) of matrices A €
(R/qR)™™", it outputs a quantum state |©) such that Dy, (|¢) ,|0) [LWE(rot(A))), £ 10)) = negl(}).

In particular, if MUIWE,, » 44,0 % hard, then there exists a poly(\)-time quantum witness-
oblivious MLWE,,, 1, 4.4, sampler.

As in the LWE context, we could use Karp reductions from MLWE with one parametriza-
tion to MLWE with another parametrization to significantly extend the range of allowed MLWE
parametrizations in Theorem 5. We could notably throw away superfluous samples, switch from
one modulus to another [LS15] or trade modulus for dimension [AD17].

6.2. Knapsack MLWE. We generalize the knapsack variant of LWE from [MM11] to modules.

Definition 15 (knMLWE). Let m,n,d,q, R, x as in Definition 1. Let B € (R/qR)™*™ and e €
(R/qR)™ be sampled from x®4™. The search knMLWE,,, ,, 4.4 problem is to find e from (B, Be).
Whenever x is equal to the folded discrete Gaussian distribution ¥, 4, we overwrite the notation

as knMLWE,,, 1, 4,9.0-

A Karp reduction from LWE to its knapsack form was given in [MM11, Le. 4.8]. To extend it
to modules, one needs to be able to perform linear algebra efficiently and that uniform matrices
over (R/qR)™*(m~") contain a subset of m — n rows that is invertible with sufficiently high
probability. These conditions were already required to obtain Theorem 5, so we can keep the same
parameter constraints here. Using Theorem 5 and Lemma 8, we obtain the following result.

Theorem 6. Let m,n,d,q, R,0,\ as in Definition 1. Assume that m,logq < poly(\) and q is
prime with ¢ = 3 mod 8. Assume further that the parameters satisfy the following conditions:

m>(m—n)o-w(logA) and 2<o< 1/8mqlnq .

Assume that MUWE,,, 1 —n d.q.0 s hard. Then there exists a poly(\)-time algorithm that produces
samples (B,Be) that are within statistical distance negl(\) from those obtained by sampling B
uniformly and e from 0?§m, and for which there exists no efficient extractor algorithm that would
recover the witness e.

We discuss some restrictions of Theorem 6. For a large number of columns m, the matrix B
must be almost square for the condition m > (m —n)-w(log \) to be satisfied. If we are interested
in much fewer rows than columns (which is the case in our applications), one may use Theorem 6
with a near-square matrix and then throw away the superfluous rows. This preserves obliviousness.

Another restriction of Theorem 6 is that the modulus ¢ is required to be prime and to satisfy ¢ =
3 mod 8. However, in most applications, the modulus is not of that form: for example, in [[SW21],
the considered moduli are powers of 2. We want to use modulus switching for knMLWE, but there
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are two difficulties. First, modulus switching introduces a small rounding error. We make it part
of the weight vector e by putting the matrix B in canonical form. Second, in our application, the
matrix B is given as input to the instance sampler rather than generated by the sampler itself.
For this aspect, we note that the sampler of Theorem 6 satisfies this property: given as input
a uniform matrix B, with probability 1 — negl()), it outputs Be such that e is within negl())
statistical distance from 9§49,

Algorithm 2 is designed to handle those aspects. Step 1 puts the input matrix in canonical form.
Step 4 performs a modulus switch for the non-trivial component B of the canonical form. The new
modulus ¢’ is prime and satisfies ¢ = 3 mod 8 (note that such primes are frequent). By choice
of E and 7, the resulting matrix B’ is within negligible statistical distance from uniform (this
may be proved using standard facts on discrete Gaussian distributions, such as done for example
in [BLP*13]). Step 6 randomizes to hide the canonical form to obtain a uniform matrix B. Step 7
calls the algorithm from Theorem 6 to obtain b = Be for some unknown e (as discussed above,
the algorithm from Theorem 6 satisfies the property that it outputs a vector for a given matrix,
rather than sampling them together). Finally, Step 8 sends b back to R/qR.

We can see that the output b is of the correct form. First, note that we have T b= (1| E/)e.
Rounding from modulus ¢’ to modulus ¢ gives %(I | E/)e + f for some small-magnitude vector f.
Letting e; denote the first n entries of e and e; the remaining m — n, and using the definition
of B', we sece that racll E/)e + f is of the form Bey + g for some small magnitude vector g.

This can be rewritten as (I | B)(g"|e})T. Multiplying by T gives that b is indeed of the correct
form. Further, the transformation preserves obliviousness. Assume by contradiction that an
extractor can recover (gT|el)T. Then it can in particular recover e;. From es, it can recover e;

ase; =T b-— E/eg. This contradicts the fact that the algorithm from Theorem 6 is oblivious.

Finally, let us comment on the failure probability of Step 1 (as ¢’ is prime and satisfies ¢’ =
3 mod 8, the failure probability of Step 5 is very low). Depending on the arithmetic shape of ¢
and the values of m and n, this value could possibly be non-negligible. Fortunately, in all the
applications, the number of columns m is orders of magnitude higher than the number of rows n,
so that, with overwhelming probability, we can find a subset of n columns that is invertible. It
then suffices to apply Algorithm 2 after an appropriate reordering of the columns.

Algorithm 2 Witness-oblivious knMLWE sampler for arbitrary ¢

Parameters: m,n,q,d,o and A as in Definition 14.
Input: B € (R/qR)"™™.
Output: A vector b € (R/qR)".

1: Compute a matrix T such that TB = (I | B). If T does not exist, then abort.

2: Set ¢’ as the smallest prime larger than ¢ such that ¢’ = 3 mod 8.

3: Set 7:=¢'/q- VA

4 Set B = %E + E with each entry of rot(E) sampled from DZ_%/mt(B)iN for all 4, j.

5. Sample T € (R/q'R)™*™. If it is not invertible, then abort.

6: Set B:=T(1I|B).

7. Apply the sampler from Theorem 6 with parameters m,n,q’,d,o on B to obtain b = Be.
8: Compute b := T~} L%(T_lg mod ¢')] mod gq.

9: Return b.

6.3. SNARKSs from linear-only vector encryption. For constructing SNARKS, the authors
of [ISW21, SSEK22, CKKK23] adapt the approaches of [BCI"13] and [BISW17] to the LWE
setting (the possibility of adaptation to LWE was actually suggested in [BCTT13], see Remark 5.19
therein). They use secret-key vector encryption schemes that are linear-only homomorphic. The
plaintexts belong to an R/pR-module, whereas the ciphertexts belong to an R/qR-module for
some integers ¢ > p > 2 where R = Z[z]/(xz% + 1) for some power-of-2 degree d. Such schemes
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allow the players to compute R/pR-linear functions of the ciphertexts but no other function than
those ones. This is called to the linear-only property.

Definition 16 (Vector Encryption over Cyclotomic Fields). Let ¢,m,n > 1 be integers, R =
Zlz]/{(x? + 1) with a power-of-2 degree d ¢ > p > 2 be integers, and S be a subset of (R/pR)™.
All these are functions of the security parameter \. A secret-key linearly-homomorphic vector
encryption scheme with the message space (R/pR)* and the ciphertext space (R/qR)™ is a tuple
of algorithms g, = (Gen, Enc, Dec, Add) with the following specifications.

e Gen(1%) + (pp,sk): Given the security parameter X, it outputs public parameters pp and
a secret key sk;

e Enc(sk,v) > ct: Given the secret key sk and a vector v € (R/pR)*, it outputs a cipher-
text ct € (R/qR)";

e Dec(sk,ct) — v/ L: Given the secret key sk and a ciphertext ct, it outputs a vector v €
(R/pR)* or a special symbol 1 ;

o Add(pp,{ct;}i,{yi}:) — ct*: Given the public parameters pp, a collection of cipher-
texts {ct;};, and a collection of scalars {y;}; from R/pR, it outputs a ciphertext ct*.

Moreover, Algorithm Add satisfies the following property:

o Additive homomorphism with respect to the set S: For all security parameters A, all
vectors {vi,..., v} from (R/pR)*, and (y1,...,ym) € S, it holds that

m (pp, sk) < Gen(1%)
P | Dec(sk,ct*) = Z%‘Vz‘ ct; < Enc(sk,v;) =1—negl(\) .
=1 ct” « Add(pp, {cti}i, {vi}:)

The set S controls the level of homomorphic operations that are allowed. In [ISW21, Th. 3.12],
it is showed that the proposed vector encryption scheme allows homomorphic operations with
respect to the whole set (R/pR)™ when ¢ is chosen sufficiently large. In [SSEK22, Th. 2], this set
is more restricted.

When using lattice problems, the functionality of Definition 16 is obtained as follows. One
typically relies on an LWE/MLWE encryption scheme with plaintexts defined modulo p. Given
ciphertexts ct;’s, which are vectors modulo ¢, and scalars y;, the Add algorithm first computes
the linear combination ), y;ct; and then possibly adds some large amount of noise (a technique
typically referred to as noise flooding or noise smudging) or rounds. These operations can be
publicly implemented. In terms of security, the ciphertexts ct; are designed to be computationally
indistinguishable from uniform, under an appropriate LWE/MLWE parametrization, to ensure the
IND-CPA security of the vector encryption scheme. We note that all the schemes we consider
follow this blueprint.

In this work, we are particularly interested in the linear-only security property. Note that the
adversary is allowed to be a quantum algorithm in the context of post-quantum cryptography.
This is taken into account in the following definition.

Definition 17 (Linear-Only Against Quantum Adversaries). A vector encryption scheme Ilgn. =
(Gen, Enc, Dec, Add) is linear-only if for all QPT algorithms A, there exists a valid QPT extractor £

such that for all security parameters A, auziliary mized states p over cr

generator M, it holds that

, and any QPT plaintext

P (ExptLinearExtHEmA’M,g,p(1A) =1) = negl()) ,
where the experiment ExptLinearExty_ 4 aqe ,(1%) is defined as follows.

1. The challenger samples the public parameters and the secret key (pp,sk) < Gen(1%}),
together with m wvectors (vVi,...,vp) < M(1*, pp). It computes the ciphertexts ct; <
Enc(sk,v;) for alli.

2. Then it runs the extraction process with the outputs as follows:

((ctl, ... ety), II) (A, E)(1%,[pp,cty, ..., ctm) @ p,[0)) -
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Let V' = (vq|...|vim)IL. The output of the experiment is 1 if there exists an i < m such
that Dec(sk, ct;) # L and Dec(sk, ct;) # v where v} is the i-th column of V'. Otherwise,
the experiment outputs 0.

As discussed in [ISW21, Rem. 3.6], the requirement that the extractor must succeed for all
auxiliary inputs p is too strong. In particular, no polynomial-time extractor exists if p is the
output of a one-way function that the extractor must invert in order to analyze the behaviour of
the sampler. In all cases that we consider, in the classical setting, the auxiliary inputs are sampled
as uniform strings. In the quantum setting, such a string can be simulated by Hadamard gates
and projective measurements. Therefore, in our applications, we choose p to be null.

In Definition 17, the adversary is given m ciphertexts C := (cty]|...|ct,,) € (R/gR)™*™ and is
supposed to output k distinct small linear combinations of these, namely Cmy, ..., Cm, where m; €
R™ is the i-th column of II, with each entry in (—p/2,p/2]. It asks the extractor to find the exact
value of the matrix II.

We observe that (C, Cr;) is a knMLWE instance, for all 4. In [ISW21], the authors use MLWE
with d = 2, whereas much larger degrees are considered in [SSEK22, CKKK23]. In all cases,
the knMLWE number of columns is very large, of the order of 22, whereas the number of rows
corresponds to MLWE-based ciphertexts is of the order of 2!2. The plaintext modulus p has a
bit-size that is much smaller than the one of the ciphertext modulus ¢. The latter may have up
to 100 bits in [ISW21].

We attack the linear-only property as follows. Let C = (cty]...|ct,,) € (R/gR)™*™ with ct; =
Enc(sk, v;) for all i. Consider a quantum knMLWE sampler as in Subsection 6.2. Note that C is not
statistically uniform but only computationally indistinguishable from uniform. This assumption
holds for all secret-key encryption schemes used in the considered SNARK constructions. We
claim that the sampler is still oblivious in this situation: if an extractor exists for C’s of this form,
then we can distinguish C from uniform (note that one can efficiently verify the validity of the
extracted witness). Now, let Ce be the output of the sampler, with e = (ey,...,¢e,,)T small. Tt
then holds that e;cty + - - - + e, ¢ty decrypts to

e1vi+ -+ envy = Vemod p ,

as g, is additively-homomorphic modulo p. Since Ce is a hard instance sampled obliviously,
extracting e out of Ce is not possible for QPT extractors, except with negligible probability. This
contradicts Condition 2 of Definition 17.

6.4. SNARKSs from encoding schemes. In [GGPR13], specific encoding schemes were intro-
duced to build SNARKSs from assumptions related to the discrete logarithm problem. Later, the
framework was applied to lattices for constructing presumably post-quantum SNARKs [GMNO18,
NYTI"20, GNSV23|. The constructions in [GMNO18, NYI*20] consider encodings for finite fields,
while encodings for rings of the form R/pR are designed. Concretely, the message space is of the
form R/pR for some integer p and ring of integers R of a number field, and the codeword space
is (R/qR)" for some integers n,q > p. The ring R is usually chosen to be the ring of integers
of a power-of-2 cyclotomic field. We recall the definition of encoding schemes, keeping only the
parameters and properties that are relevant for our purposes.

Definition 18 (Encoding Schemes Over Cyclotomic Rings). Let ¢,m,n > 1 be integers, R =
Z[z]/{x? + 1) with a power-of-2 degree d, and q > p > 2 be integers. All these are functions of the
security parameter X. An m-linearly-homomorphic encoding scheme with the message space R/pR
and the codeword space C C (R/qR)™ is a tuple of algorithms Ig.q = (Gen, Encode, Eval) with the
following specifications.

e Gen(1?) +— (pp,sk): Given the security parameter X, it outputs public parameters pp and
a secret key sk.

e Encode(sk,a) — cw: Given the secret key sk and a ring element a € R/pR, it outputs a
codeword cw € C' with the following property: the subsets {C, | a € R/pR} partition C
where Cy is the set of all possible encodings of a.
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e Eval(pp, {cwy,...,cw,,}, {c1,...,em}) = cw*: Given the public parameters pp, m code-
words {cw1,...,cWn,}, and m scalars {c1,...,cn} in R/pR, it outputs a codeword cw*.
Moreover, Algorithm Eval satisfies the following property:
e m-linearly homomorphism: For all ai,...,am,c1,...,cm € (R/pR)™, it holds that
(pp, sk) < Gen(1*)
Pl ew* € Clacy | cw; < Encode(sk, a;) =1—negl(\) .

cw* + Eval(pp, {cw;}i,{ci}i)

Algorithm Eval operates within the same framework as Algorithm Add of Definition 16. More-
over, the encodings are such that the codewords are computationally indistinguishable from ran-
dom elements in the codeword space.

The m-power knowledge of exponent assumption (m-PKE) is a generalization of the knowledge
of exponent assumption by [Dam91] to encoding schemes. We adapt this assumption to the
quantum setting.

Definition 19 (m-PKE Against Quantum Adversaries). An encoding scheme Ilgq = (Gen,
Encode, Eval) satisfies m-PKE assumption for the auziliary input generator Z if for all QPT
algorithms A, there exists a valid QPT extractor € such that

P (ExptKnowIedgeExtHEcd’A,Z’&k(1/\) =1) =negl()) ,
where the experiment ExptLinearExty_ 4 z ¢ (1) is defined as follows.

1. The challenger samples the public parameters and the secret key (pp,sk) < Gen(1*),
together with o and s sampled uniformly from (R/pR)* and a fized subset of (R/pR)*,
respectively. It computes o as follows:

o := (pk,Encode(sk, 1), Encode(sk, s), .. ., Encode(sk, s™),
Encode(sk, o), Encode(sk, as), . .., Encode(sk, as™)) .
It also computes z + Z(o).
2. Then it runs the extraction process with the outputs, as follows:
((ew,ew’), (ag, ..., am)) « (A,E)(1*,|0,2),]0)) .

The output of the experiment is 1 if cw’ — acw € Cy and cw & Cs where S = Z;io a;s°.
Otherwise, the output of the experiment is 0.

In [GMNO18, NYI*t20, GNSV23], it is assumed that Z is “benign”, in the sense that the
auxiliary information z is generated with a dependency on sk, s and « that is limited to the extent
that it can be generated efficiently from o. The extractor is also given the randomness of the
adversary. In the quantum setting, we allow the extractor to have auxiliary inputs of the above
type, while we omit the randomness of the adversary since it can be simulated by Hadamard gates
and projective measurements.

In [GMNO18, NYI"20], the authors use LWE symmetric encryption (i.e., with d = 1) for the
encoding scheme. The value of m is of order 2'®, which is significantly larger than the rank of the
ciphertext space n (chosen around 2!°). The ciphertext modulus ¢ can be as large as 736 bits,
whereas the plaintext modulus p has 32 bits. The authors of [GNSV23] rely on high-degree MLWE,
whereas the (module) rank of their ciphertext space is constant.

In Definition 19, the adversary is given 2(m + 1) encodings of the powers of s. We use them to
define the following matrix:

C ._( Encode(sk, 1) Encode(sk, s) ‘ ‘ Encode(sk, s™)

2nx (m+1)
Encode(sk, @) Encode(sk, as) Encode(sk, as™) ) € (R/qR) ’

A small combination Ce of the columns gives a pair of ciphertext (cw,cw’) that satisfies cw —
acw’ € Cy, by the (m+1)-linear homomorphism property of the scheme. The vectors cw and cw’
respectively correspond to the first and second halves of Ce. Note that the auxiliary input z does
not help to recover e. It contains codewords of the form Encode(sk, Sv(s)) where v is a publicly
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known polynomial and 3 is a uniformly sampled element from R/pR that is independent from all
other parameters. This does not help the adversary to extract information about the matrix C, as
can be shown using a hybrid argument in which one replaces the plaintext Sv(s) with a garbage
plaintext (using the fact that the codewords are indistinguishable from uniform). By adapting the
arguments from Subsection 6.3, it can be seen that sampling Ce obliviously allows to break the
security assumption of Definition 19.
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APPENDIX A. QUANTUM UNAMBIGUOUS MEASUREMENT FROM [CB98]

A.l. Positive operator-valued measures. Positive Operator-Valued Measures (POVM) are
defined as follows. They are the most general measurements allowed within quantum information
theory.

Definition 20 (POVM measurements). A POVM is a set {E;}icz of positive operators where T
is the set of measurement outcomes and the operators satisfy Y, E; = Id. A measurement upon
a quantum state |1) outputs i with probability (V| E; |[¢).

POVMs are sometimes considered in the following situation: given a set of quantum states
Y1), ..., |YnN), devise a POVM that when applied over |¢;), it either outputs the correct index j or
some special symbol | representing the “unknown” answer. In other words, the measurement never
makes an error when it succeeds to identify the prepared state and we say that it unambiguously
distinguishes the states |1;)’s. The probability of error is defined as the probability that the
measurement outputs L, when it is maximized over all possible input states:

pL :=max (Y| By [r)

where E | corresponds to the outcome L.

A.2. Discrimination of coordinate states. We now describe the POVM from [CB98], which is
known to be optimal to unambiguously distinguish the |¢)’s (as given in Definition 13). Namely,
it minimizes the error parameter p; over all possible choice of POVMs. This optimality is enabled
by the fact that the |i)’s verify the following “symmetry” condition:

vk e Z/qZ7 T |1/)k> = |wk+1 mod q> 5

where T denotes the translation operator, i.e., T |a) = |a + 1 mod ¢) for all a, and from the fact
that they are linearly independent (which is ensured by f(x) # 0 for all z, as is the case for our
instantiation with the folded Gaussian distribution).

Theorem 7 (Adapted from [CB98]). Let g be an integer and f : Z/qZ — C be an amplitude
function such that f (y) # 0 for everyy € Z/qZ. Let

1 —_ . a-! ~
‘w~l> = — Z fl=y) "t w7 |xy), where N := Z If(y)] 2, (25)
’ \/N yEZ/qZ ' ’ yEL/qL

and

. 1
Vj €Z/qL, Bji=— [ Xvi |, and B =1 Y E;,
+ J€L/qL

where Ay is the mazimum eigenvalue of ZJEZ/QZ |¢j-><wj-| Then the set {E;}jcz/qzyuqL} i @
POVM that unambiguously distinguishes the coordinate states with success probability p as follows
(it is independent of j):
2
— (i B ) = g - min ‘ ‘
p= (| Ejv;) =q eTia )
Representating the coordinate states in the Fourier basis is helpful to approach the problem.
The first lemma shows that !1/13‘) defined as in Equation (25) is a quantum state orthogonal to
all [4;)’s where ¢ # j.

Lemma 26. Using the notations of Theorem 7, we have:
q

.. 1 vr U=
Vi, j € Z/qZ, <¢i |¢j> = { 0¢N otherwise
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Proof. Let us write the |¢;)’s in the Fourier basis. We have for all j € Z/¢Z:

)= Y f(e)]j+emodq)
e€Z/qZ

1 )
= Z f(e) Z Wq_(ﬁ_e)x |xz) (by Lemma 1)
Vi e€Z/qZ z€Z/qZ

SV D SN IC g I

T€Z/qZ e€Z/qZ
= Y fn)w 7 ) -
x€L/qZL
We thus have, for all i € Z/qZ:
1 - L ifj=1
L1 = w(i—j) — ) VN
<¢z |w]> VN ;qu { 0  otherwise
z€Z/q
This completes the proof. O

We now consider the maximum eigenvalue A of Zjez/qz W,]J- ><1/}j- ’

Lemma 27. Using notations of Theorem 7, we have:

q 1
—_— .
min ‘
x€ZL/qZL

P (@)

Proof. We have the following equalities:

S iet= X[ X Tro e | | X Fen T el

JEL/QL JEL/GZ \z€L/qL yEZL/qZL

% T X we) et Fen b

z,YEZL/qL \jJEL/GL

= % Z |f(_$)|_2 X XXz| -

x€L/qL

Therefore, as the |x,)’s define an orthonormal basis of the underlying Hilbert space, we obtain

q 1
Ay = — — 5 -
N min | f (x)’

T€L/qZ

This completes the proof. O

Proof of Theorem 7. The fact that {E;},cz/qz)u{1} defines a POVM follows from the definition
of A\ y: they are positive operators and sum to the identity.

By Lemma 26, the state ’wf> is orthogonal to |¢;) for all j # i. Therefore, given |¢;), the
probability to successfully measure j with the POVM {E;};c(z/4z)u{1} is given by

2

)

~

¢
= —— =g¢- min
Ar N 1 YyEZ/qL

1
p = (V| Ej[v;) = N |<1/’jl|1/’j>|2

where the two last equalities follow from Lemmas 26 and 27. O
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APPENDIX B. PROOF OF LEMMA 18

pim 2 e (iq'“'> ‘

kEZ

Recall that
Ve € Z:V,4(e) =

Let A, B :Z/qZ — C be defined as follows:

wezjiti A= 5w (\onle) - e

z€ZN(—q/2,q9/2]

Yy € Z/qZ : B(y) :=

<Zkez Pyao(t+kq) i (@)
q d
2€2(~a/2,a/2] po(Z)

Then, for all y € Z/qZ, it holds that

~ 1
foy) = —= > wi¥ \[Ooul@)
\/a x€ZL/qZL
zy Zkez pﬁg(m + kq)

=— | A(y) - B w
N AP DI S

By the Poisson summation formula, the above term is equal to:

(10200 + Tt ) = G (4020 G S (1)) - o

We now find upper bounds for the terms A(y) and B(y) and a lower bound for the remaining
term of Equation (26). Using the fact that \/p, = p,3,, we have, for all y € Z/qZ:

vy [ 2okez Pyao (T +Kq)
B X (Bt
ez (—a/2,4/2) po(Z)

20 Z T
_ ”fp() S i (V@) = Dsyze(@).

(Z) xz€ZN(—q/2,q9/2]

By the triangular inequality, it follows that

Bl <222 ¥ (9430.4@) = Dy, vz, (@)

\/%(7) z€ZN(—q/2,q/2]
< Pvao(Z)
po(Z)

The use of Lemma 4 requires that o < ¢/2, which is implied by our assumptions.
We also have, for all y € Z/qZ:

|[A(y)| < Z (\/190,,1(30) - \/DZJ (x)) (by the triangular inequality)

z€ZN(—q/2,q/2]

q2
qge 32 (by Lemma 4) .

2
< Z e 807 (by Lemma 4)
T€ZN(—q/2,q/2]
2
= q 678(10'72

Further, for every y € Z, it holds that

Zpﬁ(fjt ) %
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To see this, note that the sum contains at least one term ¢ + y/g that has absolute value < 1/2.
Going back to Equation (26) and using the triangular inequality, we see that, for all y € Z/qZ:

£ 1 V20 77'r£ 7‘1—2. Pﬁg(z) 7‘1—2.
R e - T

o2 2 2
< ﬁ ( 20" ™F 4 qe 5T + % q e_sqa"‘)

4 - -
§£<e S tqge 8°2> :

where the second inequality follows from Lemma 3 and the third one from o > 1. O
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