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Abstract
In post-quantum cryptography, permutations are frequently employed to construct cryptographic primitives. Careful design and implementation of sampling random unbiased permutations is essential for efficiency and protection against side-channel attacks. Nevertheless, there is a lack of systematic research on this topic. Our work seeks to fill this gap by studying the most prominent permutation sampling algorithms and assessing their advantages and limitations. We combine theoretical and experimental comparisons and provide a C library with the implementations of the algorithms discussed. Furthermore, we introduce a new sampling algorithm tailored for cryptographic applications.
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1 Introduction
Permutations are mathematical objects that refer to the arrangement of the elements of a set in a specific order. They serve as building blocks for various cryptographic algorithms. On a high level, permutations generate seemingly random outcomes that prevent adversaries from deducing patterns that may lead to mounting successful attacks.

Permutations find applications in some constructions within symmetric-key cryptography. We mention a couple of examples. A Substitution-Permutation Network (SPN) is a construction used to design block ciphers. In short, an SPN is comprised
of several rounds, where each round consists of a (non-linear) substitution operation followed by a permutation; we refer to the existing literature (e.g., [1]) for further details on SPNs. The Advanced Encryption Standard [2, 3] is a cipher following the SPN approach. The sponge construction [4] is a design that has found applications in hash functions, message authentication codes, stream ciphers, authenticated encryption and pseudo-random generators, e.g., [5–8]. The sponge construction is a simple iterated construction for building a function with variable-length input and arbitrary-length output; it employs a fixed-length permutation operating on a fixed number of bits.

In post-quantum cryptography, permutations have been used to construct several algorithms. For example, the key generation of Classic McEliece [9], a key encapsulation mechanism and a candidate to the NIST\textsuperscript{1} standardization process [10], and the digital signatures LESS [11] and EHT [12], submitted to the NIST standardization for additional signature schemes [13], include a subroutine that samples a random permutation. On the other hand, the signatures PKP-DSS [14] and PERK [15], submitted to the standardization processes run by CACR\textsuperscript{2} [16] and NIST [13], respectively, are based on a hard problem known as Permutated Kernel Problem introduced by Shamir in 1989 [17]. Other proposed protocols employing permutations are [18–22].

Permutations are chosen and fixed in some cryptographic algorithms as part of the specification. That is the case for most, if not all, algorithms within symmetric-key cryptography. In other cases, like the post-quantum cryptography examples above, sampling permutations is a step within the algorithm. In this manuscript, we are interested in the latter case.

Sampling random permutations in a cryptographic context is a non-trivial operation not to be underestimated. Flaws or weaknesses in random permutation sampling algorithms can lead to catastrophic consequences, leaving cryptographic systems vulnerable to attacks. Failing to produce unbiased random permutations may leak information and expose sensitive data to adversaries. To the best of our knowledge, no systematic effort has been made to comprehensively analyze and compare the various methodologies employed in the existing literature. On the contrary, individual research has been conducted to tackle specific use cases. The objective of this manuscript is to fill this gap and provide a single source of knowledge on the topic of sampling random permutations in cryptography.

**Contributions**

In this work, we present a systematic study of the most widely used permutation sampling algorithms in cryptography. This study adheres to the guidelines for systematic mapping studies proposed by Petersen et al. [23]. For each of the selected algorithms, we analyse its benefits and limitations. In addition, we introduce a new algorithm specifically designed to sample permutations in constant time. Together with this manuscript, we introduce a publicly available library in C containing the implementations of all the algorithms selected. We use this library to perform a comparison both on a theoretical and experimental level.

---

\textsuperscript{1}National Institute of Standards and Technology

\textsuperscript{2}Chinese Association for Cryptographic Research
Organization

In Section 2 we give the preliminaries to address the topic. The methodology employed in our study is presented in Section 3. Section 4 and Section 5 report the known algorithms for sampling random permutations in cryptography, plus a new one of our design. In Section 6 we show the result of our theoretical and experimental comparisons. Finally, Section 7 contains our conclusions together with some potential future development on the topic. In addition, we report in Appendix A the details and experimental comparisons of the algorithms to perform permutation composition and inversion.

2 Background and Related Work

We denote the set of natural, integer and real numbers as \( \mathbb{N} \), \( \mathbb{Z} \) and \( \mathbb{R} \), respectively. We use calligraphic capital letters (e.g., \( A \)) to denote sets. The notation \( U(A) \) denotes the uniform distribution over a finite set \( A \). The notation \( r \leftarrow U(A) \) indicates that the element \( r \) has been sampled uniformly at random from the set \( A \). The notation \( |·| \) is used to indicate either the cardinality of a set (e.g., \( |A| \)) or the absolute value of a real number (e.g., \( |a| \), for \( a \in \mathbb{R} \)).

We use the notation \( \ell = [x_0, x_1, \ldots, x_{n-1}] \) to denote a list of elements that are given in that specific order.

Given \( x_1, x_2 \in \mathbb{N} \), we denote as \( x_1 \parallel x_2 \) the integer resulting by the concatenation of the bit representation of \( x_1 \) and \( x_2 \), with the most significant bit to the left.

2.1 Permutations

Let \( C = \{x_0, \ldots, x_{n-1}\} \) be a finite set with \( n \) elements. The set of all bijections \( C \rightarrow C \) is denoted by \( S_C \) and is called the symmetric group of \( C \). A permutation of \( C \) is an element of \( S_C \).

One way to represent a permutation \( \pi \in S_C \) is to write

\[
\pi = \begin{bmatrix}
  x_0 & x_1 & \ldots & x_{n-1} \\
  \pi(x_0) & \pi(x_1) & \ldots & \pi(x_{n-1})
\end{bmatrix},
\]

meaning that \( \pi \) acts on the elements of \( C \) by sending \( x_i \) to \( \pi(x_i) = x_j \in C \), for some \( 0 \leq j < n \).

Let \( C = \{0, 1, \ldots, n-1\} \), for a positive integer \( n \). Then, the symmetric group of \( C \) is denoted by \( S_n \) and is referred to as the symmetric group of order \( n \). In this case, it is enough to represent a permutation \( \pi \in S_n \) as a list of elements

\[
\pi = [\pi(0), \pi(1), \ldots, \pi(n-1)].
\]

We will write the \( i \)-th element of \( \pi \) as \( \pi(i) \).

\( S_n \) together with composition of functions form a group. The identity element is the identity permutation \( id = [0, 1, \ldots, n-1] \in S_n \) and \( |S_n| = n! \). Also, we write \( \pi^{-1} \) to denote the inverse of a permutation \( \pi \in S_n \). In what follows, unless otherwise specified, we will consider permutations in \( S_n \).
2.2 Permutation Sampling Algorithms

We define a permutation sampling algorithm as a randomized algorithm $A^n$ that, for a positive integer $n$, gives as output an element of $S_n$. In cryptography, we are interested in permutation sampling algorithms with the following properties:

- **Unbiased.** Let $\mathcal{D}_{A^n} \subseteq S_n$ be the set of all permutations output by $A^n$. We say that $A^n$ is unbiased if

  \[ \left| \Pr(\pi \leftarrow A^n) - \frac{1}{|\mathcal{D}_{A^n}|} \right| \leq \text{negl}(n), \quad \text{for every } \pi \in \mathcal{D}_{A^n}, \]

  and the elements of $\mathcal{D}_{A^n}$ are uniformly distributed over $S_n$. Typically, in cryptography one requires that $1/|\mathcal{D}_{A^n}| \leq \text{negl}(n)$.

- **Efficient.** We say that $A^n$ is efficient if its time and space complexity are polynomial in $n$.

- **Constant-time implementation friendly.** In cryptography, algorithms that handle secret data are required to be resistant to side-channel analysis such as time and cache attacks. We say an algorithm runs in constant-time if its execution time is constant and does not depend on the input data. To be precise, in a cryptographic context, algorithms are considered to be constant-time when their execution time does not depend on secret data. In this way, a time analysis of the algorithm does not leak any information related to sensitive values that must be kept secret. A common good practice to achieve constant-time implementations is to avoid branching and memory access based on secret data. There exist applications in cryptography where a permutation algorithm is employed but does not handle sensitive data. In this scenario, our main concern is that the algorithm implementation is as efficient as possible. For this reason, it is crucial also to consider non-constant-time implementations. A related aspect is whether different algorithms are compatible with each other, that is, given the same seed to the PRNG, whether they return the same permutation or not.

In this manuscript, we are interested in permutation sampling algorithms in a cryptographic context. Thus, we focus on unbiased sampling algorithms, both constant and non-constant-time.

**Overview of the algorithms.** A trivial way of sampling a permutation is to repeatedly sample elements from $\{0, \ldots, n-1\}$ and save them in the order they are sampled until one obtains a permutation. Notice that as more elements are obtained, the probability of sampling one which has not been already sampled decreases. This in turn increases rapidly the number of trials needed to get a new number at each step. Hence, this method is highly inefficient.

In cryptography, two main approaches have been used for constructing efficient random permutation sampling algorithms. The first one consists of using a sorting algorithm as a subroutine and will be explained in Section 4. The second approach
is based on sampling from a set without replacement and sees the Fisher-Yates algorithm as its main instantiation \[24\]. We will detail this second family of algorithms in Section 5.

Another approach studied usually outside the scope of cryptographic applications is the one involving ranking and unranking algorithms. A ranking algorithm maps each permutation of length \(n\) to a unique integer between 0 and \(n! - 1\). To sample a permutation, one can sample an integer in such a range and then retrieve the corresponding permutation via the corresponding unranking algorithm. Lehmer formalized this idea in 1960 \[25\], and several improvements have been proposed subsequently (e.g. \[26, 27\]). However, this approach does not seem suitable for random sampling in cryptography because it requires to perform multiplications and divisions with multiple-precision arithmetic that are both computationally expensive and challenging to implement in constant-time.

**2.3 On Sampling Vectors with Prefixed Hamming Weight**

We say that a vector of length \(n\) has Hamming weight equal to \(k\) if exactly \(k\) of its entries are non-zero and \(n - k\) are zero. Algorithms for sampling random permutations are closely connected to algorithms for sampling vectors with prefixed Hamming weight. Typically, one tries to sample \(k\) different indices in the range \([0, 1, \ldots, n - 1]\), and these give the positions of the non-zero entries of the vector. If the indices are obtained without any bias on the order in which they are sampled, then setting \(k = n\) gives all \(n\) indices in a random order, i.e., a permutation. In other words, one can see certain algorithms for sampling prefixed Hamming weight vectors as the truncated version of algorithms to sample permutations.

On the other hand, a binary vector with Hamming weight equal to \(k\) and length \(n\) is nothing else than a permutation of the vector \((1, \ldots, 1, 0, \ldots, 0)\).

**2.4 Random Integers within a Range**

Many algorithms reported in this manuscript require sampling integers uniformly at random within a range. When the range is of the kind \(\{0, \ldots, 2^k - 1\}\), for some integer \(k \geq 0\), then the operation is relatively easy to implement. It is enough to sample \(h \geq k\) bits at random, where \(h\) is a multiple of 8, and perform masking/shifting operations to obtain a random integer in the desired range.

However, when the range is of the kind \(\{0, \ldots, i - 1\}\), where \(i\) is not a power of 2, shifts and masking operations are not enough to obtain a uniform random integer within the range. Let \(k\) be an integer such that \(2^k > i\). A common implementation mistake is to sample \(r \leftarrow U(\{0, \ldots, 2^k - 1\})\), and then calculate

\[(r \mod i) \in \{0, \ldots, i - 1\}.

Indeed, the obtained number will be biased because there are some numbers that are more likely to appear after modulo reduction.
To obtain an unbiased distribution, we consider the strategy of rejection sampling. First, one samples \( r \leftarrow U(\{0, 1, \ldots, 2^k - 1\}) \). If \( r < i \), then one accepts the sample. On the contrary, if \( r \geq i \), the number gets rejected and a new one will be sampled. This simple method produces unbiased sampling, but has the drawback that, when \( i \) is only slightly larger than \( 2^{k-1} \), the rejection probability is close to 50%.

To reduce the rejection probability, we use a scaling approach that allows to arbitrarily reduce the rejection probability at the cost of increasing the necessary number of random bits to be sampled. This method seems to be folklore in the literature [28], however, in certain scenarios, side-channel attacks can be used to leak sensitive information due to rejection of bad samples [29]. A strategy to reduce leakage is referred to as *bounded rejection sampling* in [30]. The idea is to repeat the rejection sampling a fixed number of times \( N \) before returning the result. The rejection probability is upper bounded to 50%, so at least one valid result can be successfully obtained with probability \( 1 - (1/2)^N \).

**Algorithm 1** Sampling integers uniformly at random within a range in constant-time.

**Input:** Integers \( i, k \geq 0 \) such that \( 2^k > i \)

**Output:** a random integer \( 0 \leq r < i \)

1. Set \( r = 0 \)
2. Set \( k' \) as the smallest integer s.t. \( 2^{k'} > i \)
3. for 1 to \( N \) do
   4. \( x \leftarrow U(\{0, \ldots, 2^{k'} - 1\}) \)
   5. \( x = x \land (k' - 1) \)
   6. \( r = (i > x) \, ? \, x : r \)
4. end for
5. Return \( r \)

We employ Algorithm 1 to execute sampling of integers within ranges smaller than powers of two in constant-time. The masking in line 5 of the algorithm guarantees a rejection probability of no more than 50%. We also remark that the return value in line 6 should be assigned using a constant-time conditional assignment. We compare the performance of the constant-time sampling method (CT) and the one proposed in [28] (Lemire) in Section 6.2. We remark that Lemire sampling could also be considered constant-time, depending on the flexibility of the constant-time definition and what is considered a secret value during the sampling method. However, we consider the conservative approach where Algorithm 1 always runs in constant time.

### 2.5 Related Work

A comprehensive theoretical study on permutation sampling algorithms outside the realm of cryptography, hence not taking the side-channel resistance perspective into account, can be found in [31]. A qualitative study on Fisher-Yates and some of its variants can be found in [32]. More recently, the preprint of a concurrent work proposing a verification method for permutation sampling implementations, with a focus on hiding countermeasure against side-channel attacks, has been made public [33].
Some algorithms presented here employ a sorting procedure as a subroutine. A recent comparison of some of the fastest, not necessarily constant-time, algorithms can be found in [34]. However, such comparison does not include djbsort [35], the constant-time sorting algorithm implementation that we employ in this work.

Given the connections to the topic of sampling fixed-weight vectors highlighted in Section 2.3, this study took inspiration from works on that field, in particular the work of Nicolas Sendrier [36]. A subsequent detailed study on the secure implementations of the most used fixed-weight vector sampling algorithms can be found in [30].

3 Methodology

3.1 Research Questions

The objective of this systematic study is twofold. First, we want to identify the permutation sampling algorithms currently used in cryptography. Second, we want to understand how their performance (in execution time) compare to each other. To accomplish this, we based our study on the following research questions (RQ):

- RQ1. What are the techniques used for sampling random permutations?
- RQ2. How do properties relevant for cryptography affect the techniques above?
- RQ3. How do these techniques compare against each other?

As shown later (in Section 5), there are algorithms that use sampling of integers. We clarify that this study is focused on permutation sampling. Even though various methods for integer sampling were found, we did not analyse them. When we report the results of our experiments (see Section 6), we used two integer sampling methods: one for constant-time and one for efficient sampling.

3.2 Search of Research Material

The selection of the source of information used to conduct this study started by querying the most used databases of research material such as ACM Library, IEEEExplore, SpringerLink, Google Scholar and ResearchGate. Additionally, we found important material on pre-print databases such as arXive and ePrint. The queries can be grouped by topic into four categories:

1. Permutation sampling algorithms in general, that is, without restricting the scope to a cryptographic context. This allowed us to enlarge our knowledge on the set of existing algorithms and trace back the line of research that brought to light the algorithms used nowadays.

2. Permutation sampling in existing cryptographic algorithms and protocols. Since we could not find any detailed survey on permutation sampling algorithms in cryptography, we looked for research works in the field involving permutations. We discovered that independent research was conducted repeatedly to assess the best approach for the use case among the known ones. When the details of the algorithm were not specified in the manuscript or report, an associated implementation was usually publicly available, allowing us to reconstruct the algorithm.
3. *Fixed-weight vectors sampling in cryptography.* Given the similarities among the algorithms used for sampling permutations and fixed-weight vectors, as highlighted in Section 2.2, we studied several research works concerning these related algorithms in a cryptographic context. Indeed, it was relatively easy to translate some of these algorithms for fixed-weight vectors to algorithms for permutations. However, in some cases, we could not perform such adaptation.

4. *Sampling integers within a range.* This subroutine is used in some of the algorithms presented in this manuscript (see Section 5). Therefore, we investigated the techniques used in the literature and adapted them to our use case. Note-worthy, many of the sources on this topic were related to fixed-weight vectors sampling algorithms as well.

The queries to the aforementioned research databases have been made using combinations of keywords in English. Moreover, we visited the official web pages of cryptographic algorithms which employ permutations or require sampling random permutations, as well as web pages of researchers who are known to work on these and related topics. Finally, we discovered material through backward snowball sampling.

### 3.3 Selection of Material

We decided whether to include or exclude articles based on titles, abstracts, and full-text reading relevant sections. Particularly, we focused on those sections related to permutation sampling, fixed-weight vector sampling or integer sampling and the desired properties for their use in cryptography. The review was performed independently by all authors. When an article was considered relevant, the other authors were informed about it and a collective decision on whether to include or exclude the material was made.

The following is the criteria used to include material:

- It presents an algorithm or a description of the sampling method.
- When it is a random permutation sampling method, the material shows that it is unbiased. If such discussion is not there, we included the study if it was not trivial to argue that it is not the case.
- When the material claims the proposed method is constant-time, it shows why that is the case.
- The material provides an implementation of the sampling method.

It is not necessary for the included material to comply with all the points above. The following is the criteria used to exclude material:

- Material is not presented in English.
- Material is not available in full-text.

### 3.4 Data Extraction, Analysis and Classification

To extract data from the selected material, we used a form as shown in Table 1. Data extraction was performed independently by all authors as well. Each author performed the extraction from the material found individually. Later, all authors collectively checked and corrected when necessary.
<table>
<thead>
<tr>
<th>Data item</th>
<th>Value</th>
<th>RQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>Name of the document</td>
<td></td>
</tr>
<tr>
<td>Author(s)</td>
<td>Name of authors</td>
<td></td>
</tr>
<tr>
<td>Context</td>
<td>General or cryptographic</td>
<td>RQ1</td>
</tr>
<tr>
<td>Type of sampling</td>
<td>Permutation, fixed-weight vector, integer</td>
<td>RQ1</td>
</tr>
<tr>
<td>If applicable, cryptographic algorithm</td>
<td>Name of cryptographic algorithm or protocol</td>
<td>RQ1 &amp; RQ2</td>
</tr>
<tr>
<td>or protocol which uses this sampling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is it constant-time?</td>
<td>Yes/No</td>
<td>RQ2</td>
</tr>
<tr>
<td>Is there an available implementation?</td>
<td>Yes/No</td>
<td>RQ3a</td>
</tr>
<tr>
<td>Are there benchmark results?</td>
<td>Yes/No</td>
<td>RQ3b</td>
</tr>
</tbody>
</table>

Table 1: Data extraction form.

During analysis and classification, we first grouped the material by the context in which the sampling algorithms are presented. That is, whether it is in a general or in a cryptographic context. Then, for the latter case, we classified the material according to the general technique used for sampling random permutations (see Sections 4 and 5) and whether a constant-time variant is available. Finally, we also classified them according to whether an implementation is publicly available.

3.5 Validity Evaluation

According to the classification by Petersen et al. [23], we identified threats to descriptive validity and theoretical validity.

As stated by Petersen et al., descriptive validity is the extent to which observations are described accurately and objectively. Similarly to the study conducted by those authors, we used a form which objectified the data extraction process and could be updated iteratively. Thus, descriptive validity was controlled this way.

Regarding theoretical validity, the identified threats are the following: (i) search strategy, since we restricted the search by the databases and keywords used; (ii) selection process, where we limited the selected studies by availability, language and level of analysis and description done by the authors when claiming that the sampling strategy is unbiased or constant-time; and (iii) bias in the selection and data extraction, analysis and classification processes.

We may have omitted relevant keywords while searching for material. Threat (i) was mitigated via the snowballing process, which allowed us to discover material initially not found when querying databases or visiting the relevant web pages. No material was excluded due to unavailability or not being written in English. Thus, threat (ii) mainly depends on the analysis provided within the considered studies. We could have omitted relevant material if such analysis was not present. In cryptography, however, it is common to avoid using techniques, primitives, etc., until they are considered to be well analysed. Since the sampling methods we ended up examining are already in use within cryptographic algorithms or protocols, they have already been analysed. Hence, we consider this threat mitigated. Threat (iii) was controlled
by carrying out the selection and data processing independently and then collectively verifying and, when necessary, correcting.

4 Sorting-based permutation sampling (RQ1)

Consider sampling a list \( [r_0, \ldots, r_{n-1}] \) of length \( n \) of random positive integers, such that \( r_i < M \), for an integer \( M \geq n \). Assume for now that they are all different from each other. From this list, we can extrapolate a permutation by looking at the position of the elements in the list in increasing order. For example, if \( r_i \) and \( r_j \) are respectively the smallest and second smallest integers of the list, then the relative permutation would have 0 in the \( i \)-th position, 1 in the \( j \)-th position, and so on.

Based on this idea, one constructs Algorithm 2 for sampling random permutations. This method was employed in [9], [19] and [15].

**Algorithm 2** Sorting-based random permutation sampling.

**Input:** Positive integers \( n, M \) such that \( n \leq M \), a sorting algorithm \( \text{sort}(\cdot) \)

**Output:** A random permutation \( \pi \in S_n \)

1: Initialize \( \ell = [0, \ldots, 0] \)
2: repeat
3: for \( i = 0 \) to \( n - 1 \) do
4: \( r \leftarrow U([0, 1, \ldots, M - 1]) \)
5: \( \ell(i) = (r \parallel i) \)
6: end for
7: \( \ell' = \text{sort}(\ell) \)
8: Extract the lists \( \tau, \pi \) from \( \ell' \) such that
9: \( \ell'(i) = (\tau(i) \parallel \pi(i)) \), \( 0 \leq i \leq n - 1 \)
10: until There are no repetitions in \( \tau \)
11: **Return** \( \pi \)

The most expensive operation in the main loop of Algorithm 2 is sorting the constructed list \( \ell \) (Line 7). Hence, the specific choice of the sorting algorithm \( \text{sort} \) highly affects the complexity of Algorithm 2. There exist fast sorting algorithms having an average running time of \( O(n \log n) \), (for example, see [37–39]).

Line 9 consists of checking that the list of random integers sampled does not contain any repetition. This is done to avoid any kind of bias produced by \( \text{sort} \). Indeed, in case two or more elements are the same, it is left to the design of \( \text{sort} \) to choose which one to put first. Given that the list \( s \) is already sorted, this check has only a linear cost in \( n \). If one were to do the check before sorting, the cost would be quadratic.

To estimate the number of iterations of the main loop of Algorithm 2, one must compute the probability \( P_r \) of rejecting a sampled permutation, that is, the probability of sampling at least twice the same element in the inner loop (Line 3). This can be
computed using the *birthday-paradox* formula

\[ P_r = 1 - \frac{M!}{M^n(M-n)!}. \]

The magnitude of \( M \) with respect to \( n \) determines whether the number of repetitions of the main loop in Algorithm 2 is negligible or not. It was shown in [40] that, for certain parameters \( M \) and \( n \), one could afford skipping the collision check (Line 9) as the output distribution would still be close to uniform. However, in this work, we only consider instantiations of Algorithm 2 with rejection enabled.

**Properties for use in cryptography (RQ2).** In a cryptographic context, it is important that a permutation sampling algorithm exhibits no sensitive bias. The distribution of permutations generated by Algorithm 2 underwent scrutiny in [40], revealing that any bias introduced through this method is negligible for cryptographic applications.

Additionally, secure implementations necessitate both the random sampler (Line 4) and the sorting algorithm (Line 7) to be resistant against side-channel attacks. Achieving side-channel resistance for the random sampler involves a straightforward approach: set \( M = 2^k \) and utilize a secure implementation of a PRNG or XOF to acquire \( k \) pseudo-random bits at each iteration. On the other hand, for the sorting algorithm, one can consider the *djbsort* software library [35]. Initially introduced in [41] for fixed-weight vectors sampling, this library incorporates an efficient constant-time sorting algorithm.

### 5 Fisher-Yates style permutation sampling (RQ1)

Introduced in an early version by Ronald Fisher and Frank Yates [24], but firstly described in its modern version by Richard Durstenfeld [42], the so-called Fisher-Yates algorithm has been a standard choice for sampling permutations. Before giving the details and its variants, we start by giving a generalization of it.

**Generalization of Fisher-Yates.** On a high level, one can sample a random permutation in \( S_n \) by sampling uniformly at random without replacement from the set \( \{0, 1, \ldots, n-1\} \), and storing the elements in a list keeping the sampling order. This idea is summarized in Algorithm 3.

At each step of the iteration, the index is sampled uniformly at random from all possible indices. This ensures that one can sample any permutation with the same probability. In practice, sampling without replacement from a set is a non-trivial computational task. As we will see in the following subsections, Fisher-Yates and its variants can be seen as different instantiations of Algorithm 3, each one with different routines for sampling without replacement.

More generally, one can obtain a new permutation sampling algorithm by proposing an alternative method for sampling integers without replacement from a set, and this is what we do in Section 5.3.
Algorithm 3 Sampling without replacement basic idea.

**Input:** Integer \( n \geq 1 \)

**Output:** a permutation \( \pi \in S_n \)

1. Set \( \mathcal{A} = \{0, 1, \ldots, n-1\} \)
2. Initialize \( \pi = [\cdot] \)
3. for \( i = 0 \) to \( n-1 \) do
4. \( \pi(i) \leftarrow U(\mathcal{A}) \)
5. \( \mathcal{A} = \mathcal{A} \setminus \{\pi(i)\} \)
6. end for
7. Return \( \pi \)

5.1 Classic Fisher-Yates

We report in Algorithm 4 the Fisher-Yates algorithm in its classical instantiation. It represents an instantiation of Algorithm 3 where the operation \( \text{swap} \) is used to perform sampling without replacement from a set. On a high level, the \( \text{swap} \) moves the sampled element to the left of the list and leaves the ones still to be sampled to the right. An alternative mathematical interpretation of it is that it exploits the fact that any permutation can be decomposed into a sequence of swaps.

Algorithm 4 Classic Fisher-Yates.

**Input:** A positive integer \( n \)

**Output:** A random permutation \( \pi \in S_n \)

1. Initialize \( \pi = [0, 1, \ldots, n-1] \)
2. for \( i = n-1 \) down to \( 0 \) do
3. \( j \leftarrow U(\{0, \ldots, i\}) \)
4. \( \text{swap}(\pi(i), \pi(j)) \)
5. end for
6. Return \( \pi \)

In [43], a variant of Algorithm 4 is presented where the vector initialization (Line 1) and the \( \text{swap} \) (Line 4) are replaced by two instructions \( \pi(i) = \pi(j) \) and \( \pi(j) = i \). This simplification is the idea at the basis of Sendrier’s variant, which will be described in Section 5.2. Another alternative and equivalent version exists with the for loop going in increasing order and the index sampling being done in the set \( \{i, \ldots, n-1\} \).

Algorithm 4 is fast and easy to implement. The time complexity is \( O(n) \), however, it comes with a hidden cost dictated by \( \text{swap} \) (Line 4). The unpredictable random memory access necessary to perform the swap slows down the performance when \( n \) is large.

Properties for use in cryptography (RQ2). As mentioned at the beginning of the section, sampling indices without replacements yields a permutation sampled with no bias. From a cryptographic standpoint, the vulnerability of Algorithm 4 to side-channel attacks arises from secret-dependent memory access, leaking timing information related to the permutation, particularly when the permutation is a part of
sensitive data. Nevertheless, Classic Fisher-Yates is used in the key-generation routines of the digital signatures LESS [11] and EHT [12]. The variants detailed in Section 5.2 and Section 5.3 address this issue but come at the expense of an increased time complexity.

Another drawback of Fisher-Yates, especially when compared against Algorithm 2, is that sampling from an interval that is not necessarily a power of two (Line 3) requires additional care in order to exclude the possibility of any unwanted bias. In this work, we explore techniques previously documented in Section 2.4 to navigate this challenge.

5.2 Sendrier’s Fisher-Yates variant

In order to address the vulnerabilities that a naïve implementation of Algorithm 4 comes with, Nicolas Sendrier proposed two constant-time variants of Fisher-Yates that avoid data-dependant memory access [36]. The work of Sendrier was done for sampling low-weight vectors. In this case, only one of the two algorithms presented by Sendrier [36, Algorithm 3] can be adapted for sampling permutations. The other variant [36, Algorithm 4] allows a slightly more efficient implementation when sampling low-weight vectors, but it samples the indices in a pre-fixed order, and, for this reason, it cannot be used for sampling random permutations.

We report in Algorithm 5 the adaptation of [36, Algorithm 3] to random permutation sampling. One can see that the memory accesses are independent from the sensitive data (the permutation values), and Line 5 allows non-branching constant-time implementations. The asymptotic time complexity increased to $O(n^2)$. More precisely, Line 5 is repeated $\frac{n(n-1)}{2}$ times.

**Algorithm 5** Sendrier’s Fisher-Yates.

|Input: A positive integer $n$ | 
|Output: A random permutation $\pi \in S_n$ |
|---|---|
|1. Initialize $\pi = [0, \ldots , 0]$ | 
|2. for $i = n - 1$ down to 0 do | 
|3. $\pi(i) \leftarrow U(\{i, \ldots , n-1\})$ | 
|4. for $i = i + 1$ to $n - 1$ do | 
|5. $\pi(j) = (\pi(j) = \pi(i)) ? i : \pi(j)$ | 
|6. end for | 
|7. end for | 
|8. Return $\pi$ | 

A nice property of Algorithm 5 is that the shuffle produces the same permutation as Algorithm 4 when the input seed to the PRNG is the same. This property is useful in cryptography when one is required to sample the same permutation both in constant and non-constant time (for example, during signing and verification in a digital signature protocol).

**Properties for use in cryptography (RQ2).** Being a variant of Fisher-Yates, this technique also samples a permutation with no bias. Sendrier’s variant specifically addresses the issue that made classic Fisher-Yates vulnerable.
5.3 Natural Fisher-Yates: a New Variant

Let us represent the sampling set \( A \) in Algorithm 3, at each iteration, as a sorted list according to the natural order of integers. In this case, instead of keeping track of the sampling set (i.e., the full set minus the already sampled elements), one can keep track of the positions of the missing numbers (the ones sampled at the previous iterations) in the list. Based on this idea, we construct Algorithm 6.

**Algorithm 6 Natural Fisher Yates.**

**Input:** Integer \( n \geq 1 \)

**Output:** A permutation \( \pi \in S_n \)

1: Initialize \( \ell, \pi = [0, \ldots, 0] \)

2: for \( i = 0 \) to \( n - 1 \) do

3: \( \ell(i) \leftarrow U(\{0, 1, \ldots, n - 1 - i\}) \)

4: \( T = i \)

5: for \( j = 0 \) to \( i - 1 \) do

6: \( M = (\ell(j) \geq \ell(i)) \) ? 1 : 0

7: \( T = T - M \)

8: \( \ell(j) = \ell(j) - M \)

9: end for

10: \( \pi(i) = \ell(i) + T \)

11: end for

12: Return \( \pi \)

**Proposition 1.** Algorithm 6 returns a uniformly random permutation of \( S_n \).

**Proof.** We want to prove that, at each iteration \( i \), \( \pi(i) \) is a positive integer sampled uniformly at random from the set

\[
\{0, 1, \ldots, n - 1\} \setminus \{\pi(0), \pi(1), \ldots, \pi(i - 1)\}.
\]

Let \( a_0 = [0, 1, \ldots, n - 1] \) be the list representing the sampling set at the first iteration. Let \( \ell(0) := R_0 \leftarrow U(\{0, \ldots, n - 1\}) \) be the sampled index (Line 3). Trivially, \( \pi(0) := \ell(0) = a_0(R_0) = R_0 \) is uniform in \( \{0, 1, \ldots, n - 1\} \).

At the second iteration, we define the sampling list as the set \( \{0, 1, \ldots, n - 1\} \setminus \{\pi(0)\} \) sorted according to the natural order, i.e.,

\[
a_1 = [0, \ldots, \ell(0) - 1, \ell(0) + 1, \ldots, n - 1].
\]

Then, one samples \( \ell(1) := R_1 \leftarrow U(\{0, \ldots, n - 2\}) \). If \( \ell(1) \geq \ell(0) \), then we are sampling a number to the right of the “skipped” position at \( \ell(0) \) in \( a_1 \), and so we must take \( \pi(1) := a_1(R_1) = R_1 + 1 \). Otherwise, if \( \ell(1) < \ell(0) \), we have that \( \pi(1) := a_1(R_1) = R_1 \). Therefore, \( \pi(1) \) can take any value in \( \{0, 1, \ldots, n - 1\} \setminus \{R_0\} \) with the same probability. However, in the second case next iteration, one must take into consideration that in
the sampling list

\[ a_2 = [0, \ldots, \ell(1) - 1, \ell(1) + 1, \ldots, \ell(0) - 1, \ell(0) + 1, \ldots, n - 1], \]

the index corresponding to the skipped position \( \ell(0) \) gets moved by one position to the left, i.e., \( \ell(0) - 1 \), therefore we must update \( \ell(0) := \ell(0) - 1 \) (Line 8).

In general, at the \( i \)-th iteration, we sample \( \ell(i) \) and we get that

\[ \pi(i) := \ell(i) + \sum_{0 \leq j<i} 1_{\ell(i) > \ell(j)}, \]

where the \( \ell(j) \) correspond to the current skip positions. Hence, with the same probability, \( \pi(i) \) can take any value from \( \{0, 1, \ldots, n-1\} \setminus \{\pi(0), \pi(1), \ldots, \pi(i-1)\} \).

Note that, at end of the for loop, we have that \( \ell(i) = 0 \), for \( i = 0, \ldots, n-1 \), because every time we sample a \( R_j \), we decrease \( \ell(i) \) by 1. Given that there are exactly \( R_i \) elements left to be sampled to the left of \( a_i(R_i) \) at iteration \( i \), we will decrease \( \ell(i) \) by 1 exactly \( R_i \) times.

**Properties for use in cryptography (RQ2).** The time complexity of Algorithm 6 is \( O(n^2) \), same as Sendrier’s Fisher-Yates variant. Also, it allows a constant-time implementation without secret-dependant memory accesses or branching.

### 5.4 On Parallelizing Fisher-Yates

Several efforts have been made outside the scope of cryptography to parallelize Fisher-Yates, and several works on this topic can be found easily using the search engines mentioned in Section 3.2. We decided to exclude this line of research from our analysis for the following reasons. Most of the works that we have been able to list were not intended to be used in cryptography, and so lacked, in some cases, an analysis of the randomness of the outcome, and in all cases, a constant-time implementation. We emphasize once more here that making an algorithm constant-time usually has non-trivial implications for its efficiency. Therefore, to extrapolate any conclusions relevant for cryptography from these works, one would need to write a dedicate constant-time implementation version of these, a task that is outside the scope of this systematization of knowledge. Finally, the few works we could find on this line of research that were actually intended for cryptographic purposes had a focus on hardware implementations, which, again, goes beyond the focus of this work.

### 6 Comparisons and Experimental Results

#### 6.1 Theoretical Comparison (RQ3)

Table 2 summarizes the main differences between the algorithms presented in Section 4 and Section 5. At an asymptotic complexity level, the fastest algorithm for permutation sampling allowing constant-time implementations is Algorithm 2, with the condition that the number of repetitions in its main loop is negligible. Classic Fisher-Yates (Algorithm 4) seems to be the best choice when a secure implementation is not required. However, the hidden cost coming with the operation `swap` makes it hard to state, on
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Constant-Time</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 2</td>
<td>Yes</td>
<td>( O(n \log(n)) )</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>No</td>
<td>( O(n) )</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>Algorithm 5</td>
<td>Yes</td>
<td>( O(n^2) )</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>Algorithm 6</td>
<td>Yes</td>
<td>( O(n^2) )</td>
<td>( O(n) )</td>
</tr>
</tbody>
</table>

Table 2: Theoretical Comparison of the Algorithms

a theoretical level, whether this is faster or slower than Algorithm 2. Typically, one expects swap to be very fast when the array is small, and become slower with longer arrays. Such kind of conclusion is left for experimental comparison.

Sendrier’s and Natural Fisher-Yates variants (Algorithm 5 and Algorithm 6, respectively) share the same asymptotic time complexity and are both constant-time. For most applications, they do not represent the best choice of permutation sampling algorithm in terms of efficiency. However, for very large permutations, if a constant-time sorting algorithm that sorts big data-types is not available, the random buffer might not be enough to build a low-rejection sorting-based sampling algorithm (i.e., there are too many repetitions in the main loop in Algorithm 2). In this case, Algorithm 5 and Algorithm 6 might become a valid choice. Among the two, Sendrier’s variant has the advantage that it is compatible with Classic Fisher-Yates. Therefore, the latter can be used in tandem with the former when the same permutation needs to be sampled twice, once securely and once non-securely. On the other hand, Natural Fisher-Yates zeroes the random buffer by design of the algorithm, an operation required in cryptography to not leave sensitive data in memory.

This theoretical analysis does not take into consideration the cost of sampling random data in the format required by the algorithm. This operation is intuitively more costly in Fisher-Yates algorithms than in Algorithm 2. The magnitude of this cost will be evaluated in the experimental comparison in the next section.

6.2 Experimental Comparison (RQ3)

To validate the conclusions resulted from the theoretical comparisons, we implemented all algorithms reported in this study in pure C and executed benchmark tests for different permutation sizes\(^3\). We instantiated Algorithm 2 using the djbsort constant-time software library [35] (version 20190516). In addition, with the objective of obtaining a faster non-constant-time alternative to djbsort and based on the analysis in [34], we chose to employ vqsort [44, 45]. We used the xkcp SHAKE implementation [46] (commit 7fa59c0ec4) to instantiate a PRNG used for sampling integers.

Optimizations. We run the experiments with and without optimization. In the former case, we enabled AVX2 compilation flags. In addition, we also use AVX2 optimized routines for the internal SHAKE functions, for djbsort-32, for vqsort-32/64, for Natural Fisher-Yates and Sendrier Fisher-Yates. We remark that Classic Fisher-Yates and djbsort-64 are not optimized with AVX2 code and any optimization to these operations come directly from the compiler.

\(^3\)Our code is available at https://github.com/AlessandroBudroni/Sampling_Random_Permutations.
**Constant-time evaluation.** We evaluate the constant-time execution of all the permutation sampling algorithms implemented using the software tool dudect [47] for $n = 1024$ and timeout of 20 minutes. Additionally, for the constant-time evaluation only, we disable any aborts from the sampling algorithm due to failure. As expected, Classic Fisher-Yates quickly fails the constant-time test with dudect. During the 20 minutes execution time for each of the constant-time algorithms (Sendrier/Natural Fisher Yates, Algorithm 2 with djbsort), dudect does not find evidence of non-constant-time execution. Surprisingly, also the non-optimized implementations of Algorithm 2 using vqsort-32 and vqsort-64 seem to run in constant-time (probably due to the emulation of the vectorized instructions). Nonetheless, the AVX2 optimized versions of the Algorithm 2 with vqsort did not run in constant-time.

**Benchmark evaluation.** The benchmarks were executed on an Intel Core i9-13900K (3 Ghz) CPU with Hyper-Threading and Turbo Boost features disabled. Each plot in this section corresponds to the total time (in clock cycles) given in log scale of computing the respective operation $10^5$ times. We run the experiments for permutations of size $2^n$ with $5 \leq n \leq 12$.

Given that the algorithms based on Fisher-Yates require random integer sampling, we start by discussing the performance implications of this operation. In Figure 1, we benchmark the constant-time (CT) and Lemire integer samplings with an additional buffered version of each technique, without AVX2 (either optimized code or compilation flags). The buffered version samples all random values once, instead of on-demand. As depicted in the figure, the performance of the constant-time sampling is over one order of magnitude slower due to oversampling and no aborts. In addition, we see a considerable performance speedup when using the buffered version of the sampling algorithms. For this reason, we benchmark all permutation sampling algorithms using the buffered CT sampling, with the exception of Classic Fisher-Yates since it is already non-constant-time.

At first glance, we remark that the running time of the Classic Fisher-Yates, Natural Fisher-Yates and Sendrier Fisher-Yates algorithms are dominated by the underlying integer sampling algorithm, that is highlighted in Figure 2 and Figure 3 using dotted lines. In the case of Classic Fisher-Yates the integer sampling seems to dominate for all values of $n$. For Natural Fisher-Yates and Sendrier Fisher-Yates, the algorithm running time diverges for higher values of $n$.

Considering only the constant-time Fisher-Yates based sampling algorithms, we observe that Natural Fisher-Yates has better performance than Sendrier Fisher-Yates for larger sizes of permutation, when optimization is not available. Otherwise, both achieve the same performance.

Clearly the fastest alternative to permutation sampling in our experiments is the sort sampling. We show how the constant-time djbsort sampling performs when compared with the recently claimed fastest sorting algorithm, vqsort. For the unoptimized experiments, djbsort unequivocally beats vqsort at sampling permutations smaller than $2^{12}$, see Figure 2. This test uses vqsort “EMU128” compilation option to disable AVX2, which might make it slower as it does not support non-vectorized sorting. For a fairer comparison, we observe that djbsort-32-avx2 still outperforms vqsort-32-avx2.
Fig. 1: Uniform integer sampling from a range: comparisons of the considered methods for uniform integer sampling from a range. No AVX2 optimization was used in this case.

Fig. 2: Permutation sampling: performance comparison of the non-optimized (non-AVX2) implementations of the presented algorithms.

in Figure 3 for $n \geq 2^8$, while the same does not hold for djbsort-64-avx2 compared to vqsort-64-avx2. This could be due to the lack of available AVX2 code optimization for djbsort with uint64_t, recalling that the AVX2 optimization for this scheme is left for the compiler.

A final observation of the sort sampling is the behavior when $n > 2^{10}$. Because the concatenation of the random value and the permutation index in Line 5 of Algorithm 2 is limited to the size of the sorted register, the probability Algorithm 2 exits the repeat loop is decreased as the size of the permutation increases. This probability degrades quickly after $n = 2^{10}$ and is visible in both figures with sampling running times. Indeed,
sort sampling is faster with 64 bit integers for $n = 2^{11}$ without optimization and should be also true for AVX2 optimization if $djbsort-64$ was instructed with optimized code. Nonetheless, sort-sampling is unfeasible with 32 bit integers when $n = 2^{12}$, as the algorithm will repeat the loop iteration with overwhelming probability.

7 Conclusions and Future Directions

In this manuscript, we systematically studied algorithms for random permutation sampling in cryptography. Our experimental results suggest that the $djbsort$-based instantiations of Algorithm 2 dominate over the Fisher-Yates constant-time variants. Moreover, the subroutine of sampling integers from a range present in Fisher-Yates-like algorithms requires a non-trivial dedicate implementation effort. Sorting-based permutation samplers do not have this problem since the size of their random buffer is a power of 2.

Given that we failed in finding a faster and not necessarily constant-time alternative to $djbsort-32$, this task remains open. Succeeding in doing so would help speeding-up certain computations in protocols where constant-time is not required, (e.g., verification in [15]), and we leave this for future investigation.

Contrary to our expectations, Figure 2 and Figure 3 show that for Fisher-Yates-like algorithms, the integer sampling subroutine within a certain range dominates over the shuffle. We leave as future work improving such subroutine. Our Fisher-Yates variant (Algorithm 6) shows a slight advantage over Sendrier’s (Algorithm 5). However, both of them are significantly less efficient compared to the instances of Algorithm 2. It would be interesting to find another faster variant to use in combination with non-secure Classic Fisher-Yates.

In addition, given the current state-of-the-art implementation, we believe that AVX2 versions of $djbsort-16$ and $djbsort-64$ would give better performance results for
very small and very large permutations, respectively, and for permutation compositions
and inversions (see Appendix A).

One final direction for further investigation is to study shuffling algorithms for
sampling permutations that were proposed outside the realm of cryptography (e.g.
\[48, 49\]), analyze their bias, and produce constant-time implementations to evaluate
their effective efficiency for cryptographic applications.
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A On Composing and Inverting Permutations

Some cryptographic protocols require to make operations with permutations such as composition and inversion. As for sampling random permutations, we give here an overview of the different methods and we report an experimental comparison of these.

Standard Permutation Inversion and Composition. Let $\pi_1, \pi_2 \in S_n$ be two permutations, and assume one wants to compute the composition $\tau := \pi_1 \circ \pi_2$. Then, it is enough to compute $\tau(i) = \pi_1(\pi_2(i))$, for $i = 0, \ldots, n-1$. Similarly, given a permutation $\pi \in S_n$, one can evaluate its inverse $\pi^{-1}$ by setting $\pi^{-1}(\pi(i)) = i$, for $i = 0, \ldots, n-1$.

A naïve implementation of both these operations share the same problem of data-dependent memory access with Algorithm 4, making them not secure for a cryptographic context. The constant-time versions of these algorithms are given in Algorithm 7 and Algorithm 8. Both of them have a time complexity of $O(n^2)$.

Algorithm 7 Standard composition in constant-time

Input: $n \in \mathbb{N}, \pi_1, \pi_2 \in S_n$
Output: $\tau := \pi_1 \circ \pi_2 \in S_n$
1: Initialize $\tau = [0, \ldots, 0]$
2: for $i = 0$ to $n-1$ do
3: for $j = 0$ to $n-1$ do
4: $\tau(i) = (i == \pi_2(j)) \ ? \ \pi_1(i) : \ \tau(i)$
5: end for
6: end for
7: Return $\tau$
Algorithm 8 Standard inversion in constant-time.

Input: $n \in \mathbb{N}, \pi \in S_n$

Output: $\tau := \pi^{-1} \in S_n$

1: Initialize $\tau = [0, \ldots ,0]$
2: for $i = 0$ to $n - 1$ do
3: for $j = 0$ to $n - 1$ do
4: $\tau(j) = (j == \pi(i)) ? i : \tau(j)$
5: end for
6: end for
7: Return $\tau$

Sorting-based Composition and Inversion. Sorting algorithms can be employed also to compose and invert permutations. We give in Algorithm 9 and Algorithm 10 the relative algorithms in pseudo-code. Unlike Algorithm 2, these do not have any rejection. Hence, the complexity depends only on that of the sorting algorithm sort, which can be $O(n \log n)$. In practice, using the djbsort software library [35], one gets faster running times compared to secure implementation of Algorithm 7 and Algorithm 10 for both composition and inversion.

Algorithm 9 Sorting-based composition.

Input: $n \in \mathbb{N}, \pi_1, \pi_2 \in S_n$

Output: $\tau := \pi_1 \circ \pi_2 \in S_n$

1: $\ell = []$
2: Compute $\pi_2^{-1}$ the inverse of $\pi_2$
3: for $i = 0$ to $n - 1$ do
4: $\ell(i) = (\pi_2^{-1}(i) \parallel \pi_1(i))$
5: end for
6: $\ell' = \text{sort}(\ell)$
7: Extract $\tau$ from $\ell'$ such that

$$\ell(i)' = (i \parallel \tau(i)), \quad 0 \leq i < n$$

8: Return $\tau$

Note that in Algorithm 9, the sorting algorithm is called twice. Indeed, one call to sort is contained in Line 2. If one were to skip that line and define $\ell$ such that $\ell(i) = (\pi_2(i) \parallel \pi_1(i))$, one would obtain $\tau = \pi_1 \circ \pi_2^{-1}$. This explains why one needs to first invert $\pi_2$. However, when computing the composition of several permutations

$$\pi = \pi_1 \circ \pi_2 \circ \ldots \circ \pi_m,$$

one can proceed as follows. First invert $\pi_m$, then compute $\pi_m^{-1} \circ \pi_{m-1}^{-1}$ without the need to invert $\pi_{m-1}$ and with only one query to sort (as explained above). Hence, one continues in the same way for all the remaining permutations in decreasing order. We
Algorithm 10 Sorting-based inversion.

Input: \( n \in \mathbb{N}, \pi \in S_n \)

Output: \( \tau := \pi^{-1} \in S_n \)

1: \( \ell = [\cdot] \)
2: for \( i = 0 \) to \( n - 1 \) do
3: \( \ell(i) = (\pi(i) \parallel i) \)
4: end for
5: \( \ell' = \text{sort}(\ell) \)
6: Extract \( \tau \) from \( \ell' \) such that
   \[ \ell(i)' = (i \parallel \tau(i)), \quad 0 \leq i < n \]

7: Return \( \tau \)

have then

\[ \pi^{-1} = \pi_m^{-1} \circ \pi_{m-1}^{-1} \circ \ldots \circ \pi_1^{-1}. \]

Finally, it is enough to invert \( \pi^{-1} \) to obtain the desired permutation \( \pi \). This approach allows to save (almost) half of the calls to \text{sort}, and was used, for example, in [19] and [15].

Experimental Comparison. Figure 4 and Figure 5 report the result of the experimental comparisons of the algorithms reported in this section. The experiments have been performed on the same machine specified in Section 6.2, and no AVX2 optimized code or compilation flag was used in this case.

The resulting plots confirm the estimated asymptotical complexity of the algorithms. The sorting-based approach (Algorithm 9 and Algorithm 10) is the best choice in most of the cases for constant-time implementations. The constant-time standard composition (Algorithm 7) presents an advantage over the sorting-based algorithms only for small permutations. As expected, the classic non-secure operations dominates in speed over all the secure methods.

Figure 5 shows a strange behavior regarding the standard inversion operation for \( 2^5 \leq n \leq 2^7 \). We believe this is due to some optimization performed by the compiler.
Fig. 4: Composition of permutations: The plot presents the number of clock cycles for preforming 100,000 permutation compositions for each value of $n$ and for each algorithm. $djbsort-32$ and $djbsort-64$ correspond to the selected sorting algorithm chosen to instantiate Algorithm 9. $standard$ stands for the naïve (not constant-time) version of Algorithm 7, which in turn is referred to as $standard$ $ct$.

Fig. 5: Inversion of permutations: The plot presents the number of clock cycles for preforming 100,000 permutation inversions for each value of $n$ and for each algorithm. $djbsort-32$ and $djbsort-64$ correspond to the selected sorting algorithm chosen to instantiate Algorithm 10. $standard$ stands for the naïve (not constant-time) version of Algorithm 8, which in turn is referred to as $standard$ $ct$. 