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Abstract. In this paper we consider multipartite access structures obtained from polyma-
troids with extreme rank function. They are proved to be ideal and partially hierarchical. It
turns out that the family of structures induced by polymatroids with minimal rank function
is a natural generalization of the class of disjunctive access structure considered by Simmons
[14] and the class of conjunctive access structures introduced by Tassa [15]. The results are
based on the connections between multipartite access structures and polymatroids discov-
ered by Farràs, Mart́ı-Farré and Padró [6].

1. Introduction

Secret sharing was originally introduced independently by Blakley [2] and Shamir [13] in
1979 and is used in many cryptographic protocols.

In a secret sharing scheme every participant is given a share, that is partial information
about the secret. Only authorized sets of participants can recover the secret by pooling their
shares together. The family Γ of these subsets of the set of participants P which are able
to recover the secret is called the access structure. It is easily seen that Γ, is monotone
increasing, which means that any superset of an authorized subset is also authorized. To
avoid trivial cases, we assume that ∅ /∈ Γ and P ∈ Γ. If every unauthorized set of participants
cannot reveal any information about the secret, then the secret sharing is said to be perfect.

Ito, Saito, Nishizeki [9] and Benaloh, Leichter [1] independently proved, that every mono-
tonic family of subsets of P admits a perfect secret sharing scheme, therefore every monotonic
family of subsets of participants is called an access structure. An access structure is said to
be connected if every participant in P is a member of a minimal authorized set that is, each
participant is important. If the set of participants of an access structure can be divided into
several parts and all participants in the same part play an equivalent role, then the access
structures is said to be multipartite. The use of this concept allows to describe the structures
in a compact way, by using a few conditions that are independent of the total number of
participants.

Given a secret sharing scheme, let S0 be the set of all possible secrets and let Sp be the
set of all possible values of shares that can be assigned to the participant p for every p ∈ P .
One can show that for every perfect secret sharing scheme with connected access structure
the size of S0 is not greater than the size of Sp for all p ∈ P . A perfect secret sharing scheme
is called ideal if |S0| = |Sp| for all p ∈ P . In other words, the length in bits of every share is
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the same as the length of the secret. The secret sharing schemes constructed for given access
structure in [9] and [1] are very far from being ideal because the length of the shares grows
exponentially with the number of participants. An access structures is said to be ideal, if it
can be realized as the access structure of an ideal secret sharing scheme.

The characterization of ideal access structures is one of the main open problems in the
secret sharing theory. The connections between ideal access structure and matroid ports
discovered by Brickell and Davenport in papers [3] and [4] was an important step towards
solving this problem. Those results were generalized in [6] by using polymatroids to study
ideal multipartite access structures. But this problem still seems to be extremely difficult
and only some particular results are known. A complete characterization of ideal totally
hierarchical access structure has been proved by Farràs and Padró [7]. Several families
of ideal access structure are presented in [8]. The use of polymatroids has opened up new
possibilities for the construction of new ideal access structures which are partially hierarchical
or compartmented. Given a specific class of polymatroids, one can take all access structures
induced by the polymatroids and investigate their properties. This approach ensures that
the objects under consideration are matroids ports, so they satisfy necessary condition to
be ideal proved by Brickell. In some cases, for instance if the used polymatroids are linearly
representable, the obtained access structures are indeed ideal. This is the case we deal with
in this paper, where we consider access structures determined by polymatroids with extreme
rank function. This idea is also used in [10] for investigation access structures obtained
from uniform polymatroids. For more background on the access structures and detailed
description of the connections of secret sharing with matroid theory, the reader may consult
[3, 4, 11]. More information about the known classes of ideal access structures can be found
in [6, 7, 8].

Multipartite access structures are defined in Subsection 2.1 A short introduction to ma-
troids and polymatroids and their relation to access structures are presented in Subsection
2.2. The connections between access structures and matroids are recalled here in Theorems
1 and 2. It follows from Theorem 4 (by Farràs, Mart́ı-Farré and Padró [6]) that every poly-
matroid with the ground set J and a monotonic family of subsets of J which is compatible
with the polymatroid induce a unique access structure which is a matroid port. The de-
tails are described in Remark 6. In Subsection 2.3 extreme polymatroids and their Boolean
representations are introduced.

Access structures induced by polymatroids with maximal rank function are considered in
Section 3. It is proved that those access structure are ideal and compartmented i.e., the
participants are hierarchically equivalent or independent. They are special cases of access
structures with lower bound considered first by Brickell [3].

Section 4 begins with a characterization of monotonic families of subsets of J , which are
compatible with a polymatroid with minimal rank function. In Theorem 12 we prove that all
access structures induced by the polymatroid are connected and ideal. Moreover, elements
of those access structures are characterized by a collection of threshold conditions. Then the
hierarchical orders of the obtained access structures are discussed in Theorem 13. Finally,
we point out that disjunctive access structure introduced by Simmons [14] and conjunctive
access structure studied by Tassa [15] are special cases of the access structures induced by
polymatroids with minimal rank function.

2. Preliminaries

We use similar notations and definitions as in [10], but we recall them here to make the
article self-contained.
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The family of all subsets of a set X is denoted by P(X) (the power set). Let N0 denote
the set of all non-negative integers. Let J be a finite set. For two vectors u = (ui)i∈J ,
v = (vi)i∈J ∈ NJ

0 we write u ≤ v if ui ≤ vi for all i ∈ J . Moreover, u < v denotes u ≤ v and
u 6= v. Given a vector v = (vi)i∈J , we define supp(v) = {i ∈ J : vi 6= 0} and the modulus
|v| =

∑
i∈J vi. Furthermore, we denote vX = (v′i)i∈J , where X ⊆ J and

v′i =

{
vi if i ∈ X,
0 if i /∈ X.

Let us observe that |v| = |vX | is equivalent to supp(v) ⊆ X. For every k ∈ J , we define the

vector e(k) ∈ NJ
0 such that e(k) = (e

(k)
i )i∈J with e

(k)
k = 1 and e

(k)
i = 0 for all i 6= k.

2.1. Multipartite access structures. Let Γ be an access structure on a set of participants
P . A participant q ∈ P is said to be hierarchically superior to a participant p ∈ P (written
p � q), if A ∪ {q} ∈ Γ for all subsets A ⊆ P \ {q, p} with A ∪ {p} ∈ Γ. If q � p and p � q,
then the participants q, p are called hierarchically equivalent. The relation � is reflexive and
transitive but not antisymmetric in general, so it is a preorder in P . Participants p, q ∈ P
are said to be hierarchically independent if q is not hierarchically superior to p nor p is
hierarchically superior to q.

By a partition (Π-partition) of a set of participants P we mean a family Π = (Pi)i∈J of
disjoint and nonempty subsets (blocks) of P such that P =

⋃
i∈J Pi. An access structure Γ

on P is said to be multipartite (Π-partite) if all participants in every subset Pi are pairwise
hierarchically equivalent. Thus we are allowed to define a hierarchy in Π. Namely, Pj is said
to be hierarchically superior to Pi (written Pi � Pj) if there are p ∈ Pi and q ∈ Pj such
that p � q. By transitivity we have p � q for all p ∈ Pi and q ∈ Pj whenever Pi � Pj.
Similarly, blocks Pi and Pj are said to be hierarchically independent if there are p ∈ Pi and
q ∈ Pj such that p and q are hierarchically independent. Moreover, if Pi � Pj and Pj � Pi,
then the blocks Pi, Pj are called hierarchically equivalent. A Π-partite access structure is
said to be compartmented if every pair of blocks in Π is either hierarchically equivalent or
independent. Otherwise the access structure is referred to as hierarchical. If no pair of
blocks in Π is hierarchically independent, then the access structure will be called totally
hierarchical. A complete characterization of ideal totally hierarchical access structure was
presented by Farràs and Padró [7]. It is worth pointing out that the phrase ’compartmented
access structure’ used here is very general and covers several notions with the same name
appearing in the literature. Let us recall that an access structure is said to be connected if
every participant in P is a member of a minimal authorized set. If an access structure is
not connected, then every participant which does not belong to any minimal authorized set
is called redundant because its share is never necessary to recover the secret. Therefore all
access structures considered here are assumed to be connected, unless stated otherwise.

Given a partition Π = (Pi)i∈J of P and A ⊆ P we define the vector π(A) = (vi)i∈J , where
vi = |A∩ Pi|. All participants in every subset Pi are hierarchically equivalent to each other,
so if A ∈ Γ, B ⊆ P and π(A) = π(B), then B ∈ Γ. We put π(Γ) = {π(A) ∈ NJ

0 : A ∈ Γ}
and

Ω(Π) = {π(A) ∈ NJ
0 : A ⊆ P} = {v ∈ NJ

0 : v ≤ π(P )}.
Obviously, if A ⊆ B ⊆ P , then π(A) ≤ π(B). Moreover, if u ∈ π(Γ) and u ≤ v ≤ π(P ),
then v ∈ π(Γ). Indeed, there is A ∈ Γ such that u = π(A). The set A can be extended
to a set B ⊆ P such that v = π(B). Hence B ∈ Γ and consequently v ∈ π(Γ). This
shows that π(Γ) ⊆ Ω(Π) is a set of vectors that is monotonic with respect to ≤. On
the other hand, every monotonic set Γ′ ⊆ Ω(Π) determines the Π-partite access structure
Γ = {A ⊆ P : π(A) ∈ Γ′}. This shows that there is a one-to-one correspondence between
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the family of Π-partite access structures defined on P and the family of monotonic subsets
of Ω(Π). Therefore we use the same notation Γ for both the access structure and its vector
representation.

The hierarchy among blocks in Π can be characterized in vector terms as follows: Pi � Pj
if and only if

(1) v − e(i) + e(j) ∈ Γ for all v ∈ Γ with vi ≥ 1 and vj < |Pj|.

2.2. Polymatroids and access structures. Let J be a nonempty finite set and let P(J)
denote the power set of J . A polymatroid Z is a pair (J, h), where h is a mapping h :
P(J) −→ R satisfying

(1) h(∅) = 0;
(2) h is monotone increasing: if X ⊆ Y ⊆ J , then h(X) ≤ h(Y );
(3) h is submodular: if X, Y ⊆ J , then h(X ∪ Y ) + h(X ∩ Y ) ≤ h(X) + h(Y ).

The mapping h is called the rank function of a polymatroid. If all values of the rank
function are integer, then the polymatroid is called integer. An integer polymatroid (J, h)
such that h(X) ≤ |X| for all X ⊆ J is called a matroid. All polymatroids considered in this
paper are assumed to be integer. For simplicity of notation we write h(i) instead of h({i})
for i ∈ J .

Let Z = (J, h) be a polymatroid and let i ∈ J such that h(i) = 1. The set {X ∈
P(J \ {i}) : h(X ∪ {i}) = h(X)} is called a polymatroid port or more precisely, the port
of Z at i. One can show that every polymatroid port is a monotonic family of subsets of
J \ {i}, which does not contain ∅.

The following examples of polymatroids play a special role in studying ideal access struc-
tures. Let V be a vector space of finite dimension and let V = (Vi)i∈J be a family of subspaces
of V . One can show that the mapping h : P(J) −→ Z defined by h(X) = dim(

∑
i∈X Vi) for

X ∈ P(J) is the rank function of the polymatroid Z = (J, h). The polymatroids that can be
defined in this way are said to be representable. If dimVi ≤ 1 for all i ∈ J , then we obtain a
matroid which is called representable as well. The family V is referred to as a vector space
representation of the polymatroid (matroid).

Let B = (Bi)i∈J be a family of finite sets. One can show that the mapping h : P(J) −→ Z
defined by h(X) = |

⋃
i∈X Bi| for X ∈ P(J) is the rank function of the integer polymatroid

Z = (J, h). Every polymatroid that can be defined in this way is said to be Boolean and
the family B is called a Boolean representation of the polymatroid. Let F be an arbitrary
field. Let us consider an F-vector space V = FB, where B =

⋃
i∈J Bi and the elements of

B are identified with the vectors of the canonical basis of V . The collection of subspaces
Vi = span(Bi) ⊆ V is a vector space representation of Z as we have h(X) = |

⋃
i∈X Bi| =

dim(
∑

i∈X Vi). This shows that every Boolean polymatroid is representable.
The connection between matroids and ideal access structures was discovered by Brickell

and Davenport [4]. They proved that if Γ ⊆ P(P ) is the access structure of an ideal secret
sharing scheme on a set of participants P with a dealer p0 /∈ P , then there is a matroid S
with the ground set P ∪ {p0} such that Γ is the port of S at the point p0.This result can be
stated as follows.

Theorem 1 (E.F. Brickell, D.M. Davenport [4]). Every ideal access structure is a matroid
port.

The converse is not true. For example, the ports of the Vamos matroid are not ideal
access structures (cf. [12]). The following result is obtained as a consequence of the linear
construction of ideal secret-sharing schemes due to Brickell [3].
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Theorem 2 (E.F. Brickell [3]). Every port of a representable matroid is an ideal access
structure.

Let Z = (J, h) be a polymatroid. Let us denote J ′ = J ∪ {j0} with a certain j0 /∈ J
and let ∆ ⊆ P(J) \ {∅} be a monotonic family of subsets of J . Let us define the function
h′ : P(J ′) −→ N0 by h′(X) = h(X) for all X ∈ P(J) and

h′(X ∪ {j0}) =

{
h(X) if X ∈ ∆,

h(X) + 1 if X ∈ P(J) \∆.

If h′ is monotonic and submodular, then ∆ is said to be compatible with Z and Z ′ = (J ′, h′)
is a polymatroid which is called the simple extension of Z induced by ∆. It is easy to see
that h′(j0) = 1 and ∆ is the polymatroid port of Z ′ at the point j0.

The next result, which is a consequence of [5, Proposition 2.3] is very useful in the inves-
tigation of access structures induced by polymatroids.

Lemma 3 (L. Csirmaz [5]). A monotonic family ∆ on J with ∅ /∈ ∆ is compatible with an
integer polymatroid Z = (J, h) if and only if the following conditions are satisfied.

(1) If X ⊆ Y ⊆ J and X /∈ ∆ while Y ∈ ∆, then h(X) < h(Y ).
(2) If X, Y ∈ ∆ and X ∩ Y /∈ ∆, then h(X ∪ Y ) + h(X ∩ Y ) < h(X) + h(Y ).

Now, we want to recall an important characterization of multipartite access structures
which are matroid ports. This result was discovered by Farràs, Mart́ı-Farré and Padró [6].

Let Z = (J, h) be a polymatroid and let X ⊆ J . We define the following set

B(Z, X) = {v ∈ NJ
0 : supp(v) ⊆ X, |v| = h(X), ∀Y⊆X |vY | ≤ h(Y )}.

For ∆ ⊆ P(J) we define B(Z,∆) =
⋃
X∈∆ B(Z, X).

Theorem 4 ([6] Theorem 5.3). Let Π = (Pi)i∈J be a partition of a set P and let Γ be
a Π-partite access structure on P . Then Γ is a matroid port if and only if there exists a
polymatroid Z = (J, h) such that h(i) ≤ |Pi| for all i ∈ J , ∆ = supp(Γ) is compatible with
Z and min Γ = minB(Z,∆).

The following theorem generalizes the result of Brickell [3].

Theorem 5 ([6] Theorem 6.1). Let Π = (Pi)i∈J be a partition of a set P . Let ∆ ⊆ P(J)
be a monotonic family compatible with a polymatroid Z = (J, h) such that h(i) ≤ |Pi| for all
i ∈ J . If the simple extension of Z determined by ∆ is a representable polymatroid, then the
multipartite access structure Γ such that min Γ = minB(Z,∆) is ideal.

Remark 6. Theorem 4 can be used as a simple tool for constructing multipartite access
structures which are matroids ports. Given a partition Π = (Pi)i∈J it is enough to take a
polymatroid Z = (J, h) with h(i) ≤ |Pi| for every i ∈ J and a monotonic family ∆ ⊆ P(J)
which is compatible with Z and construct the smallest monotonic family Γ ⊆ Ω(Π) which
contains minB(Z,∆). According to Theorem 4 the access structure obtained in this way
satisfies necessary condition to be ideal. Such Γ will be denoted by Γ(Π,Z,∆). Moreover,
Theorem 5 provides a sufficient condition for Γ(Π,Z,∆) to be ideal. If h(i) = 0, then all
participants in Pi are redundant, so every access structure induced by Z is not connected.
Therefore, from now on we assume that h(i) > 0 for all i ∈ J .

2.3. Extreme polymatroids. Let (J, h) be a polymatroid. It is easy to see that the rank
function satisfies the following condition

max{h(i) : i ∈ X} ≤ h(X) ≤
∑
i∈X

h(i)
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for every nonempty subset X ⊆ J .
For a given rank function h : P(J) −→ Z one can define two functions h∗(X) = max{h(i) :

i ∈ X} and h∗(X) =
∑

i∈X h(i) for every nonempty subset X ⊆ J . Moreover, it is assumed
h∗(∅) = h∗(∅) = 0. It is easy to prove that (J, h∗) and (J, h∗) are integer polymatroids and

h∗(X) ≤ h(X) ≤ h∗(X)

for every X ∈ P(J). This means that the functions h∗, h
∗ are minimal and maximal,

respectively, among all monotonic and submodular functions defined on P(J) with given
values on singletons.

We say that (J, h) is a polymatroid with maximal (respectively minimal) rank function if
h = h∗ (respectively h = h∗). Such polymatroids are referred to as extreme.

Remark 7. 1. Let Z = (J, h) be a polymatroid with maximal rank function, i.e., h(X) =∑
i∈X h(i) for all X ∈ P(J) \ {∅}. Let (Bi)i∈J be a collection of mutually disjoint sets such

that |Bi| = h(i) for all i ∈ J . It easy to see that this collection is a Boolean representation
of Z.

2. Let J = {1, . . . ,m} and let Z = (J, h) be a polymatroid with minimal rank function,
i.e., h(X) = max{h(i) : i ∈ X} for all X ∈ P(J) \ {∅}. Assume h(1) ≤ . . . ≤ h(m). It is
easy to see that a chain B1 ⊆ . . . ⊆ Bm of finite sets such that |Bi| = h(i) for all i ∈ J is a
Boolean representation of Z. This shows that extreme polymatroids are Boolean.

3. Access structures induced by polymatroids with maximal rank function

Throughout this section we assume that (J, h) is a polymatroid with maximal rank func-
tion, i.e., h(X) =

∑
i∈X h(i) for every non-empty X ⊆ J and h(i) > 0 for all i ∈ J . It is

easily seen that

h(X) < h(Y ) for all X ( Y ⊆ J,(2)

h(X ∪ Y ) + h(X ∩ Y ) = h(X) + h(Y ) for all X, Y ⊆ J.(3)

The following lemma characterizes monotonic families in P(J) which are compatible with
polymatroids with maximal rank functions.

Lemma 8. A monotonic family ∆ ⊆ P(J) \ {∅} is compatible with a polymatroid with
maximal rank function if and only if ∆ contains exactly one minimal set.

Proof. Observe that the inequality (2) immediately implies the statement (1) of Csirmaz
Lemma. Assume that ∆ is compatible with Z = (J, h) and suppose X, Y ⊆ J are different
minimal sets in ∆. Then X ∩ Y /∈ ∆, so by Csirmaz Lemma 3 we get

h(X ∪ Y ) + h(X ∩ Y ) < h(X) + h(Y )

which contradicts (3).
Conversely, assume that U is the only minimal set in ∆, so U ⊆ X ∩ Y for all X, Y ∈ ∆

thus X ∩ Y ∈ ∆ which implies (2) of Csirmaz Lemma and consequently shows that ∆ is
compatible with Z. �

The following theorem presents properties of access structures induced by polymatroids
with maximal rank function.

Theorem 9. Let Π = (Pi)i∈J be a partition of a set of participants P . Let Z = (J, h) be a
polymatroid with maximal rank function such that h(i) ≤ |Pi| for all i ∈ J and let ∆ ⊆ P(J)
be a monotonic family which is compatible with Z. Then there is a vector u ∈ NJ

0 such that
Γ(Π,Z,∆) = {v ∈ Ω(Π) : v ≥ u}. The access structure Γ(Π,Z,∆) is connected if and
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only if ∆ = {J}. If ∆ = {J} and h(i) < |Pi| for all i ∈ J , then Γ(Π,Z,∆) is an ideal and
compartmented access structure.

Proof. Let us denote w =
∑

i∈J h(i)e(i). By definition, v = (vi)i∈J ∈ B(Z, X), ∅ 6= X ⊆ J if
and only if supp(v) ⊆ X,

∑
i∈X vi = |v| = h(X) =

∑
i∈X h(i) and vi ≤ h(i). Hence vi = h(i)

for i ∈ X and vi = 0 for i ∈ J \ X, i. e., v = wX . This shows that B(Z, X) = {wX} for
every X ∈ P(J) \ {∅}. If v ∈ B(Z, X), u ∈ B(Z, Y ) with X ⊆ Y ⊆ J , then we have
v = wX ≤ wY = u. To shorten notation, we write Γ instead of Γ(Π,Z,∆). According to
Remark 6 we have min Γ = min

⋃
X∈∆ B(Z, X). Let U be the only minimal set in ∆. Thus

min Γ = min
⋃
X∈∆ B(Z, X) = minB(Z, U) = {wU}. This implies that v ∈ Γ if and only

if v ≥ wU . If U 6= J , then the participants in Pi are redundant for every i ∈ J \ U , thus
the access structure Γ is not connected. Otherwise, i.e., ∆ = {J}, the access structure Γ is
connected, as every component of the minimal authorized vector w is different from 0.

It is easily seen that w − e(i) + e(j),w − e(j) + e(i) 6∈ Γ, so the blocks Pi and Pj are
hierarchically independent. Thus Γ is a compartmented access structure.

Let (Bi)i∈J be a Boolean representation of the polymatroid Z and let B =
⋃
i∈J Bi. Given

a finite field F, we consider the vector space V = FB. Assuming that the canonical basis of V
is identified with B we can define the subspace Vi = span(Bi) for every i ∈ J . Moreover, we
define the vector α =

∑
β∈B β and the subspace Vj0 = span({α}) ⊆ V for a certain j0 /∈ J .

Then the collection (Vi)i∈J together with Vj0 form a vector space representation of the simple
extension Z ′ = (J ′, h′) of Z with J ′ = J ∪{j0} induced by ∆ = {J}. Indeed, it is easily seen
that α /∈

∑
i∈X Vi, so h′(X ∪ {j0}) = h(X) + 1 for all X ( J and h′(J ∪ {j0}) = h(J). This

combined with Theorem 5 proves that Γ is an ideal access structure. �

It turns out that Γ = Γ(Π,Z,∆) presented above is a special case of a compartmented
access structure considered first by Brickell [3] as an access structure with lower bound.
Tassa and Dyn [16, Section 3] presented a construction of an ideal secret sharing scheme for
that Γ based on bivariate polynomial interpolation.

4. Access structures induced by polymatroids with minimal rank function

The main goal of this section is to describe all access structures induced by polymatroids
with minimal rank function and investigate their hierarchical order.

Throughout this section we will use the notation Jn = {1, . . . , n} for every n ∈ N. From
now on, we assume that J = Jm and Z = (Jm, h) is a polymatroid with minimal rank
function. Without loss of generality we may assume that 0 < h(1) ≤ h(2) ≤ . . . ≤ h(m).
This assumption implies

h(X) = max{h(i) : i ∈ X} = h(maxX)

for every non-empty subset X of Jm.
We begin with a characterization of monotonic families in P(Jm) which are compatible

with polymatroids with minimal rank function.

Lemma 10. A monotonic family ∆ ⊆ P(Jm) \ {∅} is compatible with a polymatroid with
minimal rank function if and only if the following conditions are satisfied.

(1) Every minimal set in ∆ is a singleton;
(2) Let l = min{i ∈ Jm : {i} ∈ ∆}. Then min ∆ = {{l}, . . . , {m}} and h(l − 1) < h(l)

unless l = 1.

Proof. Let us assume that ∆ is compatible with a polymatroid (Jm, h) with minimal rank
function.
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1. Given X ∈ min ∆ and |X| ≥ 2. Let i = maxX. Hence h(X) = h(i) and {i} /∈ ∆ as X
is minimal. By Csirmaz Lemma h(i) < h(X), which is a contradiction.

2. It is enough to prove that {i} ∈ ∆ for every i > l. Let us assume i > l. Then
X = {l, i} ∈ ∆ as {l} ∈ ∆ and ∆ is a monotonic family. Moreover, h(X) = h(i). This and
Csirmaz Lemma imply {i} ∈ ∆. If l > 1, then X = {l − 1, l} ∈ ∆, but {l − 1} /∈ ∆. By
Csirmaz Lemma we have h(l − 1) < h(X) = h(l).

Conversely, we assume (1) and (2). Given ∅ 6= X ⊆ Y ⊆ Jm such that X /∈ ∆ and Y ∈ ∆.
Thus 1 ≤ maxX < l ≤ maxY hence h(X) = h(maxX) ≤ h(l − 1) < h(l) ≤ h(maxY ) =
h(Y ). Let X, Y ∈ ∆ such that X ∩ Y /∈ ∆. Let i = maxX, j = maxY . If X ∩ Y = ∅, then

h(X ∪ Y ) + h(X ∩ Y ) = h(max{i, j}) < h(i) + h(j) = h(X) + h(Y ).

Otherwise, k = maxX ∩ Y < l ≤ i, j and i 6= j since X ∩ Y /∈ ∆. Without loss of generality
we may assume i > j. Thus we have

h(X ∪ Y ) + h(X ∩ Y ) = h(i) + h(k) < h(i) + h(j) = h(X) + h(Y ).

Applying Csirmaz Lemma yields the claim. �

From now on we assume that Π = {P1, . . . , Pm} is a partition of a set of participants P and
∆ ⊆ P(Jm) is a monotonic family compatible with a polymatroid Z = {Jm, h}. Moreover,
we will use the notation l(∆) = min{i ∈ Jm : {i} ∈ ∆}. The following lemma simplifies
the description of the multipartite access structure Γ = Γ(Π,Z,∆).

Lemma 11. If X ⊆ Y and h(X) = h(Y ), then B(Z, X) ⊆ B(Z, Y ). Moreover,

min Γ(Π,Z,∆) = min
m⋃

k=l(∆)

B(Z, Jk).

Proof. If w ∈ B(Z, X), then supp(w) ⊆ X ⊆ Y and |wY | = |wX | = h(X) = h(Y ).
Moreover, for every U ⊆ Y we have |wU | = |wU∩X | ≤ h(U ∩ X) ≤ h(U). This shows
w ∈ B(Z, Y ).

It is sufficient to prove that ⋃
X∈∆

B(Z, X) =
m⋃

k=l(∆)

B(Z, Jk).

Let w ∈
⋃
X∈∆ B(Z, X). Then there is X ∈ ∆ such that w ∈ B(Z, X). For k = maxX we

have k ≥ l(∆). Then X ⊆ Jk and h(X) = h(k) = h(Jk), so we have w ∈ B(Z, X) ⊆ B(Z, Jk)
which shows

⋃
X∈∆ B(Z, X) ⊆

⋃m
k=l B(Z, Jk).The converse inclusion is obvious. �

Now we are in a position to state the main results concerning the access structures induced
by polymatroids with minimal rank function. Let us recall that we have defined |vX | =∑

s∈X vs. In particular, |v[g,k]| =
∑k

s=g vs for the interval X = [g, k] = [g, g + 1, . . . , k]. For

simplicity of notation we assume h(0) = 0, J0 = ∅ and |vJ0| = 0 for every v ∈ Nm
0 .

Theorem 12. Let Π = (Pi)i∈Jm be a partition of P . Let Z = (Jm, h) be a polymatroid with
minimal rank function such that 0 < h(1) ≤ . . . ≤ h(m) and h(i) ≤ |Pi| for i ∈ Jm. If ∆ ⊂
P(Jm) \ {∅} is a monotonic family compatible with Z, then the access structure Γ(Π,Z,∆)
is connected and ideal. Moreover, v = (vi)i∈J ∈ Γ(Π,Z,∆) if and only if v ∈ Ω(Π) and
there is k ∈ Jm, k ≥ l(∆) such that

(4) |v[g,k]| ≥ h(k)− h(g − 1) for all 1 ≤ g ≤ l(∆).
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Proof. At first, we shall prove that Γ = Γ(Π,Z,∆) is connected. Let l = l(∆). If k ∈
Jm, k ≥ l, then the vector h(k)e(k) belongs to B(Z, Jk) and is minimal in Γ. If 1 ≤ k < l,
then 0 < h(k) ≤ h(l − 1) < h(l), so the vector e(k) + (h(l) − 1)e(l) belongs to B(Z, Jl) and
is minimal in Γ. This shows that in both cases the participants in Pk are not redundant for
every k ∈ Jm.

By assumption, ∆ is compatible with Z, so there is a simple extension Z ′ = (J ′m, h
′) of

Z with J ′m = Jm+1 such that the port of Z ′ at j0 = m+ 1 is equal to ∆.
Let B1 ⊆ B2 ⊆ . . . ⊆ Bm with |Bk| = h(k) for all k ∈ Jm be a Boolean representation of
Z (cf. Remark 7.2). According to Lemma 10.2 we have h(l − 1) < h(l). Thus we can take
b ∈ Bl \ Bl−1 (assuming B0 = ∅) and form the set Bm+1 = {b}. It is easy to check that
the collection (Bk)k∈Jm+1 is a Boolean representation of Z ′. The fact that every Boolean
polymatroid is representable combined with Theorem 5 proves that Γ(Π,∆,Z) is ideal.

Let us denote

Γ̂ =
{
v ∈ Ω(Π) : ∃k∈Jm\Jl−1

∀g∈Jl |v[g,k]| ≥ h(k)− h(g − 1)
}
.

We shall show that Γ = Γ̂. If v ∈ Γ, then there is w ∈ min Γ such that w ≤ v. This
implies w ∈ B(Z, Jk) for a suitable l ≤ k ≤ m. By definition, |w| = |wJk | = h(k) and
|wJg−1 | ≤ h(g − 1) for all 1 ≤ g ≤ k. Hence

|v[g,k]| =
k∑
s=g

vs ≥
k∑
s=g

ws = |wJk | − |wJg−1| ≥ h(k)− h(g − 1)

for all g ∈ Jl. This shows that v ∈ Γ̂.

To prove that Γ̂ ⊆ Γ, let us consider an arbitrary w ∈ min Γ̂. Let k ∈ Jm be the smallest
integer such that k ≥ l and |w[g,k]| ≥ h(k) − h(g − 1) for all g ∈ Jl. We shall show that
w ∈ B(Z, Jk) ⊆ Γ.

It can be easily seen, that wJk ∈ Γ̂ and wJk ≤ w. Hence we have w = wJk as w is minimal

in Γ̂ and in particular supp(w) ⊆ Jk.
Now, we show that wk > 0. Indeed, if k = l, then we have wl = |w[l,l]| ≥ h(l)−h(l−1) > 0

by Lemma 10. Suppose k > l and wk = 0. Thus we have |w[g,k−1]| =
∑k−1

s=g ws =
∑k

s=g ws ≥
h(k)− h(g− 1) ≥ h(k− 1)− h(g− 1) for all g ∈ Jl. This implies that w satisfies (4) with k
replaced by k − 1, contrary to the choice of k.

Let us observe that |w| = |w[1,k]| ≥ h(k). We claim that |w| = h(k). On the contrary,

suppose that |w| > h(k). Let g0 = min supp(w) and let w′ = w − e(g0). For g ≤ g0, l we
have

|w′[g,k]| = |w[g,k]| − 1 = |w[1,k]| − 1 ≥ h(k) ≥ h(k)− h(g − 1).

Moreover, |w′[g,k]| = |w[g,k]| for g0 < g ≤ l. So we get w′ ∈ Γ̂ and w′ < w which contradicts

the minimality of w. This proves that |w| = h(k).
We proceed to show that |wJi | ≤ h(i) for all i < k. If i < l, then we have

|wJi | =
i∑

s=1

ws = |w| − |w[i+1,k]| ≤ h(k)− (h(k)− h(i)) = h(i).

It remains to show the same for l ≤ i ≤ k− 1. Let us notice that wJi < wJk = w as wk > 0,

thus wJi /∈ Γ̂. This implies |w[g,i]| < h(i)− h(g − 1) for a suitable g ∈ Jl. Hence we get

|wJi | = |wJg−1|+ |w[g,i]| < h(g − 1) + (h(i)− h(g − 1)) = h(i).
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Summarizing, we have proved that min Γ̂ ⊆ B(Z,∆) ⊆ Γ. To complete the proof it is

enough to notice that Γ is a monotonic set, so all supersets of sets in min Γ̂ belong to Γ. �

Now we shall investigate the hierarchical order in Π determined by the access structures
Γ(Π,∆,Z). Let us recall that Pi � Pj if and only if

v′ = v − e(i) + e(j) ∈ Γ for every v ∈ Γ with vi > 0, vj < |Pj|.
It is easily seen that

(5) |v′[g,k]| = |v[g,k]| for all g, k ∈ Jm with g ≤ i, j ≤ k or i, j < g ≤ k or g ≤ k < i, j.

Theorem 13. Let us assume that Π,Z,∆ and l = l(∆) satisfy the hypotheses of Theorem
12. If h(i) < |Pi| for all i ∈ J , then

(6) Pi � Pj if and only if h(i) ≤ h(j) ≤ h(l) or h(l) ≤ h(j) ≤ h(i).

for every i, j ∈ Jm. In particular, if h is not a constant function, then the access structure
Γ(Π,Z,∆) is hierarchical.

Proof. The proof is divided into several parts. First we shall prove the implication from right
to left of the condition (6). It is obvious that the assertion is true for i = j, so we assume
hereinafter i 6= j.

Claim 1. If v ∈ Γ and k is the maximal integer in Jm such that the condition (4) holds
for v, then h(n) > h(k) for all n ∈ Jm, n > k. Indeed, if n > k, then (4) does not hold for
n, i.e., |v[g,n]| < h(n)− h(g − 1) for a certain g ≤ l. Thus we have

h(n)− h(g − 1) > |v[g,n]| ≥ |v[g,k]| ≥ h(k)− h(g − 1),

which implies the claim.
Claim 2. If h(i) ≤ h(j) ≤ h(l), then Pi � Pj. Let us observe that the inequality h(i) ≤ h(j)

is equivalent to i < j or i ≥ j with h(i) = h(j). First we assume i < j. Given arbitrary
vector v ∈ Γ such that vi > 0 and vj < |Pj|, we have to show that v′ = v − e(i) + e(j) ∈ Γ.
Let k be the maximal integer in Jm such that the condition (4) holds for v. By definition
l ≤ k. If j > k, then by Claim 1 we have h(k) < h(j) ≤ h(l) ≤ h(k). This contradiction
shows that j ≤ k. Thus for i < g ≤ j we have |v′[g,k]| = |v[g,k]| + 1 ≥ h(k)− h(g − 1). This

combined with condition (5) implies v′ ∈ Γ, as required.
Now we need to consider the case j < i and h(i) = h(j) ≤ h(l). Let us take v ∈ Γ

with vi > 0 and vj < |Pj| and the maximal k ∈ Jm such that the condition (4) is satisfied
for v. Similarly as above, we have i ≤ k. Let us define v′ = v − e(i) + e(j). If j ≥ l,
then it suffices to use (5) to obtain v′ ∈ Γ. If j < l, then it follows from Lemma 10.2 that
h(i) = h(j) < h(l), so i < l. Let assume j < g ≤ i. Then we have j ≤ g − 1 < i and
h(j) ≤ h(g − 1) ≤ h(i) = h(j), which yields h(i) = h(g − 1). Thus we have

|v′[g,k]| =
i∑

s=g

v′s +
k∑

s=i+1

v′s ≥
k∑

s=i+1

vs ≥ h(k)− h(i) = h(k)− h(g − 1).

This and (5) show that v′ ∈ Γ, so the claim is proved.
Claim 3. If h(l) ≤ h(j) ≤ h(i), then Pi � Pj. In this case we have l ≤ i, j by Lemma

10.2. We first assume j < i. Let v be an arbitrary vector in Γ such that vi > 0 and
vj < |Pj|. There is k ∈ Jm \ Jl−1 such that |v[g,k]| ≥ h(k) − h(g − 1) for all g ∈ Jl. For

v′ = v − e(i) + e(j) we have |v′[g,k]| = |v[g,k]| + 1 if j ≤ k < i. This and condition (5) gives

|v′[g,k]| ≥ |v[g,k]| ≥ h(k)− h(g − 1) for all g ∈ Jl, which shows that v′ ∈ Γ.

Now we consider the case i < j and h(i) = h(j). Let us assume again that v ∈ Γ and
let k ∈ Jm \ Jl−1 be the maximal integer such that the condition (4) is satisfied for v. If
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k < i, then applying (5) yields v′ ∈ Γ. Assuming i ≤ k < j and applying Claim 1 we obtain
h(i) ≤ h(k) < h(j) = h(i), a contradiction. Thus we have k ≥ j and v′ = v− e(i) + e(j) ∈ Γ
by (5), which completes the proof of the claim.

To prove the converse implication of (6) we assume that the right hand side of (6) does
not hold. That means that h(j) < h(i), h(l) or h(i), h(l) < h(j).

Claim 4. If h(j) < h(i), h(l), then Pj is not hierarchically superior to Pi. One can notice
that the assumption h(j) < h(i), h(l) implies j < i, l. Let us consider v = h(j)e(j) +
(h(i) − h(j))e(i) + (h(k0) − h(i))e(k0), where k0 = max{i, l} ≥ l. It is easy to see, that
v ∈ Γ and h(i) − h(j) > 0 and by assumption h(j) < |Pj|. We shall show that v′ =
v − e(i) + e(j) /∈ Γ. Indeed, for every k ∈ Jm, l ≤ k < k0 we have v′[j+1,k] = 0. Moreover,

v′[j+1,k] = h(k0)−h(j)−1 < h(k)−h(j) for all k ≥ k0. Thus the condition (4) is not satisfied
for all k ≥ l.

Claim 5. If h(i), h(l) < h(j), then Pj is not hierarchically superior to Pi. One can notice
that the assumption h(i), h(l) < h(j) implies i, l < j. Let us consider v = h(i)e(i) + (h(k0)−
h(i))e(k0), where k0 = max{i, l}. It is easy to see that v ∈ Γ. It can be easily checked that
for v′ = v − e(i) + e(j) we have

v′[1,k] =


0 if l ≤ k < i,

h(k0)− 1 if i ≤ k < j,

h(k0) if j < k.

.

Thus |v′[1,k]| < h(k)− h(0) for every l ≤ k ≤ m, so v′ /∈ Γ by the condition (4).
To show that Γ is hierarchical, it only remains to notice that there is i ∈ Jm such that

h(i) < h(i + 1) since the rank function h is not constant. Thus the blocks Pi and Pi+1 are
not hierarchically equivalent nor independent. This completes the proof. �

According to Theorem 13 the blocks P1, . . . , Pl form an increasing chain and the blocks
Pl, . . . , Pm form a decreasing chain. The blocks Pi and Pj are hierarchically equivalent if
and only if h(i) = h(j). For h(i) < h(l) < h(j) the blocks Pi and Pj are hierarchically inde-
pendent. If h restricted to Jm is an injective function the Hasse diagram of the hierarchical
order determined by the access structure Γ(Π,Z,∆) has the following form.

P1

P2

Pl−1

Pl

Pl+1

Pm−1

Pm

... . . .

One can observe that the access structure Γ(Π,Z,∆) becomes totally hierarchical for
l(∆) = 1 and l(∆) = m. We shall investigate these two extreme cases in detail. A similar
description of these cases can be found in [7, Exercises 4.2 and 4.3].

Remark 14. Let 0 = t0 < t1 < . . . < tm be a sequence of integers such that ti < |Pi| for
i ∈ Jm. The access structure defined by

Γ∃ = {v ∈ π(P ) :
k∑
i=1

vi ≥ tk for some k ∈ Jm}

is called disjunctive. This type of access structures was introduced by G. J. Simmons [14]. It
turns out that Γ∃ is induced by the polymatroid (Jm, h) with minimal rank function h such
that h(i) = ti and the monotonic family ∆ with l(∆) = 1, i.e, ∆ = P(P ) \ {∅}. Indeed, it is
easily seen, that v ∈ Γ∃ if and only if v fulfills the condition (4) with l(∆) = 1.
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Remark 15. T. Tassa [15] introduced another class of hierarchical access structure, which
was called conjunctive. Let 0 = tm+1 < tm < tm−1 < . . . < t1 be a sequence of integers such
that ti < |Pi|. The access structure is defined by

Γ∀ = {v ∈ π(P ) :
m∑
s=g

vs ≥ tg for every g ∈ Jm}.

This access structure is determined by the polymatroid (Jm, h) with minimal rank function
h such that h(i) = t1−ti+1 and the monotonic family ∆ ⊆ P(Jm) with l(∆) = m. Indeed, it is
easily seen, that v ∈ Γ if and only if

∑m
s=g vs ≥ h(m)−h(g−1) = (t1− tm+1)− (t1− tg) = tg

for all g ≤ m and this is equivalent to v ∈ Γ∀. In general settings introduced here the
conjunctive access structures have the hierarchical order reversed to that defined in [15].

Two classes of ideal partially hierarchical access structures other than the one described
in this chapter are presented in [8]. In the first class, every structure contains one block
hierarchically superior to all other blocks, that are mutually independent. The second class
consists of compartmented access structures with hierarchical compartments.
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[6] Farràs, O., Mart́ı-Farré, J., Padró, C.: Ideal Multipartite Secret Sharing Schemes. J. Cryptology 25,

434-463 (2012)
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