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Abstract. Lossy trapdoor functions (LTFs) constitute a useful and versatile cryptographic building block. LTFs have found applications in various types of encryption schemes, are closely connected to statistically secure oblivious transfer protocols, and have led to the first constructions of group-based trapdoor functions. However, with one recent exception, all known group-based LTFs are comparatively inefficient, and in particular suffer from large images.

In this work, we attempt to explain this inefficiency, and derive lower bounds for the image size of group-based LTFs. In essence, we find that purely algebraic group-based LTFs (i.e., LTFs that use the underlying group in a generic way, without considering group representations) must suffer from a large image size (of an at least super-constant number of group elements). Our results also help to explain the mentioned exceptional group-based LTF with compact images.
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1 Introduction

Lossy trapdoor functions. A lossy trapdoor function is a keyed function \( f_{ek} \) in which the key \( ek \) was generated in one of two modes. In injective mode, an inversion trapdoor \( ik \) is sampled alongside \( ek \), such that \( ik \) allows to efficiently invert \( f_{ek} \). (In particular, in this mode, \( f_{ek} \) must be injective.) But when \( ek \) is generated using a lossy mode key generation, the corresponding \( f_{ek} \) is highly non-injective (and thus, no inversion trapdoor can exist). To allow for meaningful applications, injective and lossy \( ek \) should be computationally indistinguishable.

LTFs have been proposed and investigated by Peikert and Waters [22], who provided a number of LTF applications, and two instantiations from groups and lattices. Later on, a number of additional applications (including deterministic [7], lossy [21, 4], or hedged encryption [3]), and LTF constructions were found [16, 18, 5, 17, 1, 8, 19, 6, 2, 12].

The inefficiency of group-based LTFs. But while there exist a variety of group-based LTF constructions, the LTF from [12] is the only known LTF construction that features compact images (i.e., such that the size of \( f_{ek}(x) \) is not significantly
larger than the size of $x$). The intuitive reason for this is that most group-based constructions (e.g., from [22, 16]) process their preimage in a bitwise fashion. For instance, a prototypical LTF of this type over a group $G$ is of the form

$$e^{k} = g^{M} \in G^{n \times n}$$

$$f_{e^{k}}(\vec{x}) = g^{M \cdot \vec{x}} \in G^{n \times n}$$

where $M \in \mathbb{Z}_{n}^{n \times n}$ is chosen as a uniformly random full-rank matrix for injective keys, $\vec{x} \in \{0, 1\}^{n}$, and evaluation is performed using exponentiation with the components of $\vec{x}$. Inversion can be performed with the secret (exponent) matrix $M^{-1}$ by computing $g^{M^{-1} \cdot M \cdot \vec{x}} = g^{\vec{x}}$ through exponentiation, and then reading off the components of $\vec{x}$.

In lossy mode, $M$ can be chosen as a low-rank matrix (which results in computationally indistinguishable $e^{k} = g^{M}$ under the DDH or even weaker assumptions [14]). In this case, images $g^{M \cdot \vec{x}}$ reveal only limited information about $\vec{x}$. Observe that the image of this LTF consists of $n$ group elements, while the input consists only of $n$ bits. In that sense, this construction proceeds in a bitwise fashion and has large outputs.\(^1\) It is possible to work with preimages $\vec{x}$ over a slightly larger domain (e.g., with $\vec{x} \in \mathbb{Z}_{\ell}$) at the expense of inversion times linear in $\ell$. However, this still results in images of $n/\log_{2}(\ell)$ group elements.

The mentioned LTF of [12] has a much smaller image (close in size in fact to the preimage), and achieves this with a much more complex construction. We give details on their construction in Section 6, but one key ingredient of their construction is that they apply a pseudorandom function to intermediate results of the computation (which are group elements). Jumping ahead, we will see that this is the crucial step that enables compact images.

Our contributions. Indeed, in this work, we are interested in the reason why most group-based LTF constructions do not achieve compact outputs, and what it is that enables compact outputs. In a nutshell, we show that when relying only on hard problems in a group, and when not using the representation of group elements, then LTFs with compact images do not exist. More specifically, we work in Maurer’s generic group model [20, 26] (which does not allow access to the representation of group elements), and we assume a LTF with a nontrivial lossiness of $\omega(\log \lambda)$ bits, i.e., such that its image size with lossy $e^{k}$ is superpolynomially smaller than its preimage size. (Since LTF lossiness cannot easily be amplified [23], such a minimal lossiness requirement seems reasonable.)

We offer the following technical results:

1. (Corollary 9.) If preimages are $n$-bitstrings and images are comprised of $k$ group elements and a $m$-bitstring of auxiliary information, then we must have

$$k \geq \frac{n - m}{O(\log \lambda)} ,$$

\(^1\) The constructions in [22, 16] are variations of this prototypical LTF that use different distributions of $M$. The core idea and the resulting inefficiency, however, is the same as in our example.
where $\lambda$ denotes the security parameter.

2. (Theorem 26 and Corollary 27.) In the same situation, if $k$ is a constant (that does not depend on $\lambda$ or $n$), then we can construct a distinguisher $A$ between injective and lossy keys. Our $A$ will be computationally inefficient, but make only a polynomial number of group oracle queries.

3. (Theorem 29.) Similarly, if preimages are comprised only of group elements, we construct a distinguisher $A$ between injective and lossy keys. In this case, however, $A$ is even computationally efficient.

Interestingly, the techniques we use for these three results are very different (see below for details), and so are their consequences. Our first result is applicable to the prototypical LTF sketched above and the LTFs from [22, 16], and shows them essentially optimal. Our second result applies to the setting of [12], and shows that their use of the representation of group elements is necessary. (We give a more detailed analysis in Section 6.) Our third result, on the other hand, applies to no known LTF, but closes a potential avenue of group-based LTFs.

We note that we prove our results only for prime-order groups without pairings. However, in view of results like [15] (when ignoring the pairing operation), it is not clear how composite-order groups will be helpful.

A note on related work. We note that [13, 10] offer similar lower bounds for group-based and “sufficiently algebraic” signatures and verifiable random functions. Technically, their results exploit the inherent linearity (or, in the presence of pairings, quadratic nature) of algebraic algorithms in different ways than we do. For instance, [13] use that valid signatures in group-based algebraic signature schemes must satisfy publicly checkable linear equalities in group elements from signature and verification key. They then use these linear relations to construct a generic adversary that linearly combines several existing signatures into a forgery.

Using such a strategy directly will not work in our case, since LTF images may well contain group elements that do not match a known linear equation. In fact, such group elements can be potentially helpful to derive information about the corresponding preimage (e.g., by encoding which of a number of possible linear equations they satisfy). What we show (in our first result above) is that the amount of efficiently extractable information of such group elements in LTF images is limited.

1.1 Technical Overview

We now provide an overview over our main ideas and techniques.

First result: preimages are bitstrings, images are (vectors of) group elements. In our modeling of LTFs, preimages and images and can be bitstrings, group elements, or a mix of both. For this exposition, however, let us first consider the case that preimages $\vec{x}$ are (only) bitstrings (of length, say, $n$), whereas images $f_{ek}(\vec{x}) = g^{\vec{x}}$ are (only) group elements. This is in line with our prototypical LTF
above and the LTFs from [22, 16], while the LTF from [12] uses a combination of group elements and bits in the image.

As stated above, we work in Maurer’s generic group model [20, 26]. This means that the only way that inversion can obtain information about \( \vec{x} \) from a given image \( \vec{g} \) is through explicit comparisons. In other words, we can think of the inversion algorithm as making a (polynomial) number of affine tests \((\vec{t}_i, s_i)\) (adaptively) and learning whether or not \( \langle \vec{g}, \vec{t}_i \rangle = s_i \) holds.

We model the task to invert a given image through such comparisons with a decision tree. At each node \( N \), there is a set \( X_N \) of at this point still possible preimages \( \vec{x} \). Hence, at the root node \( \text{root} \) of the tree (which corresponds to the start of the computation), \( X_{\text{root}} \) contains all \( 2^n \) possible preimages. Ideally, each comparison would halve the size of \( X_N \). However, we show that, due to the affine nature of comparisons, each comparison splits the set \( X_N \) up in a very imbalanced way. Specifically, most (nontrivial) affine equations checked by such comparisons hold only for few input values. Hence, there must be a very long path along that decision tree (which corresponds to a large worst-case computation time of inversion).

Our first result (in Section 3) formalizes this intuition, and generalizes it to the case when the output also contains a small number of additional bits of auxiliary “helper” information. Essentially, if the auxiliary information is short enough, it cannot reveal too much information about the preimage \( \vec{x} \).

**Second result: images with large auxiliary information.** If the auxiliary (non-group-)information in images is large, the above decision tree-based argument fails. In particular, the LTF from [12] falls into this category. In this case, we will still be able to provide a meaningful lower bound on the number of group elements in the LTF image.

Concretely, we construct a distinguisher \( \mathcal{A} \) between injective and lossy \( \mathbf{ek} \). Our \( \mathcal{A} \) will be inefficient, but use only a polynomial number of (generic) group operations. Intuitively, \( \mathcal{A} \) proceeds in two phases, where group oracle queries are only made in the first phase:

1. \( \mathcal{A} \) uses group comparison queries to gather enough information about the discrete logarithms of group elements in \( \mathbf{ek} \), so that most images can be successfully evaluated even without explicit group oracle queries.
2. Once \( \mathcal{A} \) has prepared such an “approximate but oracle-less evaluation key”, it evaluates all preimages and approximates the image size of \( f_{\mathbf{ek}} \). If this image size is small enough, the corresponding \( \mathbf{ek} \) must be lossy.

We now explain those two steps in a little more detail. We will assume that the evaluation key \( \mathbf{ek} \) is of the form \( \mathbf{ek} = g^{\vec{z}} \) for a vector \( \vec{z} \) of exponents.

**First phase: prepare an “approximate but oracle-less” evaluation key.** In the first phase, \( \mathcal{A} \) starts out with an a-priori distribution on \( \vec{z} \) as induced by fresh sampled injective \( \mathbf{ek} \). Now \( \mathcal{A} \) can consider all affine tests \((\vec{t}, s)\) and the respective probabilities \( p_{\vec{t},s} \) for \( \langle \vec{z}, \vec{t} \rangle = s \) (over \( \vec{z} \)). There are two cases: there is (at least)
one such linear test \((\vec{t}, s)\) with \(1 - \frac{1}{2^q} < p_{\vec{t}, s} < 1 - \frac{1}{2^{q'}}\) (for a suitable polynomial \(q\)), or all \(p_{\vec{t}, s}\) are \(\frac{1}{2^{q'}}\)-close to either 0 or 1.

Intuitively, in the latter case, \(\mathcal{A}\) has already enough information to approximate the outcome of all affine tests (and thus comparison queries) that could arise during any evaluation \(f_{ek}(\vec{x})\). In this case, we are already done. But in the former case, \(\mathcal{A}\) will make an explicit oracle query for one such \((\vec{t}, s)\) with \(\frac{1}{2^q} < p_{\vec{t}, s} < 1 - \frac{1}{2^{q'}}\) and condition the distribution of \(\vec{z}\) on the result. Intuitively, this way the entropy of \(\vec{z}\) will decrease by a nontrivial amount. After a polynomial number of such queries, we will end up in the first case (with all \(p_{\vec{t}, s}\) close to 0 or 1). (At the latest, this happens once \(\vec{z}\) is fully determined.)

**Second phase: approximating \(f_{ek}\)’s image size.** Next, \(\mathcal{A}\) uses its knowledge to evaluate all \(f_{ek}\) on all inputs \((\vec{x})\) and count the number of different images. Any arising comparison queries made by \(f_{ek}\)’s evaluation algorithm in the process correspond to affine tests \((\vec{t}, s)\) and can be answered with the oracle-less evaluation key from the first phase (answering with “match” if and only \(p_{\vec{t}, s} > 1 - \frac{1}{2^{q'}}\)). Of course, this results with a few false answers, but we will choose \(q\) (polynomially) large enough such that most evaluations can be simulated faithfully.

If this approximated image size is close to the number of all \(\vec{x}\), \(\mathcal{A}\) will guess that \(ek\) is injective, otherwise that \(ek\) is lossy. Indeed, by our argument above, in case of an actually injective \(ek\), we will end up with a large overall image size. But even when starting with a lossy \(ek\), its corresponding initial distribution must be statistically close to that of an injective \(ek\), at least when looking at the results of all possible affine tests \((\vec{t}, s)\). (If not, we have found an easy way to distinguish injective and lossy keys using just such a test.) Hence, the resulting approximative evaluation key derived at the end of the first phase will be sufficiently accurate, and in the second phase \(\mathcal{A}\) will end up with a small image size.

The full details (which include a lot of fine-tuning of parameters) can be found in Section 4. We do mention, however, that we unfortunately can only show a super-constant lower bound for the number of group elements in the image.

**Third result: group elements as input.** Finally, we also consider the case in which the preimage is comprised of group elements. This case is somewhat less technical and more straightforward, since in that case, evaluation must essentially be a linear transformation (mapping group elements in evaluation key \(ek\) and input \(\vec{x}\) to the group elements in \(f_{ek}(\vec{x})\)). This transformation can be efficiently inverted using linear algebra.

## 2 Preliminaries

### 2.1 Notation

We denote our security parameter by \(\lambda\). For a distribution \(\mathcal{D}\) over a finite set \(X\) we denote by \(x \leftarrow \mathcal{D}\) that \(x\) is sampled from \(X\) according to \(\mathcal{D}\), and we denote
by \( x \leftarrow X \) that \( x \) is sampled uniformly at random from \( X \). We denote group elements \( x \) in boldface, vectors \( \vec{v} \) with overhead arrows, and we write the group operation as multiplication.

### 2.2 Groups

**Definition 1** (Type Safe Generic Group Model [26, 20]). A generic algorithm in the type safe generic group model has two types of inputs, group element inputs and bit inputs. It can use the following operations on these inputs:

- **Bit operations** from any universal set.
- **Exponentiations** take as input \( \log p \) many bit variables and interpret them as an integer \( x \) and output a group element variable that corresponds to \( g^x \) for some fixed generator \( g \).
- **Group Multiplications** take as input two group element variables encoding \( g_1, g_2 \) and output a group element variable encoding \( g_1 \cdot g_2 \). Outputs \( \perp \) if either of the inputs was \( \perp \).
- **Equality checks** take as input two group element variables and output a bit 1 if they are equal, and 0 if they are not or if at least one of them is \( \perp \).

### 2.3 Lossy Trapdoor Functions

**Definition 2** (Lossy Trapdoor Function (LTF) [22]). Let \( n \) be a polynomial, \( k \leq n \). A lossy trapdoor function (LTF) with domain \( \{0, 1\}^n \) consists of three algorithms LTF = (LGen, LEv, LInv) with the following properties:

- **Easy to sample injective keys with trapdoors**: In injective mode, LGen(1\(^\lambda\), 1\(^n\), 1) outputs a pair \((ek, ik)\) of an injective evaluation key and an inversion key. We assume in this work that injective keys are fully correct, i.e., for each \( x \in \{0, 1\}^n \) in the domain we have
  \[
  \text{LInv}(ik, \text{LEv}(ek, x)) = x.
  \]

- **Easy to sample lossy keys**: In lossy mode, LGen(1\(^\lambda\), 1\(^n\), 0) outputs \((ek, \perp)\) such that \( \text{LEv}(ek, \_ ) \) is \( l \)-lossy, i.e.,
  \[
  |\{\text{LEv}(ek, x) \mid x \in \{0, 1\}^n\}| \leq 2^{n-l(\lambda)}.
  \]

- **Deterministic evaluation**: For each evaluation key \( ek \) outputted by LGen, the evaluation function \( \text{LEv}(ek, \_ ) \) is computed by a deterministic algorithm.

- **Hard to distinguish lossy and injective**: Each PPT algorithm has negligible advantage at distinguishing injective and lossy evaluation keys. Formally, this means that the following two distributions are computationally indistinguishable
  \[
  \{ek \mid (ek, ik) \leftarrow LGen(1^\lambda, 1^n, 1)\} \approx \{ek \mid (ek, \perp) \leftarrow LGen(1^\lambda, 1^n, 0)\}
  \]
2.4 Encoding-Decoding Schemes

**Definition 3 (Encoding-Decoding Schemes).** Let $S, Y \subset \{0, 1\}^*$ and $k \in \mathbb{N}$. An encoding-decoding scheme is a pair $(\text{Enc}, \text{Dec})$ of deterministic algorithms s.t. $\text{Enc}$ maps $S$ to $G^k \times Y$ and $\text{Dec}$ maps $G^k \times Y$ to $S$ s.t. we have for all $s \in S$:

$$\text{Dec}(\text{Enc}(s)) = s. \quad (1)$$

We will usually denote an encoding-decoding scheme as

$$S^\text{Enc} \rightarrow Y \times G^k \rightarrow S^\text{Dec}.$$

We will call $(\text{Enc}, \text{Dec})$ generic if $\text{Enc}$ and $\text{Dec}$ only use generic group operations as described in Definition 3.

2.5 Mathematical Preliminaries

**Lemma 4 (Schwartz-Zippel Lemma [27, 24, 11]).** Let $P \in \mathbb{F}[X_1, \ldots, X_n]$ be a non-zero polynomial of total degree $d \geq 0$ over a field $\mathbb{F}$ and $S$ a finite subset of $\mathbb{F}$. Then

$$\Pr_{r_1, \ldots, r_n \in S} [P(r_1, \ldots, r_n) = 0] \leq \frac{d}{|S|}.$$

We will often use $\mathbb{F} = \mathbb{Z}_p$ and $S = \mathbb{Z}_p$.

**Lemma 5 (Markov’s Inequality).** Let $X$ be a random variable over $\mathbb{R}_{\geq 0}$. Denote by $\mathbb{E}[X]$ its expectation. We have for each $\alpha > 1$

$$\Pr[ X > \alpha \cdot \mathbb{E}[X]] \leq \frac{1}{\alpha}.$$

3 Lower Bounds for Generic Encoding-Decoding Schemes

In this section, we give our first result: We prove that an LTF $\text{LEv} : \{0, 1\}^n \rightarrow \{0, 1\}^m \times G^k$ that outputs fewer output bits than input bits (let’s say $m \leq n/2$) must have approximately as many output group elements as input bits, formally $k \in \Omega(n/\log \lambda)$, otherwise the inversion algorithm $\text{LInv}$ is not efficient.

Our proof idea essentially boils down to studying how many bits of information $\text{LEv}$ can store in a group element it outputs in Maurer’s GGM when ensuring that stored bits can be extracted efficiently. To simplify our proof, we construct an encoding-decoding scheme (cf. Definition 3) from the LTF along with its evaluation and inversion key. This basically means fixing an injective key pair $ek$ and $ik$ and letting $\text{Enc}(\cdot) := \text{LEv}(ek, \cdot)$ and $\text{Dec}(\cdot) := \text{LInv}(ik, \cdot)$. (We clarify the connection to lossy trapdoor functions in Theorem 6.) The advantage of this is that we can now argue about a fixed algorithm $\text{Dec}$ whose possible inputs are the outputs of $\text{Enc}$. We do not care about lossiness as a property here, but instead are interested solely in the efficiency of the inversion algorithm.
Theorem 6. 1. Each generic LTF LTF = (LGen, LEv, LInv) with

\[ \text{LEv} : \{0,1\}^n \rightarrow \{0,1\}^m \times G^k \]

gives rise to a generic encoding-decoding scheme

\[ \{0,1\}^n \xrightarrow{\text{Enc}} \{0,1\}^m \times G^k \xrightarrow{\text{Dec}} \{0,1\}^n \]

where the space, time and group operation complexities of Enc are upper bounded by the corresponding complexities of LEv and the space, time and group operation complexities of Dec are upper bounded by the corresponding complexities of LInv.

2. Each efficient generic encoding-decoding scheme

\[ \{0,1\}^n \xrightarrow{\text{Enc}} \{0,1\}^m \times G^k \xrightarrow{\text{Dec}} \{0,1\}^n \]

can be turned (in a non-black box way) into an efficient generic LTF LTF = (LGen, LEv, LInv) with

\[ \text{LEv} : \{0,1\}^n \rightarrow \{0,1\}^m \times G^k. \]

Proof. 1. Let LTF = (LGen, LEv, LInv) be a generic LTF LEv : \{0,1\}^n → \{0,1\}^m × G^k. Let (ek, ik) ← LGen(\{1\}^\lambda, 1^n, 1) be any pair injective evaluation key and corresponding inversion key. Define Enc, Dec by

\[ \text{Enc}(x) := \text{LEv}(ek, x), \]
\[ \text{Dec}(y, g_1, \ldots, g_k) := \text{LInv}(ik, y, g_1, \ldots, g_k) \]

for \( x \in \{0,1\}^n, y \in \{0,1\}^m, g_1, \ldots, g_k \in G \). The correctness of (Enc, Dec) follows from the correctness of the injective key ek. The number of operations Enc and Dec need to perform are bounded by the number of operations LEv and LInv need to perform in the worst case.

2. Let \( \{0,1\}^n \xrightarrow{\text{Enc}} \{0,1\}^m \times G^k \xrightarrow{\text{Dec}} \{0,1\}^n \) be a generic encoding-decoding scheme. We define LTF = (LGen, LEv, LInv) as follows:

LGen: On input \( \lambda, 1^n \) and \( b \in \{0,1\} \), LGen draws a uniformly random matrix \( M_1 \in \mathbb{Z}_p^{k \times k} \) if \( b = 1 \), and a uniformly random rank-one matrix \( M_0 \in \mathbb{Z}_p^{k \times k} \) if \( b = 0 \). It computes the matrix of group elements of entries of \( M_b \) and sets \( ek := g^{M_b} \). If \( b = 1 \) it sets \( ik := M_1^{-1} \), otherwise \( ik := 1 \). Finally, it outputs (ek, ik).

LEv: On input \( (x, g_1, \ldots, g_k) := \text{Enc}(x) \). Since Enc is purely generic and got no group elements as input, LEv can efficiently extract the exponents \( a_1 := \text{dlog} g_1, \ldots, a_k := \text{dlog} g_k \) out of the circuit description of Enc. LEv sets \( \bar{a} := (a_1, \ldots, a_k) \) and computes \( g^{M \bar{a}} \). Finally, LEv outputs \( (y, g^{M \bar{a}}) \).

LInv: On input \( (y, g^z) \in \{0,1\}^m \times G^k \) and \( ik = N \in \mathbb{Z}_p^{k \times k} \), LInv computes and outputs \( \text{Dec}(y, g^N z) \).
The correctness of LTF follows from the correctness of (Enc, Dec), while the indistinguishability of lossy and injective keys can – by a standard argument that we omit here – be based on the hardness of DDH.

It is clear that the time complexity of LGen is polynomial in \( \lambda, n, k \) and \( m \). The time complexity of LInv equals the time complexity of Dec plus an overhead that is polynomial in \( k \) and \( \lambda \). Now, the time complexity of LEv is dominated by extracting the discrete logarithms of group elements output by Enc\((x)\). Since Enc is purely generic and efficient, we can assume that analysing its circuit and deducing the exponents of its outputs can be done in an efficient manner. It follows that the runtime of LEv is polynomial in \( n, k \) and \( m \).

\[\square\]

Note that the compactness of group-based encoding-decoding schemes is a static property: it does not depend on distribution of evaluation keys or lossiness. This makes it easier to study and prove lower bounds for it.

Theorem 6 implies that, in order to prove our claim for an LTF, it suffices to look at the encoding-decoding scheme that is derived from it. In fact, we will prove in this section:

**Theorem 7.** Let \( S \xrightarrow{\text{Enc}} Y \times \mathbb{G}^k \xrightarrow{\text{Dec}} S \) be a generic encoding-decoding scheme for sets \( S, Y \subset \{0,1\}^* \). Then, Dec needs to make at least

\[\left(\frac{|S|}{|Y|}\right)^{1/k} - 1\]

equality checks of group elements and

\[
\sqrt{2 \cdot \left(\frac{|S|}{|Y|}\right)^{1/k} - \frac{7}{4} - k + \frac{1}{2}}
\]

group operations in the worst case.

From this theorem, we can directly deduce the following corollary for generic LTFs:

**Corollary 8.** For an LTF LTF = (LGen, LEv, LInv) with

\[\text{LEv(ek, _)} : \{0,1\}^n \rightarrow \{0,1\}^m \times \mathbb{G}^k,\]

it holds that LInv needs to make at least

\[2^{\frac{n-m}{k}} - 1\]

equality checks of group elements and

\[
\sqrt{2^{\frac{n-m}{k}+1} - \frac{7}{4} - k + \frac{1}{2}}
\]

group operations.
Proof. According to Theorem 6, LTF implies an encoding-decoding scheme \( \{0,1\}^n \xrightarrow{\text{Enc}} \{0,1\}^m \times G^k \xrightarrow{\text{Dec}} \{0,1\}^n \) where the number of equality checks Dec makes lower bounds the number equality checks LInv needs to make in the worst case. Denote by \( t_{\text{Dec}} \) and \( t_{\text{LInv}} \) the corresponding number of equality checks. From Theorem 7 it follows

\[
t_{\text{LInv}} \geq t_{\text{Dec}} \geq \left( \frac{|\{0,1\}^n|}{|\{0,1\}^m|} \right)^{1/k} - 1 = (2^{n-m})^{1/k} - 1 = 2^{n/m} - 1.
\]

Analogously, we can lower bound the number of group operations LInv needs to make in the worst case. \( \square \)

Now we can deduce that the number of output group elements that \( \text{LEv}(ek,\_): \{0,1\}^n \rightarrow \{0,1\}^m \times G^k \) outputs is larger than \( \Omega \left( \frac{n-m}{\log \lambda} \right) \). It follows that if \( \text{LEv} \) has noticeably fewer output bits than input bits, then the number of group elements it outputs must be almost linear.

Corollary 9. For a generic LTF \( \text{LTF} = (\text{LGen, LEv, LInv}) \) where \( \text{LInv} \) runs in polynomial time, and \( \text{LEv} \) maps \( n \) bits to \( k \) group elements and \( m \) bits, we have

\[
\frac{n-m}{k} \in O(\log \lambda).
\]

If \( m \leq \alpha n \) for some constant \( \alpha < 1 \), it follows

\[
k \geq \frac{n-m}{O(\log \lambda)} \in \Omega \left( \frac{n}{\log \lambda} \right).
\]

Proof. Set the running time of LInv to be \( r \in \text{poly}(\lambda) \). Eq. (2) implies that we have \( 2^{n/m} - 1 \leq r \). Now, the claim follows. \( \square \)

On a technical note, we need to deduce the following lemma to prove Theorems 20 and 26.

Lemma 10. Let \( \text{LTF} = (\text{LGen, LEv, LInv}) \) be an LTF where \( \text{LInv} \) runs in time \( r \). For an evaluation key \( ek \), let \( \text{LEv}(ek,\_): \{0,1\}^n \rightarrow \{0,1\}^m \times G^k \), and denote by \( \text{LEv}_1(ek,\_): \{0,1\}^n \rightarrow \{0,1\}^m \) the function that only computes the binary output of \( \text{LEv}(ek,\_) \). Set

\[
Y_{ek} := \{\text{LEv}_1(ek, x) \mid x \in \{0,1\}^n\}.
\]

If \( ek \) is injective, we have

\[
|Y_{ek}| \geq \frac{2^n}{(r+1)^k}.
\]

If \( r \in \text{poly}(\lambda) \) and \( k \in O(1) \), it follows for injective \( ek \)

\[
\log |Y_{ek}| \geq n - O(\log \lambda).
\]
We will spend the rest of this section on proving Theorem 7. However, instead of proving Theorem 7 directly, we will instead prove the following simpler lemma:

Lemma 11. Let \( S^{\text{Enc}} \rightarrow Y \times G \rightarrow S \) be a generic encoding-decoding scheme for sets \( S, Y \subset \{0,1\}^* \) s.t. \( Y \) is a singleton i.e. \( |Y| = 1 \). Then, \( \text{Dec} \) needs to make at least

\[
|S|^{1/k} - 1
\]

equality checks of group elements and

\[
\sqrt{2 \cdot |S|^{1/k} - \frac{7}{4} - k + \frac{1}{2}}
\]

group operations in the worst case.

In fact, we can simply deduce Theorem 7 from Lemma 11:

Proof (Theorem 7). Let \( S^{\text{Enc}} \rightarrow Y \times G \rightarrow S \) be a generic encoding-decoding scheme s.t. \( Y \) has more than one element. Then, by a pigeon-hole argument, there must exist one \( y \in Y \) s.t. the set

\[
\tilde{S} := \{ s \in S \subset \{0,1\}^n \mid \text{Enc}(s) \in \{y\} \times G^k \}
\]

has at least \(|S|/|Y|\) elements. We can now restrict \( \text{Enc} \) to \( \tilde{S} \) and \( \text{Dec} \) to \( \{y\} \times G^k \). This yields a new encoding-decoding scheme

\[
\tilde{S}^{\text{Enc}\prime} \rightarrow \{y\} \times G^k \rightarrow \tilde{S}^{\text{Dec}\prime}
\]

where \( \text{Enc}\prime \) and \( \text{Dec}\prime \) are the corresponding restrictions of \( \text{Enc} \) and \( \text{Dec} \). From Lemma 11 it now follows that \( \text{Dec}\prime \) needs to make at least

\[
|\tilde{S}|^{1/k} - 1 \geq \left(\frac{|S|}{|Y|}\right)^{1/k} - 1
\]

equality checks of group elements and

\[
\sqrt{2 \cdot |\tilde{S}|^{1/k} - \frac{7}{4} - k + \frac{1}{2}} \geq \sqrt{2 \cdot \left(\frac{|S|}{|Y|}\right)^{1/k} - \frac{7}{4} - k + \frac{1}{2}}
\]

group operations in the worst case. Since \( \text{Dec}\prime \) is the restriction of \( \text{Dec} \) to some inputs, it follows that the same lower bounds also hold for \( \text{Dec} \) in the worst case.

Hence, it suffices to prove Lemma 11. Since \( Y \) has only one element in Lemma 11, we will tacitly omit it and consider the encoding decoding scheme given by

\[
S^{\text{Enc}} \rightarrow G^k \rightarrow S.
\]

We need to lower bound the number of group element equality checks that \( \text{Dec} \) may make when executed on some input \( g_1, \ldots, g_k \). To properly count the
minimum number of necessary equality checks we will model the algorithm $\text{Dec}$ as a Turing machine that has oracle access to the group oracle. However, since $\text{Dec}$ does not output group elements, it suffices to model the group equality checks made by $\text{Dec}$ as (affine) linear equations and and ignore other group operations that do not lead to a group equality check. A linear equality check consists of a vector $\vec{c} \in \mathbb{Z}_{p}^{k+1}$. When the group oracle is queried with such a vector $\vec{c} = (c_1, \ldots, c_{k+1})$ it will respond positively if $g_1^{c_1} \cdots g_{k+1}^{c_{k+1}} = 1_{G}$ where $\mathbf{g}$ denotes a fixed generator of $G$, and $1_{G}$ denotes $G$’s neutral element.

The Turing machine $\text{Dec}$ is total and deterministic. It has an input tape on which it receives the number $k$ of the group elements $g_1, \ldots, g_k \in G$. Additionally, it has a working tape, an output tape and an oracle tape where it can write input data for group oracle queries. Besides starting and halting states, the Turing machine has three special states: a state $q_1$ it enters whenever it asks the group oracle to check perform a linear equality check on $g_1, \ldots, g_k$ and two corresponding response states $q_{\text{Yes}}$ and $q_{\text{No}}$. Whenever $\text{Dec}$ wants to perform a linear equality check, it writes a vector $\vec{\gamma} \in \mathbb{Z}_{p}^{k+1}$ on the oracle tape and then enter $q_1$. The specification of $\text{Dec}$ does not contain a transition rule for $q_1$. Instead, whenever $\text{Dec}$ enters $q_1$, the group oracle decides the next state of $\text{Dec}$: if the content of the oracle tape specifies a valid vector $\vec{\gamma} \in \mathbb{Z}_{p}^{k+1}$, and if the equality $g_1^{\vec{\gamma}_1} \cdots g_{k+1}^{\vec{\gamma}_{k+1}} = 1_{G}$ holds the group oracle moves $\text{Dec}$ into the state $q_{\text{Yes}}$. Otherwise, the oracle moves $\text{Dec}$ into $q_{\text{No}}$.

Denote by $G_{\text{conf}}$ the configuration graph of $\text{Dec}$, that is the graph of all configurations of the Turing machine $\text{Dec}$, which are connected by transitions of $\text{Dec}$. This graph contains all computation paths of $\text{Dec}$ that may overlap. Denote by


the set of exponents of inputs of $\text{Dec}$. We recursively construct a binary decision tree $T_k$ out of $G_{\text{conf}}$ s.t. each inner vertex corresponds to a linear equality check performed by $\text{Dec}$. The root of $T_k$ is the pair $(c_{\text{start}}, X_{\text{start}})$ where $c_{\text{start}}$ is the starting configuration $c_{\text{start}}$ of $\text{Dec}$ on input $g_1, \ldots, g_k$. Note that configurations in $G_{\text{conf}}$ contain no information about the exponents of $g_1, \ldots, g_k$. Hence, for each input $g_1^{\vec{x}}, x \in \mathbb{Z}_p^k$,

$\text{Dec}$ has the same starting configuration $c_{\text{start}}$. Since $\text{Dec}$ is total and deterministic, there must be exactly one configuration $c \in G_{\text{conf}}$ that can be reached from $c_{\text{start}}$ and that has no outgoing edges for any input of $k$ group elements. We can distinguish two cases: if the state of $c$ is not $q_1$, then $c$ is a halting configuration and and we have already constructed the entire decision tree $T_k$.

Otherwise, $\text{Dec}$ performs an oracle query at $c$ and there are two configurations $c_{\text{Yes}}$ and $c_{\text{No}}$ which $\text{Dec}$ may enter depending on the response of the group oracle and the exponents of $g_1, \ldots, g_k$. Let $\vec{\gamma} \in \mathbb{Z}_{p}^{k+1}$ be the coefficient vector of the linear check that $\text{Dec}$ performs at $c$. We set

\[
X_1 = \left\{ \vec{x} \in X_{\text{start}} \mid \gamma_{k+1} + \sum_{i=1}^{k} \gamma_i \cdot x_i \equiv 0 \mod p \right\}
\]
and

\[ X_0 = \left\{ \bar{x} \in X_{\text{start}} \mid \gamma_{k+1} + \sum_{i=1}^{k} \gamma_i \cdot x_i \neq 0 \mod p \right\}. \]

Now, \( X_1 \) contains all exponents of inputs \( g^{x_1}, \ldots, g^{x_k} \) s.t. the group oracle will respond positively at \( c \) and move \( \text{Dec} \) into \( c_{\text{Yes}} \), while \( X_0 \) contains all exponents of inputs s.t. the group oracle will respond negatively and change \( \text{Dec} \)’s configuration into \( c_{\text{No}} \). If \( X_1 \neq \emptyset \), we add the node \((c_{\text{Yes}}, X_1)\) to the graph \( T_k \) together with an edge \((c_{\text{start}}, X_{\text{start}}) \rightarrow (c_{\text{Yes}}, X_1)\). Analogously, we add the node \((c_{\text{No}}, X_0)\) together with the edge \((c_{\text{start}}, X_{\text{start}}) \rightarrow (c_{\text{No}}, X_0)\) to \( T_k \) if \( X_0 \neq \emptyset \). For each new node \((c, X_{\text{in}})\) added this way to \( T_k \) we repeat the previous procedure recursively: Let \( c' \) be the configuration that is reached from \( c \) and has no outgoing edges in \( G_{\text{conf}} \). If the state of \( c' \) is not \( q_1 \), then \( c' \) is a halting configuration and \((c, X_{\text{in}})\) stay a leaf in \( T_k \). Otherwise, there are two configurations \( c_{\text{Yes}}, c_{\text{No}} \) that may be successors of \( c' \) depending on the answer of the group oracle. We depict an example of a decision tree in Fig. 1a and a corresponding configuration graph in Fig. 1b.

Let \( \vec{\gamma} \) be the linear check performed at \( c' \) and set again

\[ X_1 = \left\{ \bar{x} \in X_{\text{in}} \mid \gamma_{k+1} + \sum_{i=1}^{k} \gamma_i \cdot x_i = 0 \mod p \right\} \]

and

\[ X_0 = \left\{ \bar{x} \in X_{\text{in}} \mid \gamma_{k+1} + \sum_{i=1}^{k} \gamma_i \cdot x_i \neq 0 \mod p \right\}. \]

If \( X_1 \neq \emptyset \), then we add the node \((c_{\text{Yes}}, X_1)\) and the edge \((c, X_\text{in}) \rightarrow (c_{\text{Yes}}, X_1)\) to \( T_k \). If \( X_0 \neq \emptyset \), we add \((c_{\text{No}}, X_0)\) and the edge \((c, X_{\text{in}}) \rightarrow (c_{\text{No}}, X_0)\) to \( T_k \).

The graph \( T_k \) that we get by this procedure has the following properties:

1. Since \( \text{Dec} \) is deterministic and total, \( T_k \) must be finite and acyclic.
2. If there is a node \((c, X_{\text{in}})\) in \( T_k \), then the configuration \( c \) must appear in the run of \( \text{Dec} \) on input \( g^{\bar{x}} \) for each \( x \in X_{\text{in}} \).
3. \( T_k \) is a tree. This is because at each inner vertex the set \( X_{\text{in}} \) splits into two disjoint sets or one set. Every non-root node has indegree 1.
4. If \((c, X_{\text{in}})\) is a leaf of \( T_k \), then \( \text{Dec} \) must reach a halting configuration from \( c \) without making any linear equality checks.
5. Because of correctness, for each leaf \((c, X_{\text{in}})\) the set \( X_{\text{in}} \) must be a singleton. Otherwise, there are two different inputs for which \( \text{Dec} \) will reach the same halting configuration and output the same bitstring.
6. Each path from the root of \( T_k \) to one its leaf corresponds to a run of \( \text{Dec} \) on one input \( g^{\bar{x}}, x \in X_{\text{start}} \).

To lower bound the number of equality checks that \( \text{Dec} \) makes in the worst case it suffices now to bound the longest path in \( T_k \). We prove the statement now by an induction on \( k \in \mathbb{N} \). We first show the case for \( k = 1 \). As described above, we denote by \( X_{\text{start}} \subset \mathbb{Z}_p^k \) the set of exponents of \( \text{Enc}(S) \) (and by abuse of notation also the inputs to \( \text{Dec} \)).
(a) A decision tree $T_k$.

(b) A configuration graph. This graph also contains configurations that do not occur during the run of the algorithm, here marked in gray.

Fig. 1: The decision tree we build along with the configuration graph.
Proposition 12. For an encoding-decoding scheme as above with \( k = 1 \), there exists one \( x \in X \) such that \( \text{Dec} \) run on input \( x \) makes at least \(|S| - 1\) group equality checks. \(^2\)

Proof. It suffices to prove that the depth of \( T_1 \) is at least \(|S|\). Because of correctness, we have \(|S| = |X_{\text{start}}|\). At each inner vertex \((c, X_{\text{in}})\) of \( T_1 \), \( \text{Dec} \) performs a linear equality check \( \vec{\gamma} \in \mathbb{Z}_p^k \) on the input \( \vec{g}^x, x \in X_{\text{start}} \). An input \( \vec{g}^x \) passes the check if \( \gamma_1 \cdot x + \gamma_2 = 0 \mod p \), otherwise it fails the check. Hence, if \((c, X_{\text{in}})\) has two different children \((c_{\text{Yes}}, X_1) \) and \((c_{\text{No}}, X_0)\), then \( X_1 \) must be the singleton \( \{-\gamma_2/\gamma_1\} \) and we have \(|X_0| = |X_{\text{in}}| - 1\). It follows that each inner vertex \((c, X_{\text{in}})\) in the decision tree \( T_k \) has a child \((c_{\text{No}}, X_0)\) with \( X_0 \geq |X_{\text{in}}| - 1\). Since each leaf \((c, X_{\text{in}})\) must have a singleton set \( X_{\text{in}} \), we can find a path in \( T_k \) of length \(|X_{\text{start}}| = |S|\). \( \square \)

We now turn to the case of \( k > 1 \). As an induction hypothesis, we assume that the claim of Theorem 7 holds for all encoding-decoding schemes \( \vec{g}^x \xrightarrow{\text{Enc}} \mathbb{G}^k \xrightarrow{\text{Dec}} \vec{S} \). I.e., there exists a \( \vec{g}^x \in \text{Enc}'(\vec{S}) \) such that the run of \( \text{Dec}' \) on \( \vec{g}^x \) performs at least \(|\vec{S}|^2 - 1\) group equality checks.

We show the statement for the encoding-decoding scheme \( S \xrightarrow{\text{Enc}} \mathbb{G}^{k+1} \xrightarrow{\text{Dec}} S \). Let \( T_{k+1} \) be the corresponding decision tree constructed from the configurations of \( \text{Dec} \). As before, for each equality check, we consider the sets \( X_{\text{in}}, X_0, X_1 \). We note that in this case, an equality check corresponds to checking a linear equation \( \vec{\gamma} \in \mathbb{Z}_p^{k+1} \) over the vector of exponents of the input elements \( \vec{g}_1, \ldots, \vec{g}_{k+1} \).

Let \((c, X_{\text{in}})\) be an inner vertex of \( T_{k+1} \) and let \( \vec{\gamma} \in \mathbb{Z}_p^{k+2} \) be the linear equality check queried by \( \text{Dec} \) at this point. We call the equality check \( \vec{g}_1^{x_1} \cdots \vec{g}_{k+1}^{x_{k+2}} \) at this point meaningful if \((c, X_{\text{in}})\) has two children, otherwise we call it redundant. If the check is meaningful, we have for the two children \((c_{\text{Yes}}, X_1) \) and \((c_{\text{No}}, X_0)\) that \( X_1 \) and \( X_0 \) are disjoint with \( X_{\text{in}} = X_1 \cup X_0 \). If the linear equality check is redundant, there is only one child \((c_{\text{Yes}}, X_1) \) or \((c_{\text{No}}, X_0)\) with \( X_1 = X_{\text{in}} \) or \( X_0 = X_{\text{in}} \).

Proposition 13. For any meaningful equality check at an inner vertex in \( T_{k+1} \), all elements of \( X_1 \) lie on an affine hyperplane of dimension at most \( k \) in \( \mathbb{Z}_p^{k+1} \).

Proof. Recall that an equality check takes as input an affine linear equation \( \vec{\gamma} \in \mathbb{Z}_p^{k+2} \) over the input group element exponents. We have

\[
X_1 = \left\{ \vec{x} \in X_{\text{in}} \left| \sum_{i=1}^{k+1} \gamma_i \cdot x_i = -\gamma_{k+2} \mod p \right. \right\}
\subseteq \left\{ \vec{x} \in \mathbb{Z}_p^{k+1} \left| \sum_{i=1}^{k+1} \gamma_i \cdot x_i = -\gamma_{k+2} \mod p \right. \right\} =: H.
\]

\(^2\) We consider only the behaviour of \( \text{Dec} \) on inputs \( x \in \text{Enc}(S) \).
Now, the dimension of the affine space $H$ is $k$, if $(x_1, \ldots, x_{k+1}) \neq 0$, and $k$, otherwise.

As the equality check is meaningful, the set $X_0$ must be non-empty. This can only be the case if the affine space $H$ has dimension at most $k$, as an affine space of dimension $k + 1$ would cover the entire space $\mathbb{Z}_{p^k+1}^k$ (i.e. $X_1$ would cover the entire space, leaving $X_0 = \emptyset$).

It follows that $H$ has dimension $k$ and must be an affine hyperplane. \hfill $\Box$

**Proposition 14.** If for all meaningful equality checks, $|X_1| < \frac{k+1}{\sqrt{|S|}}$, then there is a path in $T_{k+1}$ that needs to make at least $\frac{k+1}{\sqrt{|S|}} - 1$ meaningful linear equality checks.

**Proof.** Whenever an inner vertex $(c, X_0) \in T_{k+1}$ has two children $(c_{\text{Yes}}, X_1)$ and $(c_{\text{No}}, X_0)$, we must have

$$|X_0| = |X_0| - |X_1| > |X_0| - \frac{k+1}{\sqrt{|S|}}.$$ 

So, at each meaningful check the set $X_0$ can lose at most $\frac{k+1}{\sqrt{|S|}}$ elements. Consider now the path of $T_k$ where each meaningful check gets answered negatively and let $t$ be the number of meaningful equality checks along this graph. Note, that the path has to end in a leaf $(c, X_0)$ with $|X_0| = 1$. We have:

$$|X_0| = |X_0| - t \cdot \frac{k+1}{\sqrt{|S|}} \leq 1$$

$$\iff t \cdot \frac{|S|}{k^{(k+1)}} \geq |X_0| - 1 = |S| - 1$$

$$\iff t \geq \frac{|S| - 1}{|S|^{k/(k+1)}} = \frac{|S|}{|S|^{k/(k+1)} - 1}$$

$$\implies t \geq \frac{k+1}{\sqrt{|S|}} - 1.$$ 

\hfill $\Box$

**Proposition 15.** If there is a meaningful equality check in $T_{k+1}$ such that $|X_1| \geq \frac{k+1}{\sqrt{|S|}}$, then there exists a path in the tree that contains $\frac{k+1}{\sqrt{|S|}} - 1$ equality checks.

**Proof.** Let $(c, X_0)$ be the inner vertex of $T_{k+1}$ with children $(c_{\text{Yes}}, X_1)$ and $(c_{\text{No}}, X_0)$ s.t. $|X_1| \geq \frac{k+1}{\sqrt{|S|}}$.

We want to apply our induction hypothesis here. Recall that by Proposition 13, there exists an affine hyperplane $H$ of dimension $k$ such that $X_1 \subseteq H$. As $H$ is a hyperplane there exists an affine linear bijection $\phi: H \mapsto \mathbb{Z}_{p^k}$. Now, one can apply the $\phi$ and its inverse $\phi^{-1}$ on the exponents of group elements by just making $O(k^2)$ group operations and exponentiations. We will denote those maps by $\varphi(g^\bar{x}) := g^{\phi(\bar{x})}$ and $\varphi^{-1}(g^\bar{y}) := g^{\phi^{-1}(\bar{y})}$ for $\bar{y} \in \mathbb{Z}_{p^k}, \bar{x} \in \mathbb{Z}_{p^{k+1}}$.

Set $\tilde{S} := \text{Enc}^{-1}(X_1)$. We define a new encoding-decoding scheme $\tilde{S} \xrightarrow{\text{Enc}} G^k \xrightarrow{\text{Dec}} \tilde{S}$ as follows:

$$\text{Enc'}(s) := \varphi(\text{Enc}(s)) \in G^k$$

$$\text{Dec'}(g^\bar{y}) := \text{Dec}(\varphi^{-1}(g^\bar{y})) \in S.$$
The correctness of \((\text{Enc}', \text{Dec}')\) follows from the correctness of \((\text{Enc}, \text{Dec})\). Further, the number of meaningful equality checks \(\text{Dec}'\) needs to make in the worst cases is lower than the number of meaningful equality checks \(\text{Dec}\) needs to make in the worst case. For the size of \(S\) we have

\[
|S| = |X| \geq \sqrt[k+1]{|S|^k}.
\]

Now, let \(T_k\) be the decision tree that we can derive from the configuration graph of \(\text{Dec}'\). According to our induction hypothesis, \(T_k\) has a path with at least \(\sqrt[2]{|S|} - 1\) meaningful equality checks. Hence, there must exist an input \(g^\overrightarrow{x} \in \text{Enc}(S)\) s.t. \(\text{Dec}(g^\overrightarrow{x})\) needs to make at least

\[
\sqrt[2]{|S|} - 1 \geq \sqrt[2]{k+1}|S| - 1 = \sqrt[k+1]{|S|} - 1
\]

meaningful equality checks.

\[\square\]

Proposition 14 and Proposition 15 together now imply that \(\text{Dec}\) needs to make \(\sqrt[k+1]{|S|} - 1\) meaningful equality checks in the worst case. This finishes our induction.

For the number of group operations we have:

**Lemma 16.** Any deterministic algorithm with input \((g_1, \ldots, g_k)\) that makes \(t\) non-redundant equality needs to make \(\alpha \geq \sqrt[2]{2t + \frac{1}{4} - k + \frac{1}{2}}\) group operations when run on input \((g_1, \ldots, g_k)\).

**Proof.** Recall that in the type safe generic group model, equality checks are free. However, as we are counting non-redundant equality checks, every equality check needs to have a new pair of input group element vectors \((g_1, g_2)\) that have never been compared to each other before. In an algorithm with runtime at most \(\alpha\) (measured in the number of cost-inducing group operations), at most \(\alpha + k\) distinct group elements can be computed, which means at most \(\frac{(\alpha+k)(\alpha+k-1)}{2}\) pairs of group elements can be used as inputs to equality gates.

This yields the following:

\[
\frac{(\alpha+k)(\alpha+k-1)}{2} \geq t
\]

which we can solve for \(\alpha \geq \max \left(0, \sqrt[2]{2t + \frac{1}{4} - k + \frac{1}{2}}\right).\)

\[\square\]

4 Lower Bounds for LTFs with Many Bits and Few Group Elements in the Output

In this section, we show upper bounds for the lossiness of LTFs where the output has only few group elements but many bits. From Theorem 7 we cannot derive
useful bounds for these LTFs directly, as the corresponding encoding-decoding scheme could put a lot of information about the input in the bit part of the output. Thus, we have to show that a LTF cannot put too much information in the bit output, at least not if the hardness of distinguishing lossy from injective keys is based on a group assumption. To formalize this intuition, we want to construct an adversary that can distinguish lossy from injective keys if there is too much information about the input in the bit part of the output. As we assume the hardness comes from the group, we allow the adversary to have arbitrary runtime and only restrict its access to the group oracle. The goal of this adversary compute the bit part of the output for all possible input and then check how many different options for this bit part there are (i.e. the adversary wants to compute the size of the set $Y_{ek}$ from Lemma 10).

However, this bit part of the output may be dependent on group elements from the evaluation key, i.e. the bits in the output may be derived from the outcome of group equality checks. Therefore, the adversary needs to find some way to approximate the outcome of such group equality checks. To this end, we first define a class of LTFs in Section 4.1 for which it is easy to find such an approximation because for each possible group equality check, the probability of passing is either very close to 1 or very close to 0. We provide an adversary for this class that makes no group operations to estimate the size of $Y_{ek}$. This in turn means that if the sizes of $Y_{ek}$ cannot differ too much for lossy and injective keys, and thus the lossiness is bounded as it has to be “contained” in the group element part of the output.

As a second step, we show how for an LTF that does not already fulfill this property, we can narrow down the distribution from which the challenge evaluation key comes such that it fulfills the same property as before. We do this using a statistical binary search which we describe generically in Section 4.2, and then we apply this strategy in Section 4.3 to obtain an adversary that makes only polynomially many group operations to distinguish lossy from injective keys if the size of $Y_{ek}$ differs too much between the key types.

This in turn yields a logarithmic upper bound for the lossiness of group-based LTFs with a constant number of group elements in the output.

4.1 LTFs with Linearly Independent Evaluation Keys

**Definition 17 (LTFs with Linearly Independent Evaluation Keys).** We say that a LTF $LTF = (LGen, LEv, LInv)$ has $q(\lambda)$-linearly independent evaluation keys if

- $\{ek | (ek, \cdot) \xleftarrow{\$} LGen(1^\lambda, 1^n, \cdot)\} \subset \{0, 1\}^{\ell_b} \times G^{\ell_g}$. Where $\ell_b(\lambda)$ and $\ell_g(\lambda)$ are polynomials.
- For any $\lambda \in \mathbb{N}$, any $\vec{b} \in \{0, 1\}^{\ell_b}$, any vector $\vec{v} \in \mathbb{Z}^{\ell_g+1}_{p} \setminus \{\vec{0}\}$ and each $a \in \{0, 1\}$, it holds that

$$\Pr_{\substack{ek, \vec{a} \xleftarrow{\$} LGen(1^\lambda, 1^n, a) \quad \vec{b} \xleftarrow{\$} LGen \quad \left(\vec{b}, \vec{a}\right) := ek \quad \vec{v} \xleftarrow{\$} \mathbb{Z}^{\ell_g+1}_{p}}} \left[\prod_{i=1}^{\ell_g} \vec{e}_i = \vec{1}_{\vec{v}} \left| \vec{b} = \vec{b}' \right. \right] \notin \left[\frac{1}{2q(\lambda)}, 1 - \frac{1}{2q(\lambda)}\right]$$


for some function $q(\lambda) > 0$.

- For any $\lambda \in \mathbb{N}$, any $\vec{b} \in \{0, 1\}^{\ell_g(\lambda)}$, any vector $\vec{v} \in \mathbb{F}_p^{\ell_g^e + 1} \setminus \{0\}$, it holds that if

$$\Pr_{(ek,ik) \leftarrow LGen(1^\lambda,1^n,1)} \left[ g^{\ell_g^e + 1} \prod_{i=1}^{\ell_g^e} e_i^{v_i} = 1_G \bigg| \vec{b} = \vec{b}' \right] < \frac{1}{2q(\lambda)}$$

then

$$\Pr_{(ek,\perp) \leftarrow LGen(1^\lambda,1^n,0)} \left[ g^{\ell_g^e + 1} \prod_{i=1}^{\ell_g^e} e_i^{v_i} = 1_G \bigg| \vec{b} = \vec{b}' \right] < \frac{1}{2q(\lambda)}$$

and vice versa.

We give a very natural and common class of LTFs below that fulfill Definition 17.

**Definition 18 (LTFs with Uber-like Evaluation Keys).** We say that an LTF $\text{LTF} = (\text{LGen, LEv, LInv})$ has uber-like evaluation keys if the following holds.

- The support of $\text{LGen}$ is a subset of $\mathbb{G}^{\ell_g}$ where $\ell_g(\lambda)$ is a polynomial.
- There exists a family of polynomials $P_{1}^{(\lambda,n)}, \ldots, P_{\ell_g}^{(\lambda,n)}$ over $\mathbb{F}_p$ in $f(\lambda,n)$ variables (where $f$ is a polynomial) such that $LGen(1^\lambda,1^n,1)$ samples values $x_1, \ldots, x_{f(\lambda,n)} \overset{\$}{\leftarrow} \mathbb{Z}_p$ and sets $e_i := g^{P_i^{(\lambda,n)}(\vec{x})}$ for $i = 1, \ldots, \ell_g$.
- There exists a family of polynomials $Q_1^{(\lambda,n)}, \ldots, Q_{\ell_g^e}^{(\lambda,n)}$ over $\mathbb{F}_p$ in $f(\lambda,n)$ variables (where $f$ is a polynomial) such that $LGen(1^\lambda,1^n,0)$ samples values $x_1, \ldots, x_{f(\lambda,n)} \overset{\$}{\leftarrow} \mathbb{Z}_p$ and sets $e_i := g^{Q_i^{(\lambda,n)}(\vec{x})}$ for $i = 1, \ldots, \ell_g^e$.

**Lemma 19.** Any $\text{LTF} = (\text{LGen, LEv, LInv})$ with uber-like evaluation keys where the polynomials $P_1^{(\lambda,n)}, \ldots, P_{\ell_g}^{(\lambda,n)}$ and $Q_1^{(\lambda,n)}, \ldots, Q_{\ell_g^e}^{(\lambda,n)}$ have degree at most $d(\lambda)$ has $g(\lambda)$-linearly independent evaluation keys (in the sense of Definition 17) for any $q(\lambda) < \frac{p}{2d(\lambda)}$.

**Proof.** We show this for the injective case, the lossy case follows analogously. Fix $n, \lambda$. Let $\vec{v} \in \mathbb{Z}_p^{\ell_g + 1}$. Then, $\vec{P} = v_{\ell_g + 1} + \sum_{i=1}^{\ell_g^e} v_i \cdot P_i^{(\lambda,n)}$ is a polynomial of degree $\leq d(\lambda)$. We consider two cases.

1. $\vec{P} = 0 \in \mathbb{Z}_p^{\ell_g^e(\lambda)}$. Then

$$\Pr_{(ek,ik) \leftarrow LGen(1^\lambda,1)} \left[ g^{\ell_g^e + 1} \prod_{i=1}^{\ell_g^e} e_i^{v_i} = 1_G \right] = 1 \notin \left[ \frac{1}{2q(\lambda)} \right] \left( 1 - \frac{1}{2q(\lambda)} \right).$$

2. $\vec{P} \neq 0$. Then, it holds by the Schwartz-Zippel-Lemma (see Lemma 4) that

$$\Pr_{\vec{x} \leftarrow LGen(1^\lambda,1)} [\vec{P}(\vec{x}) = 0] \leq \frac{d}{p}. \text{ As the LGen algorithm samples } \vec{e} \text{ by sampling } \vec{x} \overset{\$}{\leftarrow} \mathbb{Z}_p^{\ell_g^e},$$
\[ Z_p^{f(\lambda,n)}, \text{ it holds that} \]
\[
\Pr_{(ek,ik) \leftarrow \text{LGen}(1^\lambda,1^n,1)} \left[ g^{v_{s+1}} \prod_{i=1}^{\ell_y} e_i^{v_i} = 1_G \right] \leq \frac{d}{p}.
\]

Using \( q(\lambda) < \frac{p}{2q(\lambda)} \), we obtain \( \frac{d(\lambda)}{p} < \frac{1}{2q(\lambda)} \).

We now prove the last item of Definition 17. In the case that the last item of Definition 17 does not hold, there exists a distinguisher between lossy and non-lossy keys that makes a polynomial number of group equality checks (but is otherwise computationally unbounded). The distinguisher computes a vector \( \vec{v} \) such that
\[
\Pr_{(ek,ik) \leftarrow \text{LGen}(1^\lambda,1^n,1)} \left[ g^{v_{s+1}} \prod_{i=1}^{\ell_y} e_i^{v_i} = 1_G \right] - \Pr_{(ek,\bot) \leftarrow \text{LGen}(1^\lambda,1^n,0)} \left[ g^{v_{s+1}} \prod_{i=1}^{\ell_y} e_i^{v_i} = 1_G \right] \geq 1 - \frac{1}{q(\lambda)}.
\]

Such a vector must exist as we already showed that the probability for each vector is either smaller than \( \frac{1}{2q(\lambda)} \) or larger than \( 1 - \frac{1}{2q(\lambda)} \) for lossy and injective keys separately. Thus, if there is a vector for which the last item does not hold, it must be such that the probability is larger than \( 1 - \frac{1}{2q(\lambda)} \) for one type of key, and smaller than \( \frac{1}{2q(\lambda)} \) for the other type. It thus follows that the difference between the probabilities must be larger than \( 1 - \frac{1}{2q(\lambda)} \). The algorithm can determine the vector \( \vec{v} \) by running the \text{LGen} algorithm in its head computing the exponents of all group elements in the evaluation keys without ever querying the group oracle. It then checks if for the evaluation key \( \text{ek} = (e_1, \ldots, e_{\ell_y}) \) it received, it holds that \( g^{v_{s+1}} \prod_{i=1}^{\ell_y} e_i^{v_i} = 1_G \). Without loss of generality, we may assume that the probability in the lossy case is the larger one. In this case, the adversary would output that the key is lossy if the equality check returned true, and injective otherwise. We obtain that this adversary has advantage \( 1 - \frac{1}{q(\lambda)} \) at distinguishing lossy from injective keys, and thus, \text{LTF} would not be secure.

\[ \Box \]

In the following, we show that for schemes with linearly independent evaluation keys, there exists an adversary that issues no group oracle queries (but is computationally unbounded) and breaks the scheme if there is too much lossiness “contained” in the non-group output of \text{LEv}.

**Theorem 20.** Let \( \text{LTF} = (\text{LGen}, \text{LEv}, \text{LInv}) \) be a candidate 1-lossy trapdoor function with \( q(\lambda) \)-linearly independent evaluation keys, where for any \((ek,\cdot) \leftarrow \text{LGen}(1^\lambda,1^n,\cdot), \text{Image}(\text{LEv}(ek,\cdot)) \subset \{0,1\}^{fs} \times G^{fs} \). Denote by \( Y_{ek} \subset \{0,1\}^{fs} \) the set
\[
Y_{ek} := \left\{ y \in \{0,1\}^{fs} \mid \exists \vec{h} \in G^{fs} : (y, \vec{h}) \in \text{Image}(\text{LEv}(ek,\cdot)) \right\}.
\]

Let \( r(\lambda) \) be an upper bound on the number of group equality checks that the algorithm \text{LEv} makes. If it holds that for all \((ek,ik) \in \text{Image}(\text{LGen}(1^\lambda,1^n,1)) \) that
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| Yekek | > 2n−l + 2\cdot 3\cdot 2r(\lambda) q(\lambda), then there exists an adversary that does not make any group queries (but is computationally unbounded) that breaks the indistinguishability of lossy and injective keys with advantage

\[ \text{adv}_{LIND}^{\text{UND}}(\lambda) = 1 - \frac{1}{3}. \]

**Proof Overview.** In the proof, we construct an adversary against the indistinguishability of lossy and injective keys that is unbounded, but makes no queries to the group evaluation and the group equality check oracle. As access to the group is limited, the adversary cannot break any assumption that is hard in Maurer’s generic group model. The adversary’s strategy is the following: It precomputes the values from \( Yekek \) in the theorem statement for all input values. If \( |Yekek| \geq 2n−l \), it outputs that the key was injective (if \( Yekek \) is larger than \( 2n−l \), then so is \( \text{Image}(\text{LEv}(ek, \{0, 1\}^n)) \)).

However, some of the bits in the output of \( \text{LEv} \) may actually depend on group elements, so the adversary cannot straightforwardly compute them without querying the group oracle. To avoid having to query the group oracle, recall that the probability for any linear equation to hold is either close to 0 or close to 1. Our adversary therefore simulates these group equality checks (without actually querying the group oracle) by responding with the most likely output of the group equality check.

**Proof.** We first provide an adversary that is unbounded in the amount of non-group operations it can make, but bounded in its group operations.

The adversary proceeds as follows: It receives an evaluation key \( ek := (b, e) \in \{0, 1\}^b \times G^e \). For each vector \( v \in \mathbb{Z}_{p^e}^{n+1} \), compute

\[ \text{pr}(v) = \frac{\Pr_{(ek, ik) \leftarrow \text{LGen}(1^n, 1^n, 1)}}{ek := (b', e')} \left[ g^{v_{1+1}} \prod_{i=1}^{n} e^{v_i} = 1 \mid b = b' \right]. \]

In the following, the adversary will simulate the group oracle to the evaluation algorithm \( \text{LEv}(ek, \cdot) \). The simulation works as follows. For each group element \( e_i \) from the evaluation key, it internally keeps a formal variable \( E_i \). It furthermore keeps a list \( L \) of all “group elements” the algorithm has computed so far. Initially, this list is filled with the formal variables from the evaluation key. For any group operation that \( \text{LEv}(ek, \cdot) \) makes, the adversary adds together the two corresponding list entries from \( L \). It adds the linear combination of the entries to its list. Whenever the algorithm makes a query to check two group elements for equality, it computes the vector \( \bar{v} \in \mathbb{Z}_{p^e}^{n+1} \) corresponding to the equality check, i.e. the equality check checks whether \( v_{1+1} + \sum_{i=1}^{n} E_i \cdot v_i = 0 \). If \( \bar{v} = \bar{0} \), it returns true. Otherwise, it checks whether \( \text{pr}(\bar{v}) \leq \frac{1}{2q(\lambda)} \) and returns false if yes, and true otherwise.

The adversary then proceeds as follows to approximate the size of \( Yekek \) for the evaluation key \( ek \) at hand as follows:
It iterates over all the possible input values of \( \text{LEv}(\mathbf{ek}, \cdot) \), i.e. over all \( \mathbf{x} \in \{0, 1\}^n \) and calculates the bit part of \( \text{LEv}(\mathbf{ek}, \mathbf{x}) \). To do this without making any additional group operations, it simulates all group operations as described above. This yields an approximate set \( \tilde{Y}_{\mathbf{ek}} \) for the evaluation key \( \mathbf{ek} \) at hand. The adversary then compares whether \( \tilde{Y}_{\mathbf{ek}} \geq 2^{n-l} + 2^n \cdot 3 \cdot r(\lambda) \cdot q(\lambda) \) in which case it outputs that the key is injective, otherwise that it is lossy.

We now compute the advantage of the adversary \( A \).

Recall that \( r(\lambda) \) is an upper bound on the number of equality checks made by \( \text{LEv} \). Note that by Lemma 16, this is bounded by the square of the runtime of \( \text{LEv} \) and thus polynomial in \( \lambda \).

Let \( F_{\mathbf{x}} \) be the event that at least one of the equality checks in the computation of \( \text{LEv}(\mathbf{ek}, \mathbf{x}) \) is simulated wrong by the adversary. We have

\[
E[F_{\mathbf{x}}] = r(\lambda) \cdot 1 = r(\lambda) \cdot q(\lambda)
\]

Let \( W_1 \) (\( W_0 \)) be the random variable that indicates how many bit strings in the evaluation were computed wrong for all \( \mathbf{x} \in \{0, 1\}^n \) in the case that the evaluation key was injective (lossy).

We have that

\[
E[W_1] = \sum_{\mathbf{x} \in \{0, 1\}^n} E[F_{\mathbf{x}}] = 2^n \cdot r(\lambda) \cdot \frac{1}{q(\lambda)}
\]

and

\[
E[W_0] = \sum_{\mathbf{x} \in \{0, 1\}^n} E[F_{\mathbf{x}}] = 2^n \cdot r(\lambda) \cdot \frac{1}{q(\lambda)}
\]

Using a Markov bound, we obtain for \( \mu \in \{1, 0\} \)

\[
Pr[W_{\mu} \geq 3E[W_{\mu}]] \leq \frac{1}{3}.
\]

Thus, with probability \( 1 - \frac{1}{3} \), in case of an injective key

\[
|\tilde{Y}_{\mathbf{ek}}| \geq |Y_{\mathbf{ek}}| - 3 \cdot E[W_1]
\]

\[
> 2^{n-l} + 2^n \cdot 3 \cdot 2r(\lambda) \cdot q(\lambda) - 3 \cdot 2^n \cdot r(\lambda) \cdot \frac{1}{q(\lambda)}
\]

\[
= 2^{n-l} + 2^n \cdot 3 \cdot \frac{r(\lambda)}{q(\lambda)}
\]

Recall that as the function is \( l \)-lossy, for any \((\mathbf{ek}, \bot) \leftarrow LGen(1^\lambda, 1^n, 0)\), it holds that \( |Y_{\mathbf{ek}}| \leq 2^{n-l} \). Therefore, in case of a lossy key, we get with probability \( 1 - \frac{1}{3} \)

\[
|\tilde{Y}_{\mathbf{ek}}| \leq |Y_{\mathbf{ek}}| + 3 \cdot E[W_0]
\]

\[
\leq 2^{n-l} + 3 \cdot 2^n \cdot \frac{r(\lambda)}{q(\lambda)}.
\]
That is, in both cases, the probability that the adversary outputs the correct bit is $1 - \frac{1}{q(\lambda)}$.

In the end, we obtain that

$$\text{adv}^\text{LIND}_A = 2 \cdot \left( \frac{1}{2} \Pr_{(ek,ik) \leftarrow \text{LGen}(1^\lambda, 1^n, 1)} [A \text{ outputs } 1] + \frac{1}{2} \Pr_{(ek,\perp) \leftarrow \text{LGen}(1^\lambda, 1^n, 0)} [A \text{ outputs } 0] - \frac{1}{2} \right)$$

$$\geq 2 \cdot \left( \frac{1}{2} \cdot \left( 1 - \frac{1}{3} \right) + \frac{1}{2} \cdot \left( 1 - \frac{1}{3} \right) - \frac{1}{2} \right) = 1 - \frac{2}{3}.$$

Corollary 21. For an LTF as in Theorem 20, it holds that for all evaluation keys $ek$ with $(ek,ik) \leftarrow \text{LGen}(1^\lambda, 1^n, 1)$ that $|Y_{ek}| \leq 2^{n-l} + 2^n \cdot 3 \cdot \frac{2r(\lambda)}{q(\lambda)}$.

Corollary 22. A candidate lossy trapdoor function $\text{LTF} = (\text{LGen}, \text{LEv}, \text{LInv})$ where $\text{LEv}$ makes at most $r(\lambda)$ many group equality queries with $q(\lambda)$-linearly independent evaluation keys where $q(\lambda) \geq 3\lambda \cdot r(\lambda)$ and with $k$ constant can be at most $l$-lossy for $l \in O(\log(\lambda))$.

Proof. From Lemma 10, we know that $|Y_{ek}|$ is lower bounded by $2^{n-O(\log(\lambda))}$. Furthermore, from Corollary 21, we know that $|Y_{ek}| \leq 2^{n-l} + 2^n \cdot 3 \cdot r(\lambda) \cdot \frac{2}{q(\lambda)}$. Using that $\frac{q(\lambda)}{r(\lambda) \cdot 3} \in \Omega(\lambda)$, we obtain that

$$2^{n-O(\log(\lambda))} \leq |Y_{ek}| \leq 2^{n-l} + 2^n \cdot O(\log(\lambda))$$

Solving for $l$ yields

$$l \in O(\log(\lambda)).$$

More generally, if $q(\lambda)$ is superpolynomial, we can even bound the lossiness of LTF for a non-constant number of group elements in the image of $\text{LEv}$:

Corollary 23. A candidate lossy trapdoor function $\text{LTF} = (\text{LGen}, \text{LEv}, \text{LInv})$ with $q(\lambda)$-linearly independent evaluation keys where $\text{LEv}$ makes at most $r(\lambda)$ many group equality queries and $\text{LInv}$ makes at most $s(\lambda)$ many group equality queries. If $q(\lambda) \geq 7 \cdot r(\lambda) \cdot (s(\lambda) + 1)^k$, then we have for the lossiness $l$ of LTF

$$l \in O(k \log(\lambda)).$$

Proof. Let $ek$ be an injective evaluation key. Again, we deduce from Lemma 10

$$|Y_{ek}| \geq \frac{2^n}{(s(\lambda) + 1)^k}.$$
From Corollary 21, we have

$$|Y_{ek}| \leq 2^{n-l} + 2^n \cdot 3 \cdot r(\lambda) \cdot \frac{2}{q(\lambda)}.$$ 

So, we get in total

$$2^{n-l} + 2^n \cdot r(\lambda) \cdot \frac{6}{q(\lambda)} \geq \frac{2^n}{(s(\lambda) + 1)^k}.$$ 

Solving for $l$ gives us

$$-l \geq \log \left((s(\lambda) + 1)^{-k} - 6 \cdot r(\lambda)/q(\lambda)\right),$$

which is equivalent to

$$l \leq \log \left(q(\lambda) \cdot (s(\lambda) + 1)^k\right).$$

We can plug the inequality $q(\lambda) \geq 7 \cdot r(\lambda) \cdot (s(\lambda) + 1)^k$ and get

$$l \leq \log \left(q(\lambda) \cdot (s(\lambda) + 1)^k\right)$$

$$\leq \log \left(\frac{7 \cdot r(\lambda) \cdot (s(\lambda) + 1)^{2k}}{r(\lambda) \cdot (s(\lambda) + 1)^k}\right)$$

$$= \log \left(7 \cdot (s(\lambda) + 1)^k\right) \in O(k \cdot \log s(\lambda)).$$

If we consider for example LTFs with keys generated as in Definition 18 by polynomials of constant degree, then $q(\lambda)$ lies in $\Omega(p)$. If the number of group elements output by $\text{LEv}$ lies in $o(\log(p)/\log(\lambda))$, then it follows that the lossiness of LTF can only be by a logarithmic factor larger than the number of group elements outputted by $\text{LEv}$.

### 4.2 Statistical Binary Search

In order to generalize our result from the previous subsection to LTFs that do not have already linearly independent keys, we describe a search algorithm that allows to reduce the distribution of a secret element through running a minimal amount of tests. Looking forward, the secret element will be the exponent vector of the group elements in the evaluation key, and the tests will be group equality checks that check some linear equation over the exponent vector.

Concretely, our algorithm—that we denote by $S$—is in the following situation: An oracle $\mathcal{O}$, with which $S$ interacts, samples a secret element $x$ together with some information $\text{aux} \in \{0, 1\}^*$ according to a distribution $\mathcal{D}$. $S$ receives $\text{aux}$ and knows the distribution $\mathcal{D}$ and, additionally, is aware of a finite (but potentially large) set $T$ of tests resp. checks. $S$ can—multiple times—pick a test
$t \in T$ and query the oracle $O$ on it. $O$ will evaluate the test $t$ on $x$ and send the result $t(x) \in \{0, 1\}$ to $S$. While $S$ is computationally unbounded in principle, we are interested in keeping the number of tests run by $S$ low. We can imagine that each test performed on $x$ is assigned some fixed cost for $S$.

We categorize tests into ones that are meaningful and not meaningful with respect to a given distribution $\mathcal{D}$. Intuitively speaking, a meaningful test is one where the algorithm can learn a lot about $x$ because the probability that the test will pass on an element sampled from $\mathcal{D}$ is rather close to $\frac{1}{2}$. A not meaningful test on the other hand is one where the probability of passing for an element sampled from $\mathcal{D}$ is either very close to 0 or close to 1. More formally, we introduce a parameter $\varepsilon \in (0, 0.5]$ that specifies how close the probability needs to be to 0 or 1 in order for the test to be considered not meaningful, i.e. a test is meaningful w.r.t. the distribution $\mathcal{D}$ if

$$\Pr_{x' \sim \mathcal{D}} [t(x') = 1] \in [\varepsilon, 1 - \varepsilon]$$

and not meaningful otherwise.

We give a formal description of $S$ in Algorithm 1. The algorithm $S$ will not always be able to retrieve $x$, however, we show that if it is not able to retrieve $x$, it will at least be able to reduce the distribution of $x$—by a polynomial number of tests—down to a conditional distribution, on which all tests in $T$ are not meaningful any more.

In the following, for a distribution $\mathcal{D}$ over a set $X$ and an element $x \in X$, we will denote by $\mathcal{D}(x)$ the probability that $x$ gets sampled by $\mathcal{D}$, i.e.

$$\mathcal{D}(x) = \Pr_{x' \sim \mathcal{D}} [x = x'].$$ 

Further, for a non-empty subset $A \subset X$, we will denote by $\mathcal{D}|_A$ the conditional distribution of $\mathcal{D}$ on $A$, i.e. for $x \in X$ we set

$$\mathcal{D}|_A(x) := \begin{cases} \frac{\mathcal{D}(x)}{\sum_{x' \in A} \mathcal{D}(x')}, & \text{if } x \in A, \\ 0, & \text{if } x \notin A. \end{cases}$$

The idea of $S$ is to look for a test $t$ that is meaningful, i.e. the probability of $x$ passing $t$ is larger than $\varepsilon$, but smaller than $1 - \varepsilon$. As the adversary is unbounded outside of the test queries, it can compute the probabilities of tests passing without querying the oracle by iteratively sampling from $\mathcal{D}$ using all possible random coins and counting how often each test passes. If there is a meaningful test $t$, $S$ queries $O$ on $t$ and receives the bit $t(x)$. Consequently, it updates its knowledge about $x$: $S$ computes the conditional distribution $\mathcal{D} := \mathcal{D}|_{\{x' \in X \mid t(x') = t(x)\}}$.

This new distribution either has no more meaningful tests, in which case the algorithm terminates, or the algorithm can repeat this step with another test $t'$ that is meaningful w.r.t. $\mathcal{D}$. 
By repeating this procedure multiple times, \( S \) will finally be able to restrict the distribution of \( x \) to a distribution on which each test \( t \in T \) will pass with very high probability \( > 1 - \varepsilon \) or very low probability \( < \varepsilon \), i.e. there are no more meaningful tests left. We show that under some natural requirement on \( D \), \( S \) will always terminate after a polynomial number of iterations and thus also using only a polynomial number of test oracle queries (if \( \varepsilon = 1/\text{poly}(\lambda) \)).

**Algorithm 1:** Statistical Binary Search Algorithm \( S \)

**Input:** A distribution \( D \) over a set \( X \times \{0, 1\}^* \), a set \( T \) of tests \( t : X \rightarrow \{0, 1\} \), a control parameter \( \varepsilon \in (0, 0.5] \), an oracle \( O \) that samples secretly \((x, aux) \leftarrow D \) and answers queries \( t \in T \) with \( t(x) \).

**Output:** A subset \( A \subseteq X \).

1. Receive auxiliary information \( aux \) from \( O \)
2. Set \( i := 0 \)
3. Set \( D_0 := D_{|X \times \{aux\}} \)
4. Compute \( A_0 := \{x' \in X | D_0(x') > 0\} \)
5. while \( \exists t \in T : \Pr_{x' \leftarrow D} [t(x') = 1] \in [\varepsilon, 1 - \varepsilon] \) do
   6. Choose \( t_{i+1} \in T \) s.t. \( \Pr_{x' \leftarrow D} [t_{i+1}(x') = 1] \in [\varepsilon, 1 - \varepsilon] \)
   7. Query \( O \) on \( t_{i+1} \) and receive \( b_{i+1} := t_{i+1}(x) \)
   8. Compute \( A_{i+1} := \{x' \in A_i | t_{i+1}(x') = b_{i+1}\} \)
   9. Set \( D_{i+1} := D_{|A_{i+1}} \)
10. Increment \( i := i + 1 \)
11. end
12. Output \( A_i \).

We state and prove the formal guarantees of \( S \):

**Theorem 24.** Let \( D \) be a distribution over \( X \times \{0, 1\}^* \). Let \( T \) be a set of tests \( t : X \rightarrow \{0, 1\} \) and let \( \varepsilon \in (0, 0.5] \).

Let \( S \) be the algorithm from Algorithm 1.

1. If \( x \in X \) is the secret sampled by \( O \) together with the auxiliary data \( aux \) and if \( A \) is the output of \( S(D, T, \varepsilon, O) \), then \( x \) lies in \( A \). Further, we have for each test \( t \in T \)

\[
\Pr_{x' \leftarrow D_{|A \times \{aux\}}} [t(x') = 1] \notin [\varepsilon, 1 - \varepsilon]. \tag{4}
\]

2. If there is an \( \eta \in \mathbb{N} \) s.t. we have for each \( x \in X \) and \( aux \in \{0, 1\}^* \)

\[
D(x, aux) > 0 \implies D(x, aux) \geq 2^{-\eta}, \tag{5}
\]

then algorithm \( S \) on input \( D, T, \varepsilon, O \) terminates after a finite number of steps and makes at most

\[
\left\lceil \frac{-\eta}{\log(1 - \varepsilon)} \right\rceil \tag{6}
\]
calls of the oracle \( O \). If \( \varepsilon = 1/q \) for \( q \geq 2 \), we have \( -\eta/\log(1 - \varepsilon) \leq q \cdot \eta \).
Proof. It is easy to verify the first point. At the beginning of the algorithm $S$, $x$ lies in $A_0$. If in an iteration step $x$ lies in $A_i$ and $S$ receives the outcome $b_{i+1} = t_{i+1}(x)$ of a test $t_{i+1} \in T$, then $x$ must lie in $A_{i+1} = \{ x' \in A_i \mid t_{i+1}(x') = b_{i+1} \}$. Further, it is clear that $S$ can only terminate if there does not exist a test $t \in T$ s.t. the probability of $x$ passing test $t$ is interesting enough i.e. between $\varepsilon$ and $1 - \varepsilon$.

For the second point, we define the $i$-th mass for $i \geq 0$ by

$$m_i := \Pr_{x' \in \mathcal{D}_0} [x' \in A_i] = \sum_{x' \in A_i} \mathcal{D}(x').$$ (7)

Note that we have $1 = m_0 > m_1 > \ldots > 0$. The number $m_i$ measures how much of the original search space we started with remained after the $i$-th iteration. The reason why we consider the mass of $A_i$ instead of its count is that it may happen that $A_0$ contains exponentially many elements and each $A_{i+1}$ is only by one element smaller than $A_i$. We will give an example for such a distribution in Remark 25.

We claim that the mass needs to decrease exponentially. Let $b_{i+1} = t_{i+1}(x)$ be the response of $\mathcal{O}$ in the $(i+1)$-th iteration step. Note, that we have

$$\Pr_{x' \in \mathcal{D}_0} [t_{i+1}(x') = b_{i+1}] = \frac{\Pr_{x' \in \mathcal{D}_0} [t_{i+1}(x') = b_{i+1} \mid x' \in A_i]}{\Pr_{x' \in \mathcal{D}_0} [x' \in A_i]}$$ (8)

$$= \frac{\Pr_{x' \in \mathcal{D}_0} [t_{i+1}(x') = b_{i+1}, x' \in A_i]}{\Pr_{x' \in \mathcal{D}_0} [x' \in A_i]}$$ (9)

$$= \frac{\Pr_{x' \in \mathcal{D}_0} [x' \in A_{i+1}]}{\Pr_{x' \in \mathcal{D}_0} [x' \in A_i]} = \frac{m_{i+1}}{m_i}. \quad (10)$$

We know that $\Pr_{x' \in \mathcal{D}_0} [t_{i+1}(x') = b_{i+1}]$ must be bounded between $\varepsilon$ and $1 - \varepsilon$. It follows, $m_{i+1}/m_i \leq 1 - \varepsilon$ and, hence

$$m_i \leq (1 - \varepsilon)^i. \quad (11)$$

However, since the probability of the smallest possible outcome of $\mathcal{D}_0$ is at least $2^{-\eta}$, $m_i$ can never become smaller than $2^{-\eta}$. It follows that the maximum number $i$ of iterations $S$ can perform must be smaller than $\eta/(-\log(1 - \varepsilon))$. \hfill \Box

Remark 25. In Theorem 24, we really need that the smallest positive probability of $\mathcal{D}$ is larger than $2^{-\eta}$ for bounding the number of iterations of $S$. Consider, for example, the distribution $\mathcal{D}$ over the natural numbers $\{1, 2, \ldots\}$ that outputs 1 with probability $\frac{1}{2}$, 2 with probability $\frac{1}{4}$, 3 with probability $\frac{1}{8}$ etcetera.

If $T$ consists of tests $t$ of the form $t(x) = 1 \iff x \leq \alpha$ for some $\alpha$, then the runtime of $S$ may be arbitrarily high. In particular, for $x \in \{1, 2, \ldots\}$, the number of iterations of $S$ with $\varepsilon = 1/2$ will be exactly $x$.

Note, that this counter example also shows that we cannot prove Theorem 24 by only considering entropical inequalities. The entropy of the distribution $\mathcal{D}$ of the counter example here is low, however it is equal to the entropy of $\mathcal{D}_i(\{2,3,4,\ldots\})$. In general, it may happen that—after $S$ applies an iteration step—the entropy of $\mathcal{D}_{i+1}$ is higher than the entropy of $\mathcal{D}_i$. So, we really need to argue over the mass instead of the entropy.
4.3 Bounding the Lossiness of LTFs with Linearly Dependent Keys

We now use the strategy described in Section 4.2 to extend the results from Section 4.1 to general LTFs where the number of group elements in the output is small.

**Theorem 26.** Let $\text{LTF} = (\text{LGen, LEv, LInv})$ be a candidate $l$-lossy trapdoor function, where for any $(ek, \cdot) \xleftarrow{\$} \text{LGen}(1^\lambda, 1^n, \cdot)$, $\text{Image}(\text{LEv}(ek, \cdot)) \subset \{0, 1\}^l \times \mathbb{G}^g$. Denote by $Y_{ek} \subset \{0, 1\}^l$

$$Y_{ek} := \left\{ y \in \{0, 1\}^l \mid \exists \vec{h} \in \mathbb{G}^g : (y, \vec{h}) \in \text{Image}(\text{LEv}(ek, \cdot)) \right\}.$$

Let $r(\lambda)$ be an upper bound on the number of group equality checks that the algorithm $\text{LEv}$ makes. Let $q(\lambda) > 6r(\lambda)$ be a polynomial. If it holds that for all $(ek, ik) \in \text{Image}(\text{LGen}(1^\lambda, 1^n, 1))$ that $|Y_{ek}| > 2^{n-l} + 2^n \cdot 3 \cdot \frac{2r(\lambda)}{q(\lambda)}$ then there exists an adversary that is bounded to polynomially many group evaluation queries, but unbounded otherwise that breaks the indistinguishability of lossy and injective keys with advantage

$$\text{adv}^{\text{LIND}}_A(\lambda) = 1 - \frac{1}{3}.$$

**Proof overview.** We construct an adversary as follows: The adversary first applies the statistical binary search from Section 4.2 with the tests being group equality checks for linear equations that hold with a probability larger than $\frac{1}{2}$ and smaller than $\frac{1}{2}q(\lambda)$. This yields a new distribution over the evaluation keys conditioned on the results of the group equality checks. This distribution has at least one of the following properties.

- It is a distribution over only polynomially many options of keys. In this case, the adversary will iterate over the candidate keys and check which key it is. It can then use knowledge of all the discrete logarithms of the key to determine whether it is lossy or not.
- The distribution has a property equivalent to that of the linearly independent keys property. Thus, the adversary applies the same strategy as the adversary in Theorem 20 to estimate the size of the set $Y_{ek}$ for the key in question. It then uses this estimate to decide whether or not the key is lossy.

**Proof.** We describe the adversary’s strategy in more detail.

We define the distribution $\mathcal{D}_0$ samples vectors in $\mathbb{Z}_p^g$ as follows:

00 Draw random coins $c \xleftarrow{\$} \{0, 1\}$
01 Run $(ek, \cdot) := \text{LGen}(1^\lambda, 1^n, c)$
02 Parse $ek := (\vec{b}, \vec{e})$
03 If $\vec{b} \neq \vec{b}'$, go back to start
04 Otherwise extract the discrete logarithms $\vec{e}' := \text{dlog}(\vec{e}')$ from $\text{LGen}(1^\lambda, 1^n, c)$
05 Output $\vec{e}'$
We note that since we assume the algorithm LGen to be generic in the sense of Definition 1, anyone running this algorithm can extract the discrete logarithms of all group elements contained in the evaluation key, and in fact, the adversary can simulate the LGen algorithm without ever making a group oracle query to obtain the discrete logarithms of the keys.

In the first phase, the adversary runs group equality checks to narrow down the distribution from which the evaluation key it may have come from to one that either fulfills the linear independence property from Definition 17, or supports only polynomially many evaluation keys. Denote $\mathbf{ek} = (\mathbf{b}, \mathbf{e})$. The adversary computes the probabilities

$$pr_0(\mathbf{v}) = \Pr_{\mathbf{e} \in \mathcal{D}_0} \left[ e_0 + \sum_{i=1}^{\ell_g} e_i \cdot v_i = 0 \right]$$

for each $\mathbf{v} \in \mathbb{Z}^{\ell_g+1}_p$.

It then iteratively computes a new distribution $\mathcal{D}_1$ as follows: If $|\text{supp}(\mathcal{D}_{j-1})|$ is not polynomial in $\lambda$, and there exists $\mathbf{v}$ such that $pr_{j-1}(\mathbf{v}) := \Pr_{\mathbf{e} \in \mathcal{D}_{j-1}} \left[ \sum_{i=1}^{\ell_g} e_i \cdot v_i = 0 \right] \in \left[ \frac{1}{q(\lambda)} \cdot 1 - \frac{1}{q(\lambda)} \cdot 1 \right]$, then it picks a vector $\mathbf{v}$ with $pr_{j-1}(\mathbf{v}) \in \left[ \frac{1}{q(\lambda)} \cdot 1 - \frac{1}{q(\lambda)} \cdot 1 \right]$. It then queries the group equality oracle on $\prod_{i=1}^{\ell_g} e_i^v \equiv 1_G$. It computes the sets

$$A_j^+ := \left\{ \mathbf{e} \in \text{supp}(\mathcal{D}_{j-1}) \middle| \sum_{i=1}^{\ell_g} e_i \cdot \mathbf{v} = 0 \right\}$$

and

$$A_j^- := \left\{ \mathbf{e} \in \text{supp}(\mathcal{D}_{j-1}) \middle| \sum_{i=1}^{\ell_g} e_i \cdot \mathbf{v} \neq 0 \right\}.$$

It then computes the distribution $\mathcal{D}_j := \mathcal{D}_{j-1}|_{A_j^+}$ if the equality check returned true, and $\mathcal{D}_j := \mathcal{D}_{j-1}|_{A_j^-}$ if it returned false.

Once this iterative process stops, there are two possible scenarios for the adversary.

1. $|\text{supp}(\mathcal{D}_j)| < \text{poly}(\lambda)$ for a fixed polynomial poly. In this case, the adversary tests for each $\mathbf{e} \in \text{supp}(\mathcal{D}_j)$ whether $(g^{e_1}, \ldots, g^{e_{\ell_g}}) = \mathbf{e}$. This requires only polynomially many group operations and group equality checks as there are only polynomially many candidate keys at this point.

2. For each vector $\mathbf{v} \in \mathbb{Z}^{\ell_g}_p$, $pr_j(\mathbf{v}) \notin \left[ \frac{1}{q(\lambda)} \cdot 1 - \frac{1}{q(\lambda)} \cdot 1 \right]$. In this case, the adversary proceeds the same way as the adversary in Theorem 20. In this case, it succeeds with probability $1 - \frac{2}{n}$.

We analyse how many group operations this adversary makes. For any $(\mathbf{ek}, \cdot) \in \text{Image}(\text{LGen}(1^\lambda, 1^n, \cdot))$, with $\mathbf{ek} = (\mathbf{b}, \mathbf{e})$, $\Pr_{\mathbf{e} \in \mathcal{D}_0} \left[ (g^{e_1}, \ldots, g^{e_{\ell_g}}) = \mathbf{e} \right] \geq 2^{-\rho(\lambda)}$. 


where $\rho(\lambda)$ is an upper bound on the length of the random input the algorithm $LGen(1^\lambda, 1^n, \cdot)$ uses. In particular $\rho(\lambda)$ is polynomial in $\lambda$. We apply Theorem 24 with $\varepsilon = \frac{1}{4\sqrt{\lambda}}$, $\eta = \rho(\lambda)$ and obtain that the adversary makes at most
\[
\frac{-\rho(\lambda)}{\log(1 - \frac{1}{q(\lambda)})} \leq q(\lambda) \cdot \rho(\lambda)
\]
queries. For $q(\lambda)$ polynomial, this is polynomial.

\[\square\]

**Corollary 27.** Let $LTF = (LGen, LEv, LInv)$ be a lossy trapdoor function with a constant number $k$ of group elements in its output. Then, $LTF$ can at most be $l$-lossy for $l \in O(\log \lambda)$.

**Proof.** We set $q(\lambda) = 6\lambda \cdot r(\lambda)$.

We get that $|Y_{ek}| \leq 2^{n-l} + 2^n \cdot \frac{1}{2} = 2^{n-l} + 2^n - \log(\lambda)$.

Using Lemma 10, we furthermore obtain $|Y_{ek}| \geq 2^n - O(\log(\lambda))$ and thus
\[
2^n - O(\log(\lambda)) \leq |Y_{ek}| \leq 2^{n-l} + 2^n - \log(\lambda)
\]
Solving for $l$ yields $l \in O(\log(\lambda))$.

\[\square\]

## 5 Impossibility of LTFs with Group Elements as Input

In this section we consider LTFs that take group elements as inputs and output group elements as well. For LTFs where $LEv$ is restricted to generic group operations as in Definition 1, we show that they can lose only less than one group element worth of information, or none at all if $LEv$ makes no use of group equality checks.

**Definition 28 (LTFs with Group Elements as Input).** Let $LTF = (LGen, LEv, LInv)$ be a lossy trapdoor function that has the following input and output spaces:

- **LGen:** Takes as input a bitstring $1^\lambda$ corresponding to the security parameter, a bitstring $1^n$ corresponding to the input length, and a single bit $b$ indicating whether to generate a lossy key or an injective key pair. It outputs an evaluation key $ek$ consisting of bits $z_1, \ldots, z_{\ell b}$ and group elements $g_1, \ldots, g_{\ell g}$.

Without loss of generality, we consider inversion keys to be bitstrings (any group element inside the inversion key can also be expressed through its exponent to a fixed generator $g$).

- **LEv:** Takes as input an evaluation key $ek$ as above, and an input bitstring which is parsed as group elements $h_1, \ldots, h_n$. It outputs a group element string $y_1, \ldots, y_k$.

- **LInv:** Takes as input an inversion key $ik$ as above and a group element string $y_1, \ldots, y_k$ and outputs a string of group elements $h_1, \ldots, h_n$.

**Theorem 29.** Let $LTF$ be a lossy trapdoor function as in Definition 28 with perfect correctness where the $LEv$ algorithm makes at most $r(\lambda)$ many group equality queries. If $LTF$ is $l$-lossy for some integer $l > \log p - \log(p - \tau(\lambda))$, then lossy keys and injective keys can be distinguished by a probabilistic polynomial-time algorithm.

**Proof.**
Evaluation algorithm with no equality queries. As a warm-up, we prove the result on a restricted class of evaluation algorithms $\text{LEv}$, which are limited to making no equality queries. In this case, as $\text{LEv}$ is generic in the sense of Definition 1, it can only apply the group operation polynomially many times to compute the output group elements. Thus, for each position $j \in k$ in the output, there is a vector $\vec{v}_j \in \mathbb{Z}_p^{\ell_g}$ and a vector $\vec{w}_j \in \mathbb{Z}_p^n$ along with a scalar $u_j$ such that for input $\mathbf{h}_1, \ldots, \mathbf{h}_n$ and evaluation key group elements $\mathbf{g}_1, \ldots, \mathbf{g}_{\ell_g}$, the output $y_j$ is computed as:

$$y_j := \mathbf{g}^{u_j} \prod_{i=1}^{\ell_g} \mathbf{g}_{ij}^{v_{ij}} \cdot \prod_{i=1}^{n} \mathbf{h}_i^{w_{ij}}.$$ 

Note that the vectors $\vec{v}_j$ and $\vec{w}_j$ may be derived from the bits in the evaluation key through bit operations, but as we assume the algorithm makes no equality checks, they can be computed without making any group queries. We describe how to distinguish injective from lossy keys in this case. The vectors $\vec{w}_j$ give rise to a matrix $W$ and the evaluation function can be seen as doing a matrix multiplication of $(\mathbf{h}_1, \ldots, \mathbf{h}_n)$ with $W$ in the exponent and then multiplying component-wise with the vector $(\mathbf{g}^{u_1} \prod_{i=1}^{\ell_g} \mathbf{g}_{i1}^{v_{i1}}, \ldots, \mathbf{g}^{u_n} \prod_{i=1}^{\ell_g} \mathbf{g}_{in}^{v_{in}})$. This operation is injective if and only if $W$ has full rank so it suffices to check for this to distinguish lossy from non-lossy keys.

Evaluation algorithm with equality queries. We now turn to the general case where the evaluation algorithm may make equality check queries as well. Our goal is to compute the matrix $W$ again. However, the entries of the matrix $W$ may depend on the output of group equality checks. We describe a “simulated” version of the algorithm $\text{LEv}$ that will yield an “approximate” matrix $\tilde{W}$. This simulated version of $\text{LEv}$ replaces some of the group equality checks with estimations. We distinguish two types of group equality checks that can occur during a run of $\text{LEv}$. As in the previous sections, we note that group equality checks boil down to checking a linear equation in the exponents.

1. The linear equation contains only group elements $\mathbf{g}_1, \ldots, \mathbf{g}_{\ell_g}$ with non-zero coefficients. In this case, the outcome of the equation is completely derived from the evaluation key. Our simulated variant of $\text{LEv}$ makes the according equality check query to the real group oracle.

2. The linear equation contains also group elements $\mathbf{h}_1, \ldots, \mathbf{h}_n$ with non-zero coefficients. In this case, the simulated version of $\text{LEv}$ assumes that the group equality check oracle returns 0.

Using the above simulation combined with the technique for the case with no equality checks, we obtain the approximate matrix $\tilde{W}$ along with values $\tilde{u}_j$ and vectors $\tilde{\vec{v}}_j$. We note that by construction, these values are independent of the input. We want to argue however, that for a large fraction of the input, these values model the evaluation correctly (namely the set of input vectors for which every equality check from the run of $\text{LEv}(\mathbf{ek}, \cdot)$ returns 0 is large).
Denote by
\[ H := \left\{ \vec{h} \in \mathbb{G}^n \mid \text{LEv}(ek, \vec{h}) \neq \vec{h} \circ \left( g^{u_1}_v \prod_{i=1}^{\ell_g} g_{v_i}^{e_i}, \ldots, g^{u_k}_v \prod_{i=1}^{\ell_g} g_{v_i}^{e_i} \right) \right\} \]
the set of possible inputs for which the simulated evaluation deviates from the real evaluation where by \( \circ \) we denote the component-wise product. We want to argue that \(|H| \leq r(\lambda) \cdot p^{n-1}\) where \(r(\lambda)\) is an upper bound on the number of group equality checks that \(\text{LEv}\) makes. We note that each linear equality check as in the second item checks for membership of \(\vec{h}\) in a subspace of dimension at most \(n-1\). This subspace contains \(\leq p^{n-1}\) many input vectors. Therefore, each equality check can add at most \(\leq p^{n-1}\) “deviating” input vectors to \(H\). As the algorithm is performed as if each equality check of the second type returned 0, it makes at most \(r(\lambda)\) many equality checks (we do not perform equality checks that would occur in other “branches” of the algorithm that can only be reached if an equality check returned 1).

As each such equality check only covers a subspace of size at most \(p^{n-1}\), the union of all these subspaces is of size at most \(r(\lambda) \cdot p^{n-1}\).

Therefore, the set of “deviating” input vectors \(H\) has size at most \(H \leq p^{n-1} \cdot r(\lambda)\). Thus, if the matrix \(\tilde{W}\) is of full rank, the function evaluates injectively on all but \(r(\lambda) \cdot p^{n-1}\) possible input values.

This means that if lossy and injective keys are indistinguishable, the function can have a lossiness of at most
\[ l \leq \log p - \log(p - r(\lambda)) \]
in terms of bits where we consider that the LTF maps from a space of size \(2^{\log(p) \cdot n}\) to one of size \(2^{\log(p) \cdot n-l}\). The lossiness in terms of group elements can be expressed as \(l' \leq 1 - \log_p(p - r(\lambda))\) where we consider that the LTF maps from a space of size \(p^n\) to one of size \(p^{n-l'}\).

\[\square\]

6 The LTF of Döttling, Garg, Ishai, Malavolta, Mour and Ostrovsky

In this section, we recall the LTF by [12]. As this LTF is a modular construction, it will be helpful to unroll it here for easier understanding. The construction steps in the original work are the following.

- Construct a trapdoor hash function (TDH) that takes bitstrings as inputs and outputs group elements. A TDH allows the key generator to generate encoding keys (along with trapdoors). Using an encoding key, the evaluator of the TDH then can create a “hint” that allows the key generator to retrieve a single bit of the input using the trapdoor. Which bit is retrieved depends on the trapdoor, and is not known to the evaluator. This TDH needs one group element per bit as a “hint” to decode the bit.
Compactify the “hinting” group elements $e_j$ into bits $e_j$ using a distance function $\text{Dist}$. This distance function uses the representation of a group element interpreted as a bit string and thus cannot be efficiently computed in a generic group model as in Definition 1.

Construct weak string OT from trapdoor hash functions by applying the TDH to the concatenation of the two strings and creating hints, where the encoding keys either allow to retrieve the first message or the second. Weak string OT allows for some correctness error.

As the distance function from above introduced an error, apply an error correcting code to input before hashing and after retrieving the bits to obtain string OT from weak string OT.

Finally, construct an LTF as follows: Generate the first message of string OT, where if the setup is injective, request to see the first secret, otherwise the second. Fix a second secret. The evaluation key consists of the first message of string OT along with the fixed second secret. When evaluating the LTF, generate the second OT message where the first secret is the input, and the second secret is the previously fixed secret from the eval key. To invert, use the internal state of the OT receiver to retrieve the first secret, i.e. the input to the LTF. If the LTF is in lossy mode, this would only allow to retrieve the second (fixed) secret.

Concretely, the LTF uses the following ingredients:

- A group $G$ where the DDH problem is hard.
- A PRF $\text{PRF}$ with input space $G$ and output space $\{0, 1\}^\lceil \log(2^\lambda) \rceil$
- An error correcting code $\text{Code} = (\text{C.Enc}, \text{C.Dec})$ with rate $1 - \frac{1}{\lambda}$. Denote by $m(n)$ the length of codewords of $\text{Code}$ when plaintexts have length $n$.

We first recall the distance function $\text{Dist}$ (borrowed from [9]) for an input group element $x$, a step width $y$, and a PRF key $K$ (see Fig. 2). (We plugged in the parameter choices from the original work, namely input range $M = 1$ and error probability $\delta = \frac{1}{\lambda}$). [12] use the following property of the distance function.

```
Dist_K,y(x) 06 i := 0
07 while i \leq \lceil 2 \log_e(2^\lambda) \rceil \cdot \lambda
08 if \text{PRF}_K(x \cdot y^i) = 0^{\lceil \log(2^\lambda) \rceil}
09 output LSB(i)
10 else
11 i := i + 1.
12 output LSB(i).
```

Fig. 2: The distance function from [9] with the values $M = 1$ and $\delta = \frac{1}{\lambda}$ plugged in.
We can now describe the LTF over input strings of length $\lambda < p$, let $y \in G$, and let PRF be a pseudo-random function. Then for any $x \in G$ it holds that

$$\Pr[K][\text{Dist}_{K,y}(x) \oplus \text{Dist}_{K,y}(xy) = 1] \geq 1 - \frac{1}{\lambda}$$

We can now describe the LTF over input strings of length $n$.

**Proposition 30 (Proposition 3.2 in [9]).** Let $G$ be a multiplicative cyclic group of prime order $p$ with $[2\log_2(2\lambda)] \cdot \lambda < p$, let $y \in G$, and let PRF be a pseudo-random function. Then for any $x \in G$ it holds that

$$\Pr[K][\text{Dist}_{K,y}(x) \oplus \text{Dist}_{K,y}(xy) = 1] \geq 1 - \frac{1}{\lambda}$$

Let $G_{\text{Gen}}(1^\lambda, 1^n, b)$: Sample a matrix $A = \left( \mathbf{g}_{1,0} \cdots \mathbf{g}_{2m(n),0}, \mathbf{g}_{1,1} \cdots \mathbf{g}_{2m(n),1} \right)$.

For $j = 1, \ldots, m(n)$, sample a pair $s_j, t_j \leftarrow Z_p$. Set $B_j = \left( \mathbf{g}_{1,0}^{s_j} \cdots \mathbf{g}_{2m(n),0}^{s_j}, \mathbf{g}_{1,1}^{s_j} \cdots \mathbf{g}_{2m(n),1}^{s_j} \right)$.

If $b = 1$, replace the entry $\mathbf{g}_{j,1}$ in $B_j$ by $\mathbf{g}_{1,1}^{s_j} \cdot \mathbf{g}_{j,1}^{t_j}$. If $b = 0$, replace the entry $\mathbf{g}_{m(n)+j,1}$ by $\mathbf{g}_{m(n)+j,1}^{s_j} \cdot \mathbf{g}_{j,1}^{t_j}$. Sample a value $\rho \leftarrow \{0, 1\}^{s_j}$ and a PRF key $K$. Set $\mathbf{e}_k = (A, B_1, \ldots, B_m(n), \mathbf{g}_{1,1}^{s_1}, \ldots, \mathbf{g}_{m(n),1}^{s_1}, \rho, K)$ and (if $b = 1$) $\mathbf{i}_k = ((s_j, t_j))_{j=1}^{m(n)}(k)$.

**LInv(ek, x):** Parse the evaluation key $\mathbf{e}_k$ as above. Then compute $x' := C.\text{Enc}(x)$ and $\rho' := C.\text{Enc}(\rho)$. Compute

$$h := \prod_{i=1}^{m(n)} a_i x'[i] \cdot \prod_{i=1}^{2m(n)} a_i + m(n), \rho'[i]$$

and for $j = 1, \ldots, m(n)$

$$e_j := \text{Dist}_{K, \mathbf{g}_{j,1}} \left( \prod_{i=1}^{m(n)} b_{j,i} x'[i] \cdot \prod_{i=1}^{m(n)} b_{j,i} + m(n), \rho'[i] \right).$$

Output $(h, e_1, \ldots, e_{m(n)})$.

**LInv(ik, (h, e_1, \ldots, e_{m(n)})):** Parse $\mathbf{i}_k$ as above. For $j = 1, \ldots, m(n)$ compute

$$e_{j,0} := \text{Dist}_{K, \mathbf{g}_{j,1}} (h^{s_j})$$

and

$$e_{j,1} := \text{Dist}_{K, \mathbf{g}_{j,1}} (h^{s_j} \mathbf{g}_{j,1}^{r_j}).$$

If $e_j = e_{j,0}$ set $x''[j] := 0$ and if $e_j = e_{j,1}$, set $x''[j] := 1$.

Output $x := C.\text{Dec}(x'')$.

**Remark 31 (Coverage by our Model).** The LTF of [12] cannot be formalized in our model (i.e., within the constraints of Definition 1) as it applies a PRF to group elements to shorten the output. In particular, our results contrast rather than contradict the results from [12], and reveal an interesting difference between Maurer’s and Shoup’s variants of generic groups. (Our GGM formalization is essentially Maurer’s [20], while Shoup’s formalization [25] would seem to allow to formalize the LTF of [12].)
Remark 32 (Probabilistic LTFs). As an aside, we note that in [12], the LTF evaluation is in fact probabilistic, as it chooses a random exponent \( r \) and multiplies \( h \) by \( g^r \) and applies the equivalent multiplication by \( g^s \cdot r \) when computing the \( e_j \). This leads to a non-standard variant of LTFs, and is a result of the modular construction. (It seems possible to convert this type of LTF into an ordinary LTF, although this also seems to imply a reduction in lossiness.)
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