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Abstract. Selective opening (SO) security is a security notion for public-key encryption schemes that captures security against adaptive corruptions of senders. SO security comes in chosen-plaintext (SO-CPA) and chosen-ciphertext (SO-CCA) variants, neither of which is implied by standard security notions like IND-CPA or IND-CCA security.

In this paper, we present the first SO-CCA secure encryption scheme that combines the following two properties: (1) it has a constant ciphertext expansion (i.e., ciphertexts are only larger than plaintexts by a constant factor), and (2) its security can be proven from a standard assumption. Previously, the only known SO-CCA secure encryption scheme achieving (1) was built from an ad-hoc assumption in the RSA regime. Our construction builds upon LWE, and in particular on a new and surprisingly simple construction of compact lossy trapdoor functions (LTfs). Our LTF can be converted into an “all-but-many LTF” (or ABM-LTF), which is known to be sufficient to obtain SO-CCA security. Along the way, we fix a technical problem in that previous ABM-LTF-based construction of SO-CCA security.

1 Introduction

Selective opening security. Selective opening (SO) security [19, 5] is a security notion for public-key encryption that models adaptive corruptions of senders. For instance, consider a scenario in which a number of small devices send data (such as measurements) to a single receiver. Each device encrypts its messages using the public key of the receiver. However, each single sending device can be also corrupted, in which case an adversary may learn its complete internal state.

More abstractly, SO security considers a scenario in which an adversary gets a number of ciphertexts (for messages jointly chosen from an adversarially chosen message distribution), and can then ask for openings of a subset of those ciphertexts. Here, an opening yields both the encrypted messages and the used encryption random coins. After providing these openings, we require that the

* This work was partially supported by ERC Project PREP-CRYPTO 724307.
unopened ciphertexts remain secure, in the sense that the adversary does not obtain any information about the corresponding unopened messages that does not follow from the opened messages. This latter property is somewhat tedious to formalize, and several concrete SOC security notions have been proposed in the literature; see [9] for an overview.

The hardness of obtaining SOC security. Curiously, SOC security does not follow from standard security notions such as semantic security [4,35,34]. Indeed, while there are a number of constructions of SOC-secure schemes (e.g., [6,20,7,27,32,36,22,33,12,38]), the most efficient of those schemes are still considerably less efficient than state-of-the-art IND-CCA-secure encryption schemes. To be more precise: when aiming at SOC security against chosen-ciphertext attacks (i.e., SOC-CCA security), then all of the known constructions except the one from [32] suffer from large ciphertexts with a super-constant ciphertext/message size ratio. The only exception, [32], is tied to the RSA regime, and relies on an ad-hoc and non-standard assumption.

Our goal. Our goal in this work will be to provide an SOC-CCA secure public-key encryption scheme with compact ciphertexts (i.e., with a constant ciphertext/message size ratio) from the LWE assumption. Obviously, more compact ciphertexts are always desirable, but in a setting like the SOC application sketched above (with many small devices sending data to a base station), keeping transmitted messages compact seems particularly desirable. To achieve our goal, we will follow the high-level approach of [32,38], and construct an SOC-CCA secure scheme from a variant of lossy trapdoor functions.

Lossy trapdoor functions. A lossy trapdoor function (LTF [45]), is a family of functions $f_{ek}$ parameterized by an evaluation key $ek$, and such that the following holds:

- If $ek$ is chosen using an “injective key generation algorithm” LTF.IGen, then $f_{ek}$ is invertible using a trapdoor also output by LTF.IGen alongside $ek$.
- But if $ek$ is chosen using a “lossy key generation algorithm” LTF.LGen (that does not output any trapdoors alongside $ek$), then $f_{ek}$ is highly non-injective.
- The keys $ek$ output by LTF.IGen are computationally indistinguishable from those output by LTF.LGen.

This indistinguishability of injective and lossy keys $ek$ already implies onewayness of the function $f_{ek}$, and hence LTFs imply trapdoor one-way functions (TD-OWFs). In particular, all applications of TD-OWFs are also applications of LTFs. However, from a theoretical perspective, LTFs seem to be more powerful

---

1 Specifically, [32] assumes in a very strong sense that the Paillier encryption scheme is not multiplicatively homomorphic.
objects than TD-OWFs as LTFs imply collision-resistant hash functions which is not known to be implied (in a black-box way) from TD-OWFs.

From a practical perspective, LTFs are also a convenient way to obtain lossy encryption [44, 5], deterministic encryption [10], or chosen-ciphertext-secure encryption [45, 11], possibly secure even against selective openings [32]. There are also several concrete constructions of LTFs from number-theoretic assumptions, including from Decisional Diffie-Hellman [45] (or related group-based assumptions [21]), the Decisional Composite Residuosity (DCR) assumption [21] (or other RSA-related assumptions [21, 37, 28, 8, 3]), and even from the Learning With Errors (LWE) assumption [45, 6, 1, 12, 38, 18].

Properties of LTFs. There are two particularly interesting quantitative properties of an LTF in view of our SO application: its expansion, and its lossiness. To explain these attributes of an LTF, let us simplify things a bit and assume that inputs and outputs of $f_{ek}$ are bits, i.e., we have $f_{ek} : \{0, 1\}^\nu \rightarrow \{0, 1\}^\mu$. Then we may call the fraction $\chi = \mu/\nu$ the (multiplicative) “expansion” of the LTF. Of course, $\chi \geq 1$ because at least with injective keys, $f_{ek}$ is injective.

We may also define the “lossiness” of $f_{ek}$ for lossy keys $ek$ as $\ell = \nu - \log_2 |IG|$, where $IG := f_{ek}(\{0, 1\}^\nu)$ is the actual image of the function. Intuitively, $\ell$ denotes the average number of input bits that are lost by evaluating $f_{ek}$ with a lossy key. We can also define the “relative lossiness” of $f_{ek}$ as $L = \ell/\nu$. In view of applications, of course a larger (relative) lossiness, and a smaller expansion are desirable. For instance, in encryption applications, typically $y := f_{ek}(x)$ (for a random $x$) is part of the ciphertext, and entropy from $x$ is used to hide a message to be encrypted. Hence, the ciphertext grows with $|y| = \mu$ (and thus with $\chi$), and generally a larger $\ell$ means more entropy in $x$ (when $ek$ is lossy), and thus a larger potential message.

Achieving large (relative) lossiness with a small expansion seems to be difficult. With one exception, all known group-based LTFs [45, 21] process the preimage in a bitwise fashion (which results in large outputs). The one exception is the group-based LTF from [18], which achieves large lossiness and optimal expansion asymptotically, but uses several abstractions and is comparatively involved to evaluate. Known lattice-based LTFs either also process their input bitwise [45], suffer from a relatively small relative lossiness [6, 1, 12, 38], or are again comparatively complex to evaluate [18].

The situation in the RSA regime is somewhat brighter: some RSA-based LTFs achieve a constant relative lossiness and a constant expansion simultaneously.

2 Of course, in many encryption applications, hybrid encryption is possible, and thus $x$ only needs to have enough entropy (even given $y$) that a symmetric encryption key can be extracted. However, in certain applications like selective-opening security, hybrid encryption does not seem to be useful, and thus a larger lossiness leads to larger messages.

3 We note that while this may seem promising, it is also not possible to boost relative lossiness generically, e.g., by repetition [16].

4 It is not easy to give a more quantitative comparison, since all mentioned LTF constructions offer tradeoffs regarding efficiency, relative lossiness, and compactness.
It also seems hard to construct RSA-based LTFs with additional properties, and in particular “all-but-many LTFs” (ABM-LTFs \[32\] \[12\] \[38\]). Such ABM-LTFs are particularly useful to obtain selective-opening security. However, the only ABM-LTF construction in the RSA regime \[32\] relies on an ad-hoc and nonstandard assumption related to the absence of multiplicative homomorphisms in the Paillier encryption scheme \[42\].

**Our contribution.** To obtain our goal of compact SO-CCA secure encryption, we first construct a conceptually extremely simple LTF from LWE that achieves both constant relative lossiness (arbitrarily close to \(\frac{1}{2}\)) and a constant expansion. Building on ideas from \[12\] \[38\], we also extend our LTF to an ABM-LTF. We use this ABM-LTF to construct a public-key encryption scheme that combines the following properties:

- it is chosen-ciphertext selective-opening secure,
- it has a constant ciphertext expansion (i.e., ciphertexts are larger than plaintexts only by a constant factor),
- its security is based on a standard assumption (in this case: LWE).

We stress that our main claim regarding this ABM-LTF is conceptual simplicity and efficiency. Indeed, while it seems plausible that existing works (such as \[13\] \[23\], when combined with \[12\] \[38\]) yield an asymptotically similar result, our construction is simple and efficient.

1.1 Technical overview

In this section, we will give more details on our ideas and techniques, and in particular on the application of our LTF on selective-opening secure encryption.

**Starting point: LWE trapdoors.** Assume a modulus \(q \in \mathbb{Z}\), dimensions \(n, m \in \mathbb{N}\) with \(m \gg n\), and a uniformly distributed matrix \(A \in \mathbb{Z}^{m \times n}_q\). Let \(D \subset \mathbb{Z}_q\) be a set of short “noise values”, i.e., of values \(e \in \mathbb{Z}_q\) with \(|e| \ll q\). The function \(g_A\) with

\[
g_A(s, e) = As + e
\]

(for \(s \in \mathbb{Z}_q^n\) and short \(e \in D^m\)) is injective with high probability over the choice of \(A\). In fact, \(g_A\) is efficiently invertible with a suitable trapdoor \(\tau_A\) that can be generated alongside \(A\), e.g., as in \[40\].

It has been noted before that, for suitable choices of \(q, n, m\), and “shortness” of vectors, the function \(g_A\) above is already a lossy trapdoor function \[43\] \[6\] \[1\] \[38\]. Indeed, setting up \(A' = BD + E\) for “very flat” \(D \in \mathbb{Z}^{k \times n}_q\) with \(k \ll n\) and short

\[\text{It would seem promising to construct LTFs and ABM-LTFs from suitable homomorphic encryption schemes, and in particular from “Rate-1 FHE schemes” \[13\] \[23\], using the blueprint of \[29\] and \[12\] \[38\]. This may indeed lead to asymptotically compact LTFs and ABM-LTFs with large lossiness, but the corresponding constructions have an involved evaluation procedure and will require large inputs to play out their asymptotic properties.}\]
**Compact Lossy Trapdoor Functions**

$E \in \mathbb{D}^{n \times m}$ leads to a highly non-injective $g_{A}$ [25]. The corresponding matrices $A'$ are computationally indistinguishable from uniformly random $A$ under the LWE assumption and can hence be used as lossy keys.

Unfortunately, since $m \gg n$, this $g_{A}$ has large images $g_{A}(s, e) \in \mathbb{Z}_{q}^{m}$ for relatively small preimages $(s, e) \in \mathbb{Z}_{q}^{n} \times \mathbb{D}^{m}$, and thus a large expansion of around $\log_{2} q$ for typical parameters. This is particularly problematic in settings in which $q$ is large (i.e., superpolynomial), e.g., [38].

**Our basic lossy trapdoor function.** We first borrow an idea that has been used in the context of dual-mode commitments [16] (and later found use also in lossy encryption schemes [44, 27]). In a nutshell, we can convert any publicly re-randomizable encryption scheme $(\text{Gen, Enc, Dec})$ into a lossy commitment or encryption scheme as follows. The public key is $pk = (c_{0} = \text{Enc}(0), c_{1} = \text{Enc}(1))$, and to encrypt a message $b \in \{0, 1\}$, we simply output a re-randomized version of $c_{b}$. This yields a fresh encryption of $b$, which Dec can decrypt as usual.

Lossy (public) keys are of the form $pk' = (c_{0} = \text{Enc}(0), c_{1} = \text{Enc}(0))$, such that encryptions are always fresh 0-encryptions.

This trick easily scales to larger message spaces when assuming (additively) homomorphic encryption. For instance, we can publish $pk = c_{1} = \text{Enc}(1)$ and compute a fresh encryption of any $M$ homomorphically (as a re-randomized version of $M \cdot c_{1}$). In our setting, we can implement the encryption scheme $(\text{Gen, Enc, Dec})$ with a dual version of Regev’s encryption (as done in [44]), and omit the final re-randomization step. This yields a deterministic encryption scheme, which we can immediately interpret as a lossy trapdoor function.

After resolving a few technical obstacles, we obtain the following scheme. Injective keys are of the form

$$ek = C = AS + E + G$$

for suitably-sized uniform $A$, short $E$, and the “gadget matrix” $G$ from [40]. For this overview, it is only important that $G$ allows for an efficiently computable “bit decomposition” operation $G^{-1} : \mathbb{Z}_{q}^{m} \rightarrow \{0, 1\}^{m[\log_{2} q]}$ that satisfies $G \cdot G^{-1}(z) = z$ for all $z$.

It is tempting to rely on $e$ (and not $s$) as a means to transport information. In particular, making $D$ larger improves expansion (since preimages carry more information). However, at least with the arguments above, we can only argue that information about $s$ (not $e$) is lost in lossy mode, i.e., with $A' = BD + E$. Hence, making $D$ larger improves expansion, but at the same time hurts (relative) lossiness.

This is similar to [29], who interpret lossy encryption schemes as lossy trapdoor functions (by deriving encryption random coins deterministically from the encrypted message). Our setting is considerably simpler, however, since our final encryption scheme is deterministic.

For instance, in (dual) Regev encryption, noise terms in ciphertexts grow with homomorphic computations. This is a problem with large factors $M$ as above, but can be avoided by the use of a “gadget matrix” [40]. Furthermore, we are using a more economic, “batched” version of (dual) Regev encryption as with [2].
This \( C \) can be viewed as an economic dual-Regev encryption of \( G \). In this context, it is also helpful to point out that \( S \) will be a “very flat” matrix (with many more columns than rows). Together with the fact that \( E \) is short (i.e., has a small norm), this means that the encryption randomness in this encryption is much smaller (in, say, overall bitsize) than the encrypted message. In the upcoming lossiness analysis, this will be crucial and enable an argument similar to the one in [29].

In order to evaluate the resulting LTF \( g_{ek} \) on an input \( x \), we encode \( x \) as \( \tilde{x} = \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix} \) for a suitable constant \( c \) and then simply compute

\[
g_{ek}(x) = C \cdot G^{-1}(\tilde{x}) = A (S \cdot G^{-1}(\tilde{x})) + E \cdot G^{-1}(\tilde{x}) + \tilde{x}.
\]

This is an economic dual-Regev encryption of \( x \) from which \( x \) can be retrieved using a decryption key (that incorporates trapdoor information about \( A \)). This evaluation can also be viewed as a variant of the LWE-based LTF from [45], however with a different encoding \( \tilde{x} \) of inputs. This encoding, along with its “flattening” \( G^{-1}(\tilde{x}) \), essentially allows to use a [45]-like evaluation strategy on non-short input vectors \( x \) while containing noise growth.

Lossy keys, however, are of the form

\[
e_{k'} = C' = A S + E,
\]

and their indistinguishability from injective keys readily follows from LWE. When evaluating \( g_{ek'} \) with such lossy keys \( e_{k'} \), we obtain

\[
g_{ek'}(x) = C \cdot G^{-1}(\tilde{x}) = A (S \cdot G^{-1}(\tilde{x})) + E \cdot G^{-1}(\tilde{x}),
\]

which leaks information about \( x \) only through the terms \( S \cdot G^{-1}(\tilde{x}) \) and \( E \cdot G^{-1}(\tilde{x}) \). But the former of these terms will be a vector that has much fewer entries than \( x \) (due to the “very flat” nature of \( S \)), and the latter term is a small-norm vector. A careful analysis (in Section 3 and Appendix B) will indeed show that any constant relative lossiness \( L < 1 \) (with constant expansion) can be achieved by setting \( q, n, m \) up as suitable polynomials in the security parameter. Larger values of \( q \) enable a relative lossiness even closer to 1 (see Appendix B for details), which also implies quantitative improvements for certain LTF applications (see [46]).

**Extension to all-but-many lossy trapdoor functions.** We will now sketch how to use methods from [12, 38] to convert our LTF into an “all-but-many LTF” (ABM-LTF). In a nutshell, ABM-LTFs are tagged LTFs (i.e., LTFs in which evaluation also takes as input a tag \( t \)) that are lossy or injective depending on that tag. It should be hard to generate lossy tags without a trapdoor, while it should be easy to publicly sample injective tags\(^9\).

\(^9\) Moreover, random tags should be injective with high probability, and it should even be possible to explain any tag (injective or not) as having been randomly sampled.
Tags will be of the form $t = (t_c, t_a)$ with a core part $t_c$ and an auxiliary part $t_a$, and will be lossy if and only if $t_c = F_K(t_a)$ for a pseudorandom function (PRF) $F$ with a key $K = (K_i)_{i=1}^λ \in \{0, 1\}^λ$ that is encrypted (bit-wise) in the LTF overall key. More specifically, our ABM-LTF evaluation key will be of the form

$$ek = (C_i)_{i=1}^λ = (AS_i + E_i + K_i \cdot G)_{i=1}^λ,$$

i.e., consist of bit-wise encryptions (with independent $S_i, E_i$) of the bits of $K$. We have chosen to encrypt the $K_i$ in this wasteful fashion to enable fully homomorphic computations with the $K_i$. In fact, these encryptions can be viewed as ciphertexts of the "dual GSW" fully homomorphic encryption scheme \[24, 39\]. Hence, we can publicly derive ciphertexts that encrypt the result of the binary "test" function $T(K, t)$ with $T(K, (t_c, t_a)) = 0$ if and only if $t_c = F_K(t_a)$ (and $T(K, (t_c, t_a)) = 1$ otherwise).

To evaluate this ABM-LTF on a tag $t = (t_c, t_a)$ and input $x$, we first (deterministically, using fully homomorphic operations) compute a ciphertext $C_t = AS_t + E_t + T(K, t) \cdot G$ and then evaluate $g_{ek,t}(x) = C_t \cdot G^{-1}(\tilde{x})$ for $\tilde{x} = \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix}$, as with our LTF. Observe that random tags $(t_c, t_a)$ lead to injective LTF keys, and lossy tags (of the form $(F_K(t_a), t_a)$) can be generated using the PRF key $K$ as trapdoor.

We provide full details in Section 4.

**Achieving selective-opening security.** Plugging both our LTF and ABM-LTF above in the construction of \[32\], however, yields the first SO-CCA secure encryption scheme with constant ciphertext expansion. We provide a full analysis in Section 5. Since the lossiness of our ABM-LTF is significantly larger than that of the (similarly LWE-based) ABM-LTFs from \[12, 38\], we end up with a conceptually simpler encryption scheme.\[^{10}\] As a side note, we also identify and fix a minor problem in the original SO-CCA security proof of \[32\] (which is also inherited by \[12, 38\]) along the way, see Section 5 “Mending a gap in \[32\].” We admit that while the resulting scheme significantly improves in efficiency upon \[12, 38\], it is still not overly practical. Like \[12, 38\], we rely on FHE computations, and the resulting ciphertext expansion is constant but still considerably larger than the (moderate) expansion of the involved LTF and ABM-LTF (see Appendix B for a detailed and more quantitative discussion). However, we also believe that our ideas may open the door to further improvements, e.g., for more efficient transformations from LTFs to ABM-LTFs.

\[^{10}\] For instance, the treatment of leakage through noise terms in \[38\] is quite involved, which causes also a more complex construction. In our case, the involved error terms leak little information (relative to the ABM-LTF input), and we can afford a simpler construction and analysis.
2 Preliminaries

2.1 Notation

We denote by $x \xleftarrow{\text{D}}$ for a distribution $\mathcal{D}$ that $x$ is sampled at random according to $\mathcal{D}$. For a set $X$ we denote by $x \xleftarrow{\text{X}}$ that $x$ is sampled uniformly at random from $X$. We denote by $x := y$ that $x$ is deterministically assigned the value $y$.

For a vector $x = (x_1, \ldots, x_n) \in \mathbb{Z}^n$ and $c \geq 0$, we use the following notation:

$$x \text{ div } c := \left(\left\lfloor \frac{x_1}{c} \right\rfloor, \ldots, \left\lfloor \frac{x_n}{c} \right\rfloor \right),$$

where $\left\lfloor \frac{x_i}{c} \right\rfloor := \left\lfloor \frac{x_i}{c} + \frac{1}{2} \right\rfloor$.

**Definition 1 (Infinity-Norm).** Let $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$ and $A \in \mathbb{R}^{m \times n}$. The **infinity-norm** of $x$ is given by $||x||_{\infty} := \max_{i \in [n]} |x_i|$. The corresponding operator norm of $A$ is given by $||A||_{\infty} := \max_{x \neq 0} \frac{||Ax||_{\infty}}{||x||_{\infty}}$.

**Proposition 1** ([26]). For $A = (a_{i,j})_{i,j} \in \mathbb{R}^{m \times n}$, $||A||_{\infty} = \max_{i \in [m]} \sum_{j=1}^n |a_{i,j}|$.

In particular, if $A \in \{-1, 0, 1\}^{m \times n}$, we get $||A||_{\infty} \leq n$.

Further, we have $||A^T||_{\infty} \leq m \cdot ||A||_{\infty}$ for any matrix $A \in \mathbb{R}^{m \times n}$.

**Definition 2 (Discrete Gaussian Distribution).** For $x \in \mathbb{R}^m$ and $\sigma > 0$, set $\rho_\sigma(x) := \exp \left(-\pi \cdot ||x||_2^2 \cdot \sigma^{-2}\right)$. Then, the series $\rho_\sigma(\mathbb{Z}^m) = \sum_{x \in \mathbb{Z}^m} \rho_\sigma(x)$ converges.

The **discrete Gaussian distribution** $D_\sigma^m$ with deviation $\sigma$ is the probability distribution over $\mathbb{Z}^m$ that assigns to each integer vector $x$ the probability $D_\sigma^m(x) := \rho_\sigma(x) / \rho_\sigma(\mathbb{Z}^m)$.

**Remark 1.** $D_\sigma^m$ is subgaussian with parameter $\sigma$. For each $t > 0$, we have

$$\Pr_{e \xleftarrow{\text{D}_\sigma^m}} [||e||_{\infty} > t] \leq 2m \cdot \exp \left(-\frac{t^2}{\sigma^2}\right).$$

Further, we have for each $t > 0$

$$\Pr_{E \xleftarrow{\text{D}_\sigma^m \times N}} [||E||_{\infty} > N \cdot t] \leq 2mN \cdot \exp \left(-\frac{t^2}{\sigma^2}\right).$$

By setting $t = \sqrt{\lambda} \cdot \sigma$, we therefore get

$$\Pr_{E \xleftarrow{\text{D}_\sigma^m \times N}} [||E||_{\infty} > \sqrt{\lambda} \cdot \sigma \cdot N] \leq 2mN \cdot \exp (-\pi \cdot \lambda).$$
2.2 LWE-Based Trapdoors

Definition 3 (Decisional Learning With Errors Assumption). Let \( n \in \mathbb{N}, m \in \text{poly}(n) \) and \( q = g(n) \in \mathbb{N}, \alpha = \alpha(n) \in (0, 1) \). The decisional learning with errors assumption \( \text{LWE}_{n,q,\alpha,m} \) states that the advantage of each PPT adversary in distinguishing the matrix distributions

\[
(A, b) \text{ and } (A, As + e \mod q),
\]

for \( A \leftarrow \mathbb{Z}_q^{m \times n}, s \leftarrow \mathbb{Z}_q^n, e \leftarrow \mathbb{Z}_q^m, b \leftarrow \mathbb{Z}_q^n \), is negligible in \( n \). Given an adversary \( A \), we denote by \( \text{Adv}^{n,q,\alpha,m}_{\text{LWE},A}(\lambda) \) its advantage in distinguishing \( \text{LWE} \) samples from uniformly random matrices i.e.

\[
\text{Adv}^{n,q,\alpha,m}_{\text{LWE},A}(\lambda) := \left| \Pr_{A \leftarrow \mathbb{Z}_q^{m \times n}, b \leftarrow \mathbb{Z}_q^n}[A(A, b) = 1] - \Pr_{A \leftarrow \mathbb{Z}_q^{m \times n}, e \leftarrow \mathbb{Z}_q^m, b \leftarrow \mathbb{Z}_q^n}[A(A, As + e \mod q) = 1] \right|.
\]

Definition 4 (Gadget Matrix). Let \( n, q \in \mathbb{N} \). By \( G_{n,q} \in \mathbb{Z}_q^{n \times (n \cdot \lceil \log_2 q \rceil)} \) we denote the gadget matrix (for \( n \) and \( q \)) that is given by

\[
G_{n,q} = 
\begin{pmatrix}
1 & 2 & \cdots & 2^{\lfloor \log_2 q \rfloor - 1} \\
2 & 1 & \cdots & 2^{\lfloor \log_2 q \rfloor - 2} \\
\vdots & \ddots & \ddots & \vdots \\
2^{\lfloor \log_2 q \rfloor - 1} & \cdots & 2 & 1
\end{pmatrix}.
\]

Since each number \( a \in \{0, \ldots, q - 1\} \) has a binary decomposition \( a = b_0 \cdot 1 + b_1 \cdot 2 + \cdots + b_{\lfloor \log_2 q \rfloor - 1} \cdot 2^{\lfloor \log_2 q \rfloor - 1} \) over the integers, for each \( y \in \mathbb{Z}_q^n \) there is a binary vector \( x \in \{0, 1\}^{n \cdot \lceil \log_2 q \rceil} \) s.t.

\[
y = G_{n,q} \cdot x.
\]

This vector \( x \) is uniquely determined by \( y \) and we set \( G_{n,q}^{-1}(y) := x \). Given \( y \), \( G_{n,q}^{-1}(y) \) can be computed efficiently. If \( B = (b_1 | \ldots | b_N) \) is an \( m \times N \)-matrix, then we define \( G_{n,q}^{-1}(B) \) as

\[
G_{n,q}^{-1}(B) = (G_{n,q}^{-1}(b_1)|\ldots|G_{n,q}^{-1}(b_N)) \in \{0, 1\}^{\lfloor \log_2 q \rfloor \times N}.
\]

In general, we will omit the subscripts \( n,q \) and simply write \( G \) and \( G^{-1} \) instead of \( G_{n,q} \) and \( G_{n,q}^{-1} \) when \( n,q \) can be deduced from the current context.

Lemma 1. Let \( n, q \in \mathbb{N} \) with \( q \geq 8 \). For each \( y \in \mathbb{Z}_q^{n \cdot \lfloor \log_2 q \rfloor} \), there is at most one pair \( (s,e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q^{n \cdot \lfloor \log_2 q \rfloor} \) with \( ||e||_\infty < \frac{q}{2 \cdot \lfloor \log_2 q \rfloor} \) s.t.

\[
y = G^T s + e \mod q.
\]

There is a PPT algorithm that, given \( y \in \mathbb{Z}_q^{n \cdot \lfloor \log_2 q \rfloor} \), can output such a pair \( (s,e) \) if it exists.
A proof of Lemma 1 is given in [40]. Additionally, a proof can be found in Appendix A.1.

Definition 5 (Trapdoor Sampling and Inversion). Let \( R \) be the distribution over \( \{-1, 0, +1\} \) that draws \( b_1, b_2 \leftarrow \{0, 1\} \) and outputs \( b_1 - b_2 \).

The LWE-based trapdoor scheme of Micciancio & Peikert [40] works as follows:

GenTrap: Given numbers \( n, \pi, q \in \mathbb{N} \), GenTrap sets \( w := n \lceil \log_2 q \rceil \), and \( u := \pi + w \). It samples \( B \leftarrow \mathbb{Z}_q^{n \times n} \), \( R \leftarrow R_w \times u \) and outputs the trapdoor \( R \) and the \( u \times n \)-matrix

\[
B := \begin{pmatrix} \frac{B}{G_{n,q}^T - RB} & 0_{u \times n} \\ -R & G_{n,q}^T \\ I_u \end{pmatrix} \mod q.
\]

Eval: Given \( B \in \mathbb{Z}_q^{n \times n} \), \( s \in \mathbb{Z}_q^n \) and \( e \in \mathbb{Z}_u \), Eval outputs

\[
y := Bs + e \mod q.
\]

Invert: Given \( B \in \mathbb{Z}_q^{n \times n} \), \( y \in \mathbb{Z}_q^u \) and a trapdoor \( R \in \{-1, 0, +1\}^{w \times n} \), Invert computes

\[
\hat{y} := (R, I_u) : y \mod q.
\]

It uses the algorithm of Lemma 1 to find \( \hat{s} \in \mathbb{Z}_q^n \) and \( \hat{e} \in \mathbb{Z}_w \) s.t.

\[
\hat{y} = G^T \cdot \hat{s} + \hat{e} \mod q
\]

and outputs

\[
s := \hat{s} \text{ and } e = y - Bs \mod q.
\]

Lemma 2. Let \( n, \pi, q \in \mathbb{N} \). Set \( w := n \lceil \log_2 q \rceil \) and \( u := \pi + w \).

1. For \( (R, B) \leftarrow \text{GenTrap}(n, \pi, q) \), the statistical distance of \( B \) and \( U(\mathbb{Z}_q^{n \times n}) \) is bounded by \( \leq \frac{w}{2} \sqrt{q^n/2^w} \).

   If we have \( \pi \geq w + 2(n + \log_2(w) - 1) \), then the statistical distance is \( \leq 2^{-n} \).

2. For each \( R \in \{-1, 0, +1\}^{w \times n} \), we have \( ||R||_\infty \leq \pi \).

3. Let \( s \in \mathbb{Z}_q^n \), \( e \in \mathbb{Z}_u \) and \( (R, B) \leftarrow \text{GenTrap}(n, \pi, q) \). The algorithm Invert\((B, Bs + e \mod q, R)\) computes \((s, e)\) if

\[
||e||_\infty < \frac{q}{2 \cdot \log_2(q) \cdot (\pi + 1)}.
\]

Proof. The first claim follows from the Leftover Hash Lemma for matrices. The second point is a consequence of Proposition 1, and the last point follows from Lemma 1. A more detailed proof of the first claim can be found in [40].
2.3 Fully Homomorphic Encryption from Lattices

Lemma 3 (Barrington’s Theorem). Let \( C : \{0, 1\}^n \rightarrow \{0, 1\} \) be a circuit of depth \( d \) that only consists of “NAND” gates. Then, there is a branching program of length \( 4^d \) that computes the same functionality as \( C \). I.e., there is a function \( \iota : [4^d] \rightarrow [n] \) and permutations \( \sigma_{i,j} \in S_5, i \in [4^d], j \in \{0, 1\} \), s.t. we have for each \( x \in \{0, 1\}^n \)

\[
C(x_1, \ldots, x_n) = 1 \iff \sigma_{4^d, x_{1(4^d)}} \circ \cdots \circ \sigma_{1, x_{1(1)}}(1) = 1.
\]

There is a polynomial time algorithm that – given a description of \( C \) – outputs \( \iota \) and \( (\sigma_{i,j})_{i \in [4^d], j \in \{0, 1\}} \).

We will now introduce a fully homomorphic encryption (FHE) scheme that is mainly known as dual GSW \([24, 39]\). However, we note that the dual GSW FHE scheme is actually very close to the FHE scheme of Brakerski & Vaikunthanathan \([14]\) (up to applications of the inverse of the gadget matrix).

We will in the following only describe the encryption and the homomorphic evaluation algorithm of the dual GSW FHE scheme (since we will not need the key generation and decryption algorithm for our lossy trapdoor functions).

Definition 6 (Dual GSW FHE). Let \( q, n, m \in \mathbb{N} \) and \( \alpha > 0 \). Set \( N := m \cdot \lceil \log_2 q \rceil \). The dual GSW FHE scheme consists of the following two algorithms:

\[ \text{FHE.Enc}: \text{Given a public key } A \in \mathbb{Z}_{m \times n}^q \text{ and a message } \mu \in \{0, 1\}, \text{ FHE.Enc samples } E \leftarrow D_{m \times N\alpha q}, S \leftarrow \mathbb{Z}_{n \times Nq} \text{ and outputs the ciphertext} \]

\[ C := AS + E + \mu G \mod q \in \mathbb{Z}_{q}^{m \times N}. \]

\[ \text{FHE.Eval}: \text{We first describe how FHE.Eval evaluates negations, additions and multiplications:} \]

Negations: \( \text{FHE.Eval negates the message of a ciphertext } C_\mu \in \mathbb{Z}_q^{m \times N} \) by computing

\[ C_{\sim \mu} := G - C_\mu \mod q. \]

Additions: Given two ciphertexts \( C_{\mu_1}, C_{\mu_2} \in \mathbb{Z}_q^{m \times N} \), \( \text{FHE.Eval adds their messages by} \)

\[ C_{\mu_1 + \mu_2} := C_{\mu_1} + C_{\mu_2} \mod q. \]

Multiplications: Given two ciphertexts \( C_{\mu_1}, C_{\mu_2} \in \mathbb{Z}_q^{m \times N} \), \( \text{FHE.Eval multiplies their messages by} \)

\[ C_{\mu_1 \cdot \mu_2} := C_{\mu_1} \cdot G^{-1}(C_{\mu_2}) \mod q \]

where \( G^{-1}(B) \) of an \( m \times N \)-matrix \( B = (b_1 | \ldots | b_N) \) is the binary \( N \times N \)-matrix

\[ G^{-1}(B) = (G^{-1}(b_1) | \ldots | G^{-1}(b_N)). \]
If FHE.Eval is given \( \eta \) input ciphertexts \( C_1, \ldots, C_\eta \) and a circuit \( C : \{0,1\}^n \to \{0,1\} \) of depth \( d \) that only consists of “AND” gates, then FHE.Eval converts \( C \) to a branching program of length \( 4d \), which is described by a function \( \iota : [4^d] \to [\eta] \) and permutations \( \sigma_{i,\mu} \in S_\eta, i \in [4^d], \mu \in \{0,1\} \) (see Lemma 3).

For \( i, j \in [5] \), FHE.Eval sets

\[
Q^{(0)}_{i,j} := \begin{cases} 
G_{m,q}, & \text{if } i = j, \\
0 \in \mathbb{Z}_q^{m \times N}, & \text{if } i \neq j.
\end{cases}
\]

Additionally, it computes negations \( C_{-i} := G - C_i \) of the inputs for \( i = 1, \ldots, \eta \).

For \( h = 1, \ldots, 4^d \) and \( i, j \in [5] \), FHE.Eval computes \( Q_{i,j}^{(h)} \) by setting

\[
Q_{i,j}^{(h)} := C_{i(h)} \cdot G^{-1} \left( Q_{\sigma_{i,1}^{-1}(i),j}^{(h-1)} \right) + C_{-i(h)} \cdot G^{-1} \left( Q_{\sigma_{-i,1}^{-1}(i),j}^{(h-1)} \right).
\]

Finally, it outputs the result

\[
\text{FHE.Eval}(C, C_1, \ldots, C_\eta) := Q_{1,1}^{(4^d)}.
\]

Similar to Brakerski & Vaikuntanathan [14], we define the noise of an \( m \times N \)-matrix \( C \in \mathbb{Z}_q^{m \times N} \) under a public key \( A \in \mathbb{Z}_q^{m \times n} \) and a message \( \mu \in \{0,1\} \) by

\[
\text{noise}_{A,\mu}(C) := \min \left\{ ||C - AS - \mu G||_\infty \mid S \in \mathbb{Z}_q^{n \times N} \right\}
\]

where we interpret \( C - AS - \mu G \mod q \) as a real matrix in \( [-2^{-d}, 2^{-d}]^{m \times N} \).

Remark 2. Note, that we gave the scheme FHE above without a key generation or a decryption algorithm. This is, because we wanted to keep its definition simple and separate it from Definition 5.

In our ABM-LTF scheme, we will use the algorithm GenTrap to generate the matrix \( A \) as a public key for FHE together with the trapdoor \( R \) as secret key.

In fact, by using GenTrap for key generation, we get a full encryption scheme:

If \( \eta \geq w + 2(n + \log_2(w) - 1) \), \( A \) is close to a uniformly random matrix and the ciphertexts of FHE are indistinguishable from random as we will show in the next lemma. Further, with the trapdoor \( R \) it is possible to decrypt a given ciphertext with sufficiently small noise (we show this in Lemma 5 that can be found in Appendix A.2).

Lemma 4. Let \( q, n, m \in \mathbb{N} \) and \( \alpha > 0 \). Set \( N := m \cdot \log_2 q \).

1. For each \( b \in \{0,1\} \), if \( A \in \mathbb{Z}_q^{m \times n} \) is drawn uniformly at random, then for each algorithm \( \mathcal{A} \) with time complexity \( t \) there is an LWE-distinguisher \( \mathcal{B} \) with time complexity \( t + \text{poly}(n,m,\log_2 q) \) s.t.

\[
\left| \Pr_{C \in \mathcal{F}, \mathcal{H}} [\mathcal{A}(C) = 1] - \Pr_{C \in \mathcal{F}, \mathbb{Z}_q^{m \times n}} [\mathcal{A}(C) = 1] \right| \leq N \cdot \text{Adv}_{\text{LWE}, \mathcal{B}}^{n,q,\alpha,m} (\lambda).
\]
2. Let \( A \in \mathbb{Z}_q^{m \times n} \), \( \mu_1, \ldots, \mu_\eta \in \{0, 1\} \) and let \( C : \{0, 1\}^n \rightarrow \{0, 1\} \) be a circuit consisting of “NAND” gates of depth \( d \). Let \( C_1, \ldots, C_\eta \in \mathbb{Z}_q^{m \times N} \) and compute

\[
C := \text{FHE.Eval}(C, C_1, \ldots, C_\eta).
\]

We have

\[
\text{noise}_{A,C(\mu_1, \ldots, \mu_\eta)}(C) \leq 2 \cdot 4^d \cdot N \cdot \max_{i \in [\eta]} \text{noise}_{A,\mu_i}(C_i).
\]

We will give a proof of this lemma in Appendix A.2.

2.4 Lossy Trapdoor Functions

**Definition 7 (Lossy trapdoor function).** A lossy trapdoor function (LTF) \( \text{LTF} \) with domain \( D \) and range \( RG \) consists of the following algorithms:

**Key generation.** \( \text{LTF.IGen}(1^\lambda) \) yields an evaluation key \( ek \) and an inversion key \( ik \).

**Evaluation.** \( \text{LTF.Eval}(ek, x) \) (with \( x \in D \)) yields an image \( y \in RG \). Write \( y = f_{ek}(x) \).

**Inversion.** \( \text{LTF.Invert}(ik, y) \) outputs a preimage \( x \). Write \( x = f_{ik}^{-1}(y) \).

**Lossy key generation.** \( \text{LTF.LGen}(1^\lambda) \) outputs an evaluation key \( ek' \).

We consider the following properties of \( \text{LTF} \):

**Correctness.** We require for \( (ek, ik) \leftarrow \text{LTF.IGen}(1^\lambda), x \in D \), that \( f_{ik}^{-1}(f_{ek}(x)) = x \) with all-but-negligible probability over the random coins used by \( \text{LTF.IGen} \).

**Expansion.** We define the expansion of \( \text{LTF} \) as \( \chi := \log_2 |RG|/\log_2 |D| \).

**Lossiness.** We say that \( \text{LTF} \) is \( \ell \)-lossy if for \( ek' \leftarrow \text{LTF.LGen}(1^\lambda) \), with all-but-negligible probability the image set \( f_{ek'}(D) \) is of size at most \( |D|/2^\ell \). We define the relative lossiness as \( L := \ell/\log_2 |D| \).

**Indistinguishability.** We require that the first output of \( \text{LTF.IGen}(1^\lambda) \) is indistinguishable from the output of \( \text{LTF.LGen}(1^\lambda) \), i.e., for any PPT \( A \)

\[
\text{Adv}_{\text{LTF},A}^{\text{ind}}(\lambda) := |\Pr[A(1^\lambda, ek) = 1] - \Pr[A(1^\lambda, ek') = 1]|\]

is negligible, for \( (ek, ik) \leftarrow \text{LTF.IGen}(1^\lambda), ek' \leftarrow \text{LTF.LGen}(1^\lambda) \).

\( \text{LTF} \) is an \( \ell \)-lossy \( \text{LTF} \) with expansion \( \chi \) if it satisfies the above properties for \( \ell \) and \( \chi \).

2.5 All-but-many Lossy Trapdoor Functions (ABM-LTF)

We recall the definition of All-But-Many Lossy-Trapdoor-Function (ABM-LTF) put forward by Hofheinz [32].
Definition 8 (ABM-LTF [32]). An all-but-many lossy trapdoor function \( \text{ABM} \) with domain \( D \) and range \( RG \) consists of four PPT algorithms (ABM.Gen, ABM.Eval, ABM.Invert, ABM.LTag) with the following syntax:

- **ABM.Gen\( (1^\lambda) \):** On input the security parameter, outputs an evaluation key \( ek \), an inversion key \( ik \), and a tag key \( tk \). The evaluation key \( ek \) defines a set \( T = T_c \times \{0,1\}^* \) that contains the disjoint sets of lossy tags \( T_{\text{loss}} \subseteq T \) and injective tags \( T_{\text{inj}} \subseteq T \). Tags are of the form \( t = (t_c, t_a) \), where \( t_c \in T_c \) is the core part of the tag, and \( t_a \in \{0,1\}^* \) is the auxiliary part of the tag.

- **ABM.Eval\( (ek, tk, x) \):** On input an evaluation key \( ek \), a tag \( t \in T \) and a preimage \( x \in D \), outputs an image \( y \in RG \).

- **ABM.LTag\( (tk, t_a) \):** On input the tag key \( tk \) and auxiliary part of the tag \( t_a \in \{0,1\}^* \), outputs a core tag \( t_c \in T_c \) such that the tag \( t := (t_c, t_a) \in T_{\text{loss}} \).

We consider the following properties of \( \text{ABM} \):

- **Correctness.** We require for \( (ek, ik, tk) \leftarrow \text{ABM.Gen}(1^\lambda) \), \( t \in T_{\text{inj}} \), and \( x \in D \) that with all-but-negligible probability over the choice of the random coins used by \( \text{ABM.Gen} \) we have \( \text{ABM.Invert}(ik, t, \text{ABM.Eval}(ek, t, x))) = x \).

- **Lossiness.** We say that \( \text{ABM} \) is \( \ell \)-lossy if for \( (ek, ik, tk) \leftarrow \text{ABM.Gen}(1^\lambda) \), and all lossy tags \( t \in T_{\text{loss}} \), with all-but negligible probability the image set \( \{\text{ABM.Eval}(ek, t, x) \mid x \in D\} \) is of size at most \(|D|/2^\ell \). We define the relative lossiness as \( L := \ell/\log_2 |D| \).

- **Indistinguishability.** We require that even multiple lossy tags are indistinguishable from random tags. I.e.,

\[
\text{Adv}_{\text{ABM}, A}^{\text{ind}}(\lambda) := \left| \Pr[A(1^\lambda, ek)_{\text{ABM.LTag}(tk, \cdot)} = 1] - \Pr[A(1^\lambda, ek)_{O_T(\cdot)} = 1] \right|
\]

is negligible for all PPT \( A \), where \( (ek, ik, tk) \leftarrow \text{ABM.Gen}(1^\lambda) \), and \( O_T(\cdot) \) returns a uniform and independent core tag \( t_c \leftarrow T_c \) at each new query and consistently returns the same \( t_c \) if given query \( t_a \) occurs more than once.

- **Evasiveness.** We require that non-injective tags are hard to find, even given multiple lossy tags, and an oracle isLossy that on input of a tag returns 1 if the tag is lossy and 0 if not. I.e.,

\[
\text{Adv}_{\text{ABM}, A}^{\text{ev}}(\lambda) := \Pr[A(1^\lambda, ek)_{\text{ABM.LTag}(tk, \cdot), \text{isLossy}(tk, \cdot)} \in T \setminus T_{\text{inj}}]
\]

is negligible with \( (ek, ik, tk) \leftarrow \text{ABM.Gen}(1^\lambda) \), and for any PPT algorithm \( A \) that never outputs tags obtained through oracle queries (i.e., \( A \) never outputs tags \( t = (t_c, t_a) \), where \( t_c \) has been obtained by an oracle query \( t_a \)).

\( \text{ABM} \) is an \( \ell \)-lossy \( \text{ABM-LTF} \) with expansion \( \chi \) if it satisfies the above properties for \( \ell \) and \( \chi \).
For the application of IND-SO-CCA security, we need a slight variant of ABM-LTFs. Concretely, we require that values that are revealed during a ciphertext opening can be explained as uniformly chosen “without ulterior motive,” if only their distribution is uniform. (This is called “invertible sampling” by Damgård & Nielsen [15].)

**Definition 9 (Efficiently samplable and explainable).** A finite set \( S \) is efficiently samplable and explainable if any element of \( S \) can be explained as the result of a uniform sampling. Formally, there are PPT algorithms \( \text{Samp}_S, \text{Expl}_S \), such that

1. \( \text{Samp}_S(1^\lambda) \) uniformly samples from \( S \), and
2. for any \( s \in S \), \( \text{Expl}_S(s) \) outputs random coins for \( \text{Samp} \) that are uniformly distributed among all random coins \( R \) with \( \text{Samp}_S(1^\lambda; R) = s \).

**Definition 10 (ABM-LTF with explainable tags [32]).** An ABM-LTF has explainable tags if the core part of tags is efficiently samplable and explainable. Formally, if we write \( T = T_c \times T_a \), where \( T_c \) and \( T_a \) denote the core and auxiliary parts of tags, then \( T_c \) is efficiently samplable and explainable.

### 2.6 Lossy authenticated encryption

Since the construction by Hofheinz [32] follows a hybrid approach, we require a suitable symmetric encryption scheme (we use the same definition as [32]):

**Definition 11 (Lossy authenticated encryption).** A lossy authenticated encryption scheme \( \text{LAE} = (E, D) \) with key space \( \{0, 1\}^{2\kappa} \) and message space \( \{0, 1\}^\kappa \) for some \( \kappa = \kappa(\lambda) \) consists of the following two PPT algorithms:

- **Encryption.** \( E(K, \text{msg}) \), for a key \( K \in \{0, 1\}^{2\kappa} \) and a message \( \text{msg} \in \{0, 1\}^\kappa \), outputs a (symmetric) ciphertext \( \text{ct} \).
- **Decryption.** \( D(K, \text{ct}) \), for a key \( K \in \{0, 1\}^{2\kappa} \) and a (symmetric) ciphertext \( \text{ct} \), outputs a message \( \text{msg} \in \{0, 1\}^\kappa \) or \( \perp \). (In the latter case, we say that \( D \) rejects \( \text{ct} \).)

We require the following:

- **Correctness.** We have \( D(K, E(K, \text{msg})) = \text{msg} \) for all \( K \in \{0, 1\}^{2\kappa} \) and \( \text{msg} \in \{0, 1\}^\kappa \).
- **Authentication.** For an adversary \( A \), we let \( \text{Adv}_{\text{LAE}, A}^{\text{auth}}(\lambda) \) denote the probability that \( A \) succeeds in the following experiment:
  1. \( A \), on input \( 1^\lambda \), chooses a message \( \text{msg} \in \{0, 1\}^\kappa \), and gets an encryption \( \text{ct} = E(K, \text{msg}) \) of \( \text{msg} \) under a freshly chosen key \( K \in \{0, 1\}^{2\kappa} \).
  2. \( A \) gets (many-time) oracle access to a decryption oracle \( \text{D}(K, \cdot) \) with hardwired key \( K \).
  3. \( A \) wins if it manages to submit a decryption query \( \text{ct}' \neq \text{ct} \) to \( D \) that is not rejected (i.e., for which \( D(K, \text{ct}') \neq \perp \)).

We require that \( \text{Adv}_{\text{LAE}, A}^{\text{auth}}(\lambda) \) is negligible for every PPT \( A \).
Lossiness. For \( \text{msg} \in \{0, 1\}^\kappa \), let \( D_{\text{msg}} \) be the distribution of \( E(K, \text{msg}) \) (for random \( K \leftarrow \{0, 1\}^{2\kappa} \)). We require that for any two \( \text{msg}, \text{msg}' \in \{0, 1\}^\kappa \), the distributions \( D_{\text{msg}} \) and \( D_{\text{msg}'} \) are identical. (That is, when \( K \) is unknown, a ciphertext reveals no information about the plaintext.)

Lossy authenticated encryption schemes exist unconditionally. For instance, if we parse \( K = (K_1, K_2) \in (\{0, 1\}^\kappa)^2 \), we can set \( E(K, \text{msg}) = (\rho, \tau) = (\text{msg} \oplus K_1, \text{MAC}(K_2, \rho)) \) for a message authentication code \( \text{MAC} \) that is strongly existentially unforgeable under one-time chosen-message attacks.

2.7 Selective Opening security

We use the following definitions from [32]:

**Definition 12 (Efficiently re-samplable).** Let \( N = N(\lambda) > 0 \), \( \kappa = \kappa(\lambda) \), and let \( \text{dist} \) be a joint distribution over \( (\{0, 1\}^\kappa)^N \). We say that \( \text{dist} \) is efficiently re-samplable if there is a PPT algorithm \( \text{ReSamp}_{\text{dist}} \) such that for any \( I \subseteq [N] \) and any partial vector \( \text{msg}^I := (\text{msg}^{(i)})_{i \in I} \in (\{0, 1\}^\kappa)^{|I|} \), \( \text{ReSamp}_{\text{dist}}(\text{msg}^I) \) samples from the distribution \( \text{dist} \), conditioned on \( \text{msg}^{(i)} = \text{msg}^{(i)} \) for all \( i \in I \).

We recall the definition of IND-SO-CCA security. In this game, the adversary first gets to specify a distribution from which message vectors will be sampled along with a resampling algorithm. Then it will be provided with a vector of ciphertexts encrypting a vector of messages drawn from the distribution specified earlier. It then selects a set of indices \( I \) to be opened by the challenger (indicated by running the adversary with the input \( \text{select} \)). The challenger opens the indicated ciphertexts (by revealing the random coins used during encryption along with the messages), and either provides the adversary with the initially encrypted message vector, or with a message vector that has been resampled (with the restriction that the opened messages are the same). This phase of the adversary is triggered with the input \( \text{output} \). The output of this phase is the adversary’s decision bit, i.e. whether it believes that the message vector it received is the encrypted one (indicated by 0) or whether it received a resampled vector (indicated by 1). The adversary wins if it guessed correctly.

**Definition 13 (IND-SO-CCA security).** A PKE scheme \( \text{PKE} = (\text{PKE.Gen, PKE.Enc, PKE.Dec}) \) is IND-SO-CCA secure iff for every polynomially bounded functions \( N = N(\lambda) > 0 \) and \( \kappa = \kappa(\lambda) \), and every stateful PPT adversary \( \mathcal{A} \), the function

\[
\text{Adv}_{\text{PKE,}A}^{\text{IND-SO-CCA}}(\lambda) := \left| \Pr[\text{Exp}_{\text{PKE,}A,N}^{\text{IND-SO-CCA}}(\lambda) = 1] - \frac{1}{2} \right|
\]

is negligible. Here, the experiment \( \text{Exp}_{\text{PKE,}A,N}^{\text{IND-SO-CCA}}(\lambda) \) is defined as follows:
Acceptable input with no mistakes.
LTF.IGen(1^λ): On input the security parameter, proceed as follows:

1. Define \( A := \begin{pmatrix} \mathbf{X} \\ \mathbf{A} \end{pmatrix} \in \mathbb{Z}_q^{m \times n} \), where \((\mathbf{R}, \mathbf{A}) \leftarrow \text{GenTrap}(n, u - w, q)\)
2. Let \( C \) be the Dual-GSW encryption of 1; that is
   (a) Sample \( S \leftarrow \mathbb{Z}_q^{n \times N} \) and \( E \leftarrow \mathcal{D}_{\lambda q}^{m \times N} \).
   (b) Set \( C := AS + E + G \in \mathbb{Z}_q^{m \times N} \).
3. Output \((ek, ik)\), where \( ek := C, ik := (\mathbf{R}, \mathbf{A})\).

LTF.Eval(ek, x): On input the evaluation key \( ek = C \) and \( x \in \mathbb{Z}_q^m \subset \mathbb{Z}_q^\ell \), output \( y := C \cdot G^{-1} \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix} \in \mathbb{Z}_q^m \).

LTF.Invert(ik, y): On input the inversion key \( ik \) and image \( y \), proceed as follows:

1. Parse \( ik = \left( \mathbf{R}, A = \begin{pmatrix} \mathbf{X} \\ \mathbf{A} \end{pmatrix} \right) \), where \( \mathbf{X} \in \mathbb{Z}_q^{u \times n} \) and \( \mathbf{A} \in \mathbb{Z}_q^{m \times n} \), and \( y = \begin{pmatrix} \mathbf{y} \\ \mathbf{y} \end{pmatrix} \), where \( \mathbf{y} \in \mathbb{Z}_q^n \) and \( \mathbf{y} \in \mathbb{Z}_q^\ell \).
2. Compute \((s, e) := \text{Invert}(\mathbf{X}, \mathbf{y}, \mathbf{R})\)
3. Output \( x \in \mathbb{Z}_q^\ell \) defined as \( x := (\mathbf{y} - \mathbf{A}s \mod q) \div c \).

LTF.LGen(1^λ): On input the security parameter, proceed as follows:

1. Let \( A \leftarrow \mathbb{Z}_q^{m \times n} \).
2. Let \( C \) be the Dual-GSW encryption of 0; that is
   (a) Sample \( S \leftarrow \mathbb{Z}_q^{n \times N} \) and \( E \leftarrow \mathcal{D}_{\lambda q}^{m \times N} \).
   (b) Set \( C := AS + E \in \mathbb{Z}_q^{m \times N} \).
3. Output \( ek' := C \).

We now prove that the construction from above is an LTF with constant expansion. For interpretation of the parameter bounds and to see that arbitrary constant relative lossiness can be achieved, we refer to Appendix B.1.

**Theorem 1.** Assuming hardness of \( \text{LWE}_{n,q,\alpha,m} \), the LTF construction \( \text{LTF} = (\text{LTF.IGen}, \text{LTF.Eval}, \text{LTF.Invert}, \text{LTF.LGen}) \) is an \( \ell \)-lossy LTF with constant expansion for parameters that satisfy the following constraints:

- \( \log q = O(\log p) \), \( m = O(\pi) \), \( 2^{-n} = \text{negl}(\lambda) \), \( u \geq 2(w + n + \log(w) - 1) \), \( \alpha < \frac{1}{\sqrt{\lambda} \cdot 2 \cdot N \max(N, p)} \), \( \ell = \pi \log(p) - n \log q - m \log(2N\sqrt{\lambda q} + 1) \).

In particular, for any PPT adversary \( A \), there exists an \( \text{LWE} \)-distinguisher \( B \) that runs in about the same time as \( A \), such that

\[ \text{Adv}^{\text{ind}}_{\text{LTF} \cdot A}(\lambda) \leq 2^{-n} + 2 \cdot N \cdot \text{Adv}^{\text{ind}}_{\text{LWE} \cdot B}(\lambda). \]

**Proof.** In the following we prove each property of our ABM-LTF separately.

**Constant expansion.** Our LTF constructed from Dual-GSW, achieves constant expansion. For \( x \in \mathbb{Z}_q^m \), we get \( y := \text{LTF.Eval}(ek, x) \in \mathbb{Z}_q^m \). Hence, the expansion \( \chi \) can be computed as

\[ \chi = \frac{m \cdot \lceil \log q \rceil}{\pi} = \frac{O(\pi) \cdot \log(p)}{\pi} = O(1). \]
Correctness. Let \((ek, ik) \xleftarrow{\$} \text{LTF.Gen}(1^\lambda)\), \(x \in \mathbb{Z}_p^m\) and \(y := \text{LTF.Eval}(ek, x)\).

We know that \(ik = (R, A)\), where \(A = \left(\begin{array}{c} x \\ A \end{array} \right)\), \(R\) is a trapdoor for \(\overline{A}\) and \(y\) can be expressed as

\[
y := C \cdot G^{-1} \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix} \mod q,
\]

where \(C\) is a Dual-GSW encryption of 1, i.e., \(C = A \cdot S + E + G\). Setting \(s := S \cdot G^{-1} \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix}\) and \(e := \begin{pmatrix} v \\ e \end{pmatrix} := E \cdot G^{-1} \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix}\), we can express \(y\) as

\[
y = \begin{pmatrix} y \\ v \end{pmatrix} = \begin{pmatrix} \overline{A}s + v \\ As + e + c \cdot x \end{pmatrix} \mod q.
\]

Since \(G^{-1} \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix}\) is a binary vector and \(E \xleftarrow{\$} D_{\alpha q}^{m \times N}\), we know that with all-but-negligible probability

\[
||\overline{e}||_\infty \leq ||e||_\infty \leq ||E||_\infty \leq N \cdot \sqrt{\lambda} \cdot \alpha q,
\]

where the last inequality stems from Remark 1. Hence, by Lemma 2, with all-but-negligible probability \(\text{Invert}(\overline{A}, \overline{y}, R)\) returns \(s\) and \(\overline{e}\) whenever

\[
||\overline{e}||_\infty \leq N \cdot \sqrt{\lambda} \cdot \alpha q < q/(2 \cdot \log(q) \cdot (u - w + 1)).
\]

Having \(s\), and hence \(As\), one can compute \(x\) from \(y\) as

\[
(y - As) \div c = (As + e + c \cdot x - As) \div c = (e + c \cdot x) \div c = x,
\]

where the last equality holds if \(||e||_\infty < c/2\).

Thus, the correctness property is satisfied for any parameters such that

\[
N \cdot \sqrt{\lambda} \cdot \alpha q < \min \left\{ \frac{q}{2 \cdot \log(q) \cdot (u - w + 1)} \cdot \frac{c}{2} \right\}.
\]

Since \(N \geq m \log(q) \geq (u - w + 1) \log(q)\), the above inequality is satisfied if

\[
\alpha < \min \left\{ \frac{1}{\sqrt{\lambda} \cdot 2 \cdot N^2} : \frac{c}{q \cdot \sqrt{\lambda} \cdot 2 \cdot N} \right\} \leq \frac{1}{\sqrt{\lambda} \cdot 2 \cdot N \max\{N, p\}}.
\]

Lossiness. In order to show that our LTF construction is \(\ell\)-lossy, we need to prove that for \(ek' \xleftarrow{\$} \text{LTF.Gen}(1^\lambda)\), with all-but-negligible probability, the image set \(\{\text{LTF.Eval}(ek', x) \mid x \in \mathcal{D}\}\) is of size at most \(|\mathcal{D}|/\ell'\).

Let \(y\) be an arbitrary element in \(\text{LTF.Eval}(ek', \mathcal{D})\). Since \(ek' = C\) is lossy (i.e., \(C = AS + E\)), setting \(s\) and \(e\) as in the correctness proof above, we can now express \(y\) as \(y = As + e \mod q\). Since \(s \in \mathbb{Z}_q^n\) and \(||e||_\infty \leq ||E||_\infty \leq N \cdot \sqrt{\lambda} \cdot \alpha q\) with all-but-negligible probability, we obtain

\[
|\{\text{LTF.Eval}(ek', x) \mid x \in \mathcal{D}\}| \leq q^n \cdot (2 \cdot N \cdot \sqrt{\lambda} \cdot \alpha q + 1)^n
\]
with all-but-negligible probability. On the other hand, we have $|D| = p^\ell$. Hence, we obtain $\ell$-lossiness if we choose parameters such that

$$q^n \cdot (2 \cdot N \cdot \sqrt{\lambda} \cdot \alpha q + 1)^m \leq \frac{p^\ell}{2^\ell}.$$ 

**Indistinguishability.** The fact that the first output $ek = AS + E + G$ of $\text{LTF.IGen}(\lambda)$ is indistinguishable from the output $ek' = AS + E$ of $\text{LTF.IGen}(\lambda)$ follows straight-forward from Lemma 2 and the $\text{LWE}_{n,q,\alpha,m}$ assumption. Formally, we can proceed by defining a series of game hops, where we denote by $\text{Game}_{i}$ the event that the adversary $A$ outputs 1 in the $i$-th game.

**Game 1:** This is the game, where the adversary $A$ receives an injective evaluation key $ek$.

**Game 2:** The game is defined as Game 1, except that the injective evaluation key $ek$ is generated differently. Concretely, the generation of the matrix $A$ in step 1 of $\text{LTF.IGen}$ is replaced by sampling $A$ uniformly at random, i.e., $A \sim \mathbb{Z}_q^{m \times n}$. Since $\text{GenTrap}$ is called with $u-w$ and we assume that $u \geq 2(w+n + \log(w)-1)$, we can apply Lemma 2 to argue that the statistical distance between the matrix $A$ generated as in Game 1 and matrix $A$ chosen uniformly at random as in Game 2 is $2^{-n}$ and hence $|\text{Pr}[\text{one}_2] - \text{Pr}[\text{one}_1]| \leq 2^{-n}$.

**Game 3:** In this game, the adversary $A$ receives a uniformly random matrix $C \sim \mathbb{Z}_q^{n \times N}$ instead of an injective evaluation key $ek$. We have by Lemma 4 $|\text{Pr}[\text{one}_2] - \text{Pr}[\text{one}_1]| \leq N \cdot \text{Adv}_{\text{LWE,B}_1}^{n,q,\alpha,m}(\lambda)$, for an LWE-distinguisher $B_1$ that runs in about the same time as $A$.

**Game 4:** This is the game, where the adversary $A$ receives a lossy evaluation key $ek'$. Again, by Lemma 4 we have $|\text{Pr}[\text{one}_2] - \text{Pr}[\text{one}_1]| \leq N \cdot \text{Adv}_{\text{LWE,B}_2}^{n,q,\alpha,m}(\lambda)$, for an LWE-distinguisher $B_2$ that runs in about the same time as $A$.

Combining these bounds, we obtain

$$\text{Adv}_{\text{LTF,A}}^{\text{ind}}(\lambda) = |\text{one}_1 - \text{one}_2| \leq 2^{-n} + 2 \cdot N \cdot \text{Adv}_{\text{LWE,B}}^{n,q,\alpha,m}(\lambda)$$

for an LWE-distinguisher $B$ that runs in about the same time as $A$.

### 4 All-But-Many Lossy Trapdoor Function Construction

Using the methods from \cite{12,38}, we now convert the LTF construction into an ABM-LTF. That is, our ABM-LTF tags are of the form $t = (t_c, t_a) \in \{0,1\}^\lambda \times \{0,1\}^*$ and are lossy if and only if $t_c = \text{PRF}_K(t_a)$, for a pseudorandom function $\text{PRF}$ and key $K \in \{0,1\}^\lambda$. The evaluation key of the ABM-LTF then consists of $\lambda$ dual-GSW ciphertexts, each of which encrypts one bit of the PRF key $K$. During ABM-LTF evaluation, we make use of the full homomorphism of the dual-GSW encryption scheme and evaluate the PRF through homomorphic computations on the encrypted key bits.

To this end, we need to assume a PRF family $\text{PRF}: \{0,1\}^\lambda \times \{0,1\}^* \rightarrow \{0,1\}^\lambda$, such that for each fixed input $t_a \in \{0,1\}^*$, the map $K \mapsto \text{PRF}(K, t_a)$ can be computed by a circuit of NAND-gates of depth $d \in O(\log \lambda)$. We can
instantiate such a PRF family using the LWE-based PRF construction of Boneh et al. [11] by first hashing the input using a collision resistant hash function.

The domain $D$ of our ABM-LTF is the same as for the LTF, namely $\mathbb{Z}_p^m$ with $p < q$ and $m < m$. As in the previous sections, let $n, m, q$ and $\alpha$ be the LWE parameters and let us denote $w = n/\log q$ and $N = m/\log q$, $u := m - m'$ and $c := \lfloor q/p \rfloor$. We define our ABM-LTF as follows:

**ABM.Gen($1^\lambda$):** On input the security parameter, proceed as follows:

1. Define $A := \begin{pmatrix} \overline{A} \\ A \end{pmatrix} \in \mathbb{Z}_q^{m \times n}$, for $(R, \overline{A}) \xleftarrow{} \text{GenTrap}(n, u - w, q)$ and $A \xleftarrow{} \mathbb{Z}_q^{m \times n}$.
2. Sample a PRF key $K = (K[i])_{i \in [\lambda]} \xleftarrow{} \{0, 1\}^\lambda$.
3. For each $i \in [\lambda]$, let $C_i$ be the Dual-GSW encryption of $K[i]$; that is:
   (a) Sample $S_i \xleftarrow{} \mathbb{Z}_{N}^{n \times N}$ and $E_i \xleftarrow{} \mathbb{D}_{aq}^{m \times N}$.
   (b) Set $C_i := A S_i + E_i + K[i] \cdot G \in \mathbb{Z}_q^{m}$.  
4. Output $(ek, ik, tk)$, where $ek := (C_i)_{i \in [\lambda]}$, $tk := (R, A$), $tk := K$.

The tag space is $T = \{0, 1\}^\lambda \times \{0, 1\}^\ast$, i.e., $T_c = \{0, 1\}^\lambda$. The lossy tags are $\mathcal{T}_{\text{loss}} = \{(t_c, t_a) \mid t_c = \text{PRF}_K(t_a)\}$ and injective tags are $\mathcal{T}_{\text{inj}} = T \setminus \mathcal{T}_{\text{loss}}$.  

**ABM.LTag($t_a$, $K$):** On input an auxiliary tag $t_a \in \{0, 1\}^\ast$ and a PRF key $K \in \{0, 1\}^\lambda$, output a core tag $t_c := \text{PRF}_K(t_a)$.

**ABM.Eval($ek$, $t$, $x$):** On input the evaluation key $ek = (C_i)_{i \in [\lambda]}$, tag $t = (t_c, t_a) \in T$ and $x \in \mathbb{Z}_q^m \subset \mathbb{Z}_q^m$, proceed as follows:

1. Let $\textbf{RC}_t$ be a circuit consisting of "NAND" gates of depth $d$ computing the function $f_{\textbf{RC}}(\cdot, t)$ defined as

   \[ f_{\textbf{RC}}(K, t) := \begin{cases} 0, & \text{if } t_c = \text{PRF}_K(t_a), \\ 1, & \text{otherwise}. \end{cases} \]

2. Using the FHE scheme, evaluate $\textbf{RC}_t$ on the PRF key in its encrypted form, i.e., $C_t \leftarrow \text{FHE.Eval}(\textbf{RC}_t, (C_i)_{i \in [\lambda]})$.
3. Output $y := C_t \cdot G_m^{-1} \left( \begin{pmatrix} 0 \\ c \cdot x \end{pmatrix} \right) \in \mathbb{Z}_q^m$.

**ABM.Invert($ik$, $y$, $t$):**

1. Parse $ik = \begin{pmatrix} R, A \end{pmatrix} = \begin{pmatrix} \overline{A} \\ A \end{pmatrix}$, where $\overline{A} \in \mathbb{Z}_q^{u \times n}$ and $A \in \mathbb{Z}_q^{m \times n}$, $y = \begin{pmatrix} \overline{y} \\ y \end{pmatrix}$, where $\overline{y} \in \mathbb{Z}_q^u$ and $y \in \mathbb{Z}_q^m$, and $t = (t_c, t_a)$.
2. Compute $(s_i, e_i) := \text{Invert}(\overline{A}, \overline{y}, R)$.
3. Output $x \in \mathbb{Z}_p^m$ defined as $x := (\overline{y} - A s_t \mod q)$ div $c$.

We now prove that the construction from above is an ABM-LTF with constant expansion. For interpretation of the parameter bounds and to see that arbitrarily large constant relative lossiness $L := \ell / \log_2 |D|$ can be achieved, we refer to Appendix B.3.
Theorem 2. Assuming hardness of LWE_{n,q,m} and the security of PRF, the
construction ABM = (ABM.Gen, ABM.Eval, ABM.Invert, ABM.LTag) is an $\ell$-lossy
ABM-LTF with constant expansion for parameters that satisfy the following con-
straints:

$$\log q = O(\log p), \quad m = O(\sqrt{\lambda}), \quad 2^{-n} = \text{negl}(\lambda), \quad d \in O(\log \lambda),$$

$$\alpha < \frac{1}{\sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 \max\{N, p\}}, \quad u \geq 2(w + n + \log(w) - 1),$$

$$\ell = m \log(p) - n \log(q) - m \log(aq \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1).$$

In particular, for any PPT adversary $A_{\text{ind}}$, there exists an LWE-distinguisher $B$
and a PRF-distinguisher $C$ that run in about the same time as $A_{\text{ind}}$, such that

$$\text{Adv}_{\text{ABM}, A_{\text{ind}}}^\text{ind}(\lambda) \leq 2^{-n+1} + 2 \cdot \lambda \cdot N \cdot \text{Adv}_{\text{LWE}, B}^{\text{adv}, n,q,m}(\lambda) + \text{Adv}_{\text{PRF}, C}^{\text{adv}}(\lambda),$$

where $\text{Adv}_{\text{PRF}, C}^{\text{adv}}(\lambda)$ denotes the advantage of $C$ in the PRF security experiment.
Moreover, for any PPT adversary $A_{\text{eva}}$, there exists an LWE-distinguisher $B$
and a PRF-distinguisher $C$ that run in about the same time as $A_{\text{eva}}$, such that

$$\text{Adv}_{\text{ABM}, A_{\text{eva}}}^{\text{eva}}(\lambda) \leq 2^{-n} + \lambda \cdot N \cdot \text{Adv}_{\text{LWE}, B}^{\text{adv}, n,q,m}(\lambda) + \text{Adv}_{\text{PRF}, C}^{\text{adv}}(\lambda) + \frac{Q}{2^\lambda},$$

where $Q$ denotes the number of queries $A_{\text{eva}}$ made to isLossy oracle.

Proof. The proof of constant expansion is exactly the same as for our LTF
construction (see proof of Theorem 1).

Correctness. Let $(ek, ik, tk) \in \{0,1\}^\alpha \cdot \text{ABM.Gen}(1^\alpha)$, $t = (t_c, t_u) \in T_{\text{seq}}$, $x \in \mathbb{Z}_p^\pi$ and
\( y := \text{ABM.Eval}(ek, t, x) \). We know that $tk = K$ is the PRF key and $ik = (R, A)$,
where $A = (\overline{X}, \overline{A})$, $R$ is a trapdoor for $A$. Moreover, $y$ can be expressed as
\( y := C_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ c \cdot x \end{array} \right) \mod q \), where $C_t$ is an encryption of $RC_t(K)$ with noise bounded
by Lemma 3 as

$$\text{noise}_{A, RC_t(K)}(C_t) \leq 2 \cdot 4^d \cdot N \cdot \max_{i \in [n]} (\text{noise}_{A, \mu}(C_i)) =: B.$$  

Since $t$ is injective (i.e., $t_c \neq \text{PRF}_K(t_u)$), we know that $RC_t(K) = 1$, and thus
there exist $S_t$ and $E_t$ with $\|E_t\|_\infty \leq B$ such that $C_t = A \cdot S_t + E_t + G$. Setting
$s_t := S_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ c \cdot x \end{array} \right)$  and $e_t := (\overline{e}_t) := E_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ c \cdot x \end{array} \right)$, we can now express
$y$ as $y = \left( \begin{array}{c} \overline{X} s_t + \overline{e}_t \\ y \end{array} \right) \mod q$. Since $G^{-1} \left( \begin{array}{c} 0 \\ c \cdot x \end{array} \right)$ is a binary
vector, we know that $\|e_t\|_\infty \leq \|E_t\|_\infty \leq B$. Hence, by Lemma 2, $\text{Invert}(A, y, R)$
returns $s_t$ and $e_t$ whenever $B < q/(2 \cdot \log(q) \cdot (u - w + 1))$. Having $s_t$, and hence
$\overline{A} s_t$, one can compute $x$ from $y$ as

$$\left( y - \overline{A} s_t \right) \div c = (\overline{A} s_t + \overline{e}_t + c \cdot x - \overline{A} s_t) \div c = (\overline{e}_t + c \cdot x) \div c = x,$$
where the last equality holds if $||e_t||_\infty < c/2$. Thus, we obtain correctness if
\[
B < \min \left\{ \frac{q}{2} \cdot \log(q) \cdot (u - w + 1) \cdot \frac{c}{2} \right\}.
\]

Since $C_i = AS_i + E_i + K[i] \cdot G$ with $E_i \overset{\$}{\leftarrow} D_{\omegaq}^{|N|}$, we have $\text{noise}_{A,K[i]}(C_i) = ||E_i||_\infty \leq N \cdot \sqrt{\lambda} \cdot \omegaq$ for all $i \in [\lambda]$ with all-but-negligible (in $\lambda$) probability, and therefore the correctness property is satisfied for any parameters such that
\[
2 \cdot 4^d \cdot N^2 \cdot \omegaq \cdot \sqrt{\lambda} \cdot \min \left\{ \frac{q}{2} \cdot \log(q) \cdot (u - w + 1) \cdot \frac{c}{2} \right\};
\]
in particular if $\alpha < \min \{ \frac{1}{\sqrt{\lambda} \cdot 4 \omegaq + 1}, \frac{\sqrt{\lambda} \cdot \omegaq \cdot \sqrt{\lambda} + 1}{\sqrt{\lambda} \cdot 4 \omegaq + 1} \}$.

**Lossiness.** In order to show that $\text{ABM}$ is $\ell$-lossy, we need to prove that for $(ek, ik, tk) \overset{\$}{\leftarrow} \text{ABM.Gen}(1^\lambda)$ and all lossy tags $t = (t_c, t_a) \in \mathcal{T}_{\text{loss}}$, with all-but-negligible probability the image set $\{\text{ABM.Eval}(ek, t, x) \mid x \in \mathcal{D}\}$ is of size at most $|\mathcal{D}|/2^\ell$.

Let $t$ be lossy and $y := C_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ e \cdot x \end{array} \right) \mod q$, be an arbitrary element in $\{\text{ABM.Eval}(ek, t, x) \mid x \in \mathcal{D}\}$. Since $t$ is lossy (i.e., $t_c = \text{PRF}_K(t_a)$), we know that $\text{RC}_t(K) = 0$, and thus there exist $S_t$ and $E_t$ with $||E_t||_\infty \leq B$ such that $C_t = A \cdot S_t + E_t$. Setting $s_t := S_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ e \cdot x \end{array} \right)$ and $e_t := E_t \cdot G^{-1} \left( \begin{array}{c} 0 \\ e \cdot x \end{array} \right)$, we can now express $y$ as $y = A s_t + e_t \mod q$. Since $s_t \in \mathbb{Z}_q^n$ and $||e_t||_\infty \leq ||E_t||_\infty \leq B$, we obtain
\[
|\{\text{ABM.Eval}(ek, t, x) \mid x \in \mathcal{D}\}| \leq q^n \cdot (2B + 1)^m
\]
with all-but-negligible probability. On the other hand, we have $|\mathcal{D}| = p^{m^2}$. Hence, we obtain $\ell$-lossiness if we choose parameters such that
\[
q^n \cdot \left( \omegaq \cdot \sqrt{\lambda} \cdot 4^d \cdot N^2 + 1 \right)^m \leq \frac{p^{m^2}}{2^\ell}.
\]

**Indistinguishability.** The proof very closely follows the proof of indistinguishability of the GSW-based scheme of Libert et al. \cite{libert2017} Lemma 14.

Let $A$ be a PPT adversary and let us fix $(ek, ik, tk) \overset{\$}{\leftarrow} \text{ABM.Gen}(1^\lambda)$. We proceed by defining a series of game hops, where we denote by $\text{one}$, the event that the adversary $A$ outputs 1 in the $i$-th game.

**Game 1:** $A$ is given $ek$ and interacts with the tag oracle $\text{ABM.LTag}(tk, \cdot)$ that on input an auxiliary tag $t_a$ outputs $t_c := \text{PRF}_K(t_a)$ for $K = tk$.

**Game 2:** The game is defined as Game 1, except that the adversary $A$ is given a differently generated evaluation key. Concretely, the generation of the matrix $A$ in step 1$^{\text{th}}$ of $\text{ABM.Gen}$ is replaced by sampling $A$ uniformly at random, i.e., $A \overset{\$}{\leftarrow} \mathbb{Z}_q^{m \times n}$. Since $\text{GenTrap}$ is called with $u - w$ and we assume
that \(u \geq 2(w + n + \log(w) - 1)\), we can apply Lemma 2 to argue that the statistical distance between the matrix \(A\) generated as in Game 1 and matrix \(A\) chosen uniformly at random as in Game 2 is \(2^{-n}\) and hence \(|\Pr[\text{one}_2] - \Pr[\text{one}_1]| \leq 2^{-n}\).

**Game 3:** In this game, the evaluation key given to \(A\) is generated by sampling independent and uniform matrices \(C_i \triangleq \mathbb{Z}_q^{m \times N}, i \in [\lambda]\). The rest of the game is defined as Game 2. Indistinguishability of Game 3 from Game 2 follows from Lemma 3 by a standard hybrid argument: For \(j \in \{0, \ldots, \lambda\}\), let \(G_j\) denote the distribution of \(\{C_i\}_{i \in \lambda}\) defined as follows

\[
C_i \triangleq \text{FHE.Enc}(A, b_j), \quad \text{for } i \in [1, \lambda - j]
\]

\[
C_i \triangleq \mathbb{Z}_q^{m \times N}, \quad \text{for } i \in [\lambda - j + 1, \lambda].
\]

By Lemma 4 there exists an LWE-distinguisher \(B_1\) that runs in about the same time as \(A\) such that the advantage of the adversary \(A\) to distinguish \(G_j\) from \(G_{j+1}\), for every \(j \in \{0, \ldots, \lambda - 1\}\) is upper bounded by \(N \cdot \text{Adv}_{\text{LWE,B}_1}^{n,q,a,m}(\lambda)\). By triangular inequality, the advantage of the adversary \(A\) to distinguish \(G_0\) from \(G_{\lambda}\) is upper bounded by \(\lambda \cdot N \cdot \text{Adv}_{\text{LWE,B}_1}^{n,q,a,m}(\lambda)\). It follows \(|\Pr[\text{one}_1] - \Pr[\text{one}_2]| \leq \lambda \cdot N \cdot \text{Adv}_{\text{LWE,B}_1}^{n,q,a,m}(\lambda)\).

**Game 4:** Compared to Game 3, the only change in the oracle available to the adversary. The oracle \(\text{ABM.LTag}(tk_\cdot)\) is now replaced by the oracle \(O_{\mathcal{T}_c}(\cdot)\) that returns a uniform and independent core tag \(t_c \triangleq \mathcal{T}_c\) at each new query and consistently returns the same \(t_c\) if the given query \(t_a\) occurs more than once.

Let us construct a PRF distinguisher \(C\) that uses \(A\) to win the PRF game. \(C\) first samples independent and uniform matrices \(\{C_i\}_{i \in \lambda}\) and sends them as \(ek\) to \(A\). When \(A\) makes a call to \(t_a\) to its tag oracle, the distinguisher \(C\) forwards \(t_a\) to the PRF challenger and relays the reply back to \(A\). The distinguisher \(C\) outputs whatever \(A\) outputs.

If the PRF challenger is returning PRF values, the view of \(A\) is the same as in Game 3 as \(C\) always replies with \(\text{PRF}_K(t_a)\) when queried on \(t_a\). Otherwise the view of \(A\) is the same as in Game 4 because \(C\) always replies with a random value when queried on \(t_a\). Hence \(|\Pr[\text{one}_3] - \Pr[\text{one}_2]| \leq \text{Adv}_{\text{PRF,C}}^{n}(\lambda)\).

**Game 5:** This game is defined as Game 4 except that we change back how matrices \(C_i\) are generated. They are not sampled uniformly at random any more, but according to step 3 of the \(\text{ABM.Gen}\) algorithm. By a similar argument as for the indistinguishability of Game 2 and Game 3, we conclude that there exists an LWE-distinguisher \(B_2\) that runs in about the same time as \(A\) such that

\[
|\Pr[\text{one}_3] - \Pr[\text{one}_2]| \leq \lambda \cdot N \cdot \text{Adv}_{\text{LWE,B}_2}^{n,q,a,m}(\lambda).
\]

**Game 6:** The game is defined as Game 5 except that the adversary gets \(ek\) that was generated via \(\text{ABM.Gen}\). This, in particular, means that \(\overline{A}\) is not sampled uniformly at random as in Game 5 but via \(\text{GenTrap}(n, u - w, q)\). Again by Lemma 2 we know that the statistical distance between the two matrices is \(2^{-n}\) and hence \(|\Pr[\text{win}_0] - \Pr[\text{win}_3]| \leq 2^{-n}\).

To conclude, we have

\[
\text{Adv}_{\text{ABM,}\overline{A}}^{\text{ind}}(\lambda) = |\text{one}_1 - \text{one}_0| \leq 2^{-n+1} + 2 \cdot \lambda \cdot N \cdot \text{Adv}_{\text{LWE,B}_1}^{n,q,a,m}(\lambda) + \text{Adv}_{\text{PRF,C}}^{\text{ind}}(\lambda)
\]
for some LWE-distinguisher $\mathcal{B}$ and some PRF distinguisher $\mathcal{C}$ that run in about the same time as $\mathcal{A}$.

**Evasiveness.** The proof very closely follows the proof of evasiveness of the GSW-based scheme of Libert et al. [38, Lemma 13].

Let $\mathcal{A}$ be a PPT adversary and let $(ek, ik, tk) \xleftarrow{} \text{ABM.Gen}(1^\lambda)$. We proceed by defining a series of game hops, where we denote by $\text{win}_i$ the event that the adversary wins the $i$-th game, i.e., $\mathcal{A}$ outputs a tag $t^* = (t^*_c, t^*_a) \in \mathcal{T} \setminus \mathcal{T}_0$ that has not been obtained through a query to the $\text{ABM.LTag}$ oracle.

**Game 1:** This game corresponds to the evasiveness experiment as of Definition [3]. Namely, the adversary $\mathcal{A}$ is given $ek$ and interacts with the tag oracle $\text{ABM.LTag}(tk, \cdot)$ that on input an auxiliary tag $t_a$ outputs $t_c := \text{PRF}_K(t_a)$ for $K = tk$. Moreover, $\mathcal{A}$ has access to the isLossy$(tk, \cdot)$ oracle that on input $t = (t_c, t_a)$ returns $1$ iff $t_c = \text{PRF}_K(t_a)$ and $0$ otherwise. We have $\text{Adv}_{\text{PRF},\mathcal{A}}^\mathcal{C}(\lambda) = \text{Pr}[\text{win}_1]$. 

**Game 2:** The game is defined as Game 1, except that the adversary $\mathcal{A}$ is given a differently generated evaluation key. Concretely, the generation of $\mathcal{A}$ in step 1 of $\text{ABM.Gen}$ is replaced by sampling $\mathcal{A}$ uniformly at random, i.e., $\mathcal{A} \xleftarrow{} Z_q^{m \times n}$. Since $\text{GenTrap}$ is called with $u - w$ and we assume that $u \geq 2(w + n + \log(w) - 1)$, by Lemma 2 we have $|\text{Pr}[\text{win}_2] - \text{Pr}[\text{win}_1]| \leq 2^{-n}$.

**Game 3:** In this game, the evaluation key given to $\mathcal{A}$ is generated by sampling independent and uniform matrices $\mathbf{C}_i \xleftarrow{} Z_q^{n \times N}$. The rest of the game is defined as Game 2. By Lemma 4 and a hybrid argument (similar to the argument justifying the switch from Game 2 to Game 3 in the proof of the indistinguishability property above), there exists an LWE-distinguisher $\mathcal{B}$ that runs in about the same time as $\mathcal{A}$ such that $|\text{Pr}[\text{win}_3] - \text{Pr}[\text{win}_2]| \leq \lambda \cdot N \cdot \text{Adv}_{\text{LWE},\mathcal{A}}(\lambda)$.

**Game 4:** Compared to Game 3, the only changes are in the oracles available to the adversary. Namely, instead of returning $t_c := \text{PRF}_K(t_a)$ at each query $\text{ABM.LTag}(tk, t_a)$, the $\text{ABM.LTag}$ oracle returns $t_c := R(t_a) \in \{0, 1\}^\lambda$, where $R$ is a random function lazily defined by sampling a uniform $\lambda$-bit string at each new query $t_a \in \{0, 1\}^*$. At each query isLossy$(tk, t)$, the oracle outputs $1$ iff $t_c = R(t_a)$ for $t = (t_c, t_a)$, and $0$ otherwise. Given that $R$ is a truly random function, $\text{Pr}[\text{win}_4] = \frac{Q}{2}$, where $Q$ is the number of queries to the isLossy$(tk, \cdot)$ oracle. We now show that $|\text{Pr}[\text{win}_4] - \text{Pr}[\text{win}_3]|$ is bounded by the probability of breaking the security of the PRF.

Let us construct a PRF distinguisher $\mathcal{C}$ that uses $\mathcal{A}$ to win the PRF game. The distinguisher $\mathcal{C}$ first samples independent and uniform matrices $\{\mathbf{C}_i\}_{i \in \langle\lambda\rangle}$ and sends them as $ek$ to $\mathcal{A}$. When $\mathcal{A}$ makes a call $t_a$ to $\text{ABM.LTag}(tk, \cdot)$, the distinguisher $\mathcal{C}$ forwards $t_a$ to the PRF challenger and relays the reply back to $\mathcal{A}$. When $\mathcal{A}$ makes a call $t = (t_c, t_a)$ to isLossy$(tk, \cdot)$, the distinguisher $\mathcal{C}$ forwards $t_a$ to the PRF challenger. If the reply equals $t_c$, $\mathcal{C}$ replies to $\mathcal{A}$ with 1. Otherwise $\mathcal{C}$ replies with 0. Once $\mathcal{A}$ outputs a tag $t = (t_c, t_a)$, $\mathcal{C}$ submits $t_a$ to its challenger. If the reply equals $t_c$, $\mathcal{C}$ outputs 1. Otherwise $\mathcal{C}$ outputs 0.

If the PRF challenger is returning PRF values, the view of $\mathcal{A}$ is the same as in Game 3 as $\mathcal{C}$ always replies with $\text{PRF}_{K^*}(t_a)$ when queried on $t_a$. Otherwise the view of $\mathcal{A}$ is the same as in Game 4 because $\mathcal{C}$ always replies with a random
value when queried on $t_a$. Hence the advantage $\text{Adv}_{\text{PRF},C}^{\text{ind}}(\lambda)$ of the distinguisher $C$ is at least $|Pr[\text{win}_4] - Pr[\text{win}_3]|$ as required.

To summarize, we have

$$\text{Adv}_{\text{ABM},A}^{\text{eva}}(\lambda) \leq 2^{-n} + \lambda \cdot N \cdot \text{Adv}_{\text{LWE},B}^{\text{ind}}(\lambda) + \text{Adv}_{\text{PRF},C}^{\text{ind}}(\lambda) + \frac{Q}{2\lambda}.$$  

**Remark 3.** Note that the core tag space $T_c = \{0,1\}$ is efficiently samplable and explainable. Hence ABM is an ABM-LTF with explainable tags according to Definition 10.

### 5 IND-SO-CCA security from ABM-LTFs

Having our ABM-LTF construction at hand, we are now prepared to present a IND-SO-CCA secure PKE with compact ciphertexts which is the main goal of our paper. To this end, let us recall the construction of IND-SO-CCA secure PKE based on ABM-LTFs by Hofheinz [32] which we follow. We require the following ingredients:

1. an LTF $\text{LTF} = (\text{LTF}.\text{Gen}, \text{LTF}.\text{Eval}, \text{LTF}.\text{Invert}, \text{LTF}.\text{LGen})$ with domain $\{0,1\}^n$ (as in Definition 7) that is $\ell'$-lossy,
2. an ABM-LTF with explainable tags $\text{ABM} = (\text{ABM}.\text{Gen}, \text{ABM}.\text{Eval}, \text{ABM}.\text{Invert}, \text{ABM}.\text{LTag})$ with domain $\{0,1\}^n$ and tag set $T = T_c \times \{0,1\}^*$ (as in Definition 10) that is $\ell$-lossy,
3. a family $\mathcal{H}$ of universal hash functions $h : \{0,1\}^n \rightarrow \{0,1\}^{2\kappa}$ for some $\kappa = \kappa(\lambda)$, so that for any $f : \{0,1\}^n \rightarrow \{0,1\}^{2^{n-(\ell+\ell')}}$, it holds that $SD((h,f(x),h(x));(h,f(x),U)) = O(2^{-\lambda})$, where $h \leftarrow \mathcal{H}, x \leftarrow \{0,1\}^n,$ and $U \leftarrow \{0,1\}^{2\kappa},$ and
4. a statistically secure lossy authenticated encryption scheme $\text{LAE} = (E, D)$ (see Definition 11) with $2\kappa$-bit keys $K$, $\kappa$-bit messages $\text{msg}$, and ciphertexts of size $2\kappa$.

**Remark 4.** The requirement in Item 3 above can be fulfilled for $n$ linear in $\lambda$ due to the Leftover Hash Lemma. We detail this in Appendix B.3.

The PKE scheme from [32] $\text{PKE} = (\text{PKE}.\text{Gen}, \text{PKE}.\text{Enc}, \text{PKE}.\text{Dec})$ works as shown in Fig. 1.

We give a brief intuition of how the scheme works. The LTF and the ABM-LTF are used to “encrypt” a hash-pre-image of a symmetric key. The key is then used to encrypt the message using the LAE scheme. This allows for switching the LTF to lossy mode, and the ABM-LTF to lossy tags for the challenge ciphertexts in the security proof, allowing the reduction to ultimately switch the symmetric keys to random keys that are unrelated to the remaining ciphertext components.
**Fig. 1.** The construction of IND-SO-CCA secure encryption by Hofheinz [32].

**Mending a gap in [32].** We rewrite the proof instead of using the one from the original work, as there is a gap in the original work. In particular, in Game 7 of the original work, the keys of the lossy authenticated encryption scheme used for generating challenge ciphertexts are switched to truly random keys. The proof does not mention however how challenge ciphertexts that were generated like this can be opened, as the preimage $x$ of the key $K$ would need to be revealed. We close this gap by introducing an additional game where the preimages $x$ of the keys are resampled using an inefficient opening algorithm. When the keys are switched to random, we continue to use this inefficient opening algorithm to output preimages $x$ matching the key $K$ as well as the LTF and ABM-LTF images $y'$ and $y$. This change means that all following games are inefficient, and we need to rely on statistical security for the game hops after this game.

**Theorem 3.** If LTF is an LTF, ABM an ABM-LTF with explainable tags, $UH$ an UHF family as described, and LAE a lossy authenticated encryption scheme, then PKE is IND-SO-CCA secure. In particular, for every IND-SO-CCA adversary $A$ on PKE that makes at most $q_{\text{PKE,Dec}} = q_{\text{PKE,Dec}}(\lambda)$ decryption queries, there exist adversaries $B, C, F,$ and $E$ of roughly same complexity as $A$ such that

$$
\text{Adv}_{\text{PKE,Dec}}(\lambda) \leq \text{Adv}_{\text{ABM,Dec}}(\lambda) + q_{\text{PKE,Dec}}(\lambda) \cdot \text{Adv}_{\text{ABM,EvA}}(\lambda) + \text{Adv}_{\text{LTF,EvA}}(\lambda) + N \cdot \text{Adv}_{\text{LAE,EvA}}(\lambda) + O(N/2^\lambda). \tag{2}
$$

**Remark 5.** While the reduction depends on the number $N$ of challenge ciphertexts, these dependencies only appear in statistical terms (when using the unconditionally secure lossy authenticated encryption from Section [2]). On the other hand, the number of an adversary’s decryption queries goes linearly into the reduction factor.

**Remark 6.** We note that when instantiated with our construction of an LTF and an ABM-LTF from sections Sections [3] and [4] respectively, we achieve constant expansion, i.e. the ciphertext size is only by a constant factor larger than the plaintext size.

We now turn to the proof of Theorem 3.
Proof. The proof largely follows [15, 27, 32]. Assume $N = N(\lambda) > 0$ and an IND-SO-CCA adversary $A$ that makes exactly $q^\text{PKE-Dec}$ decryption queries, where $q^\text{PKE-Dec} = q^\text{PKE-Dec}(\lambda)$ is a suitable polynomial. We proceed in games, and start with the real IND-SO-CCA experiment $\text{Exp}^\text{ind-so-cca}_{\text{PKE}, A, N}$ as Game 1. An overview of how the game works can be seen in Definition [15] and the implementations of the algorithms used to generate keys, encrypt the challenges, respond to decryption queries, and open ciphertexts can be found in Fig. 2. If we denote with $\text{one}$, the output of Game $i$, we get $|\Pr[\text{one}_1] - \frac{1}{2}| = \text{Adv}_{\text{PKE}, A}^\text{CCA}(\lambda)$ (3).

In Game 2 we make a change to how the decryption oracle handles decryption queries with a tag that has been copied from a challenge ciphertext. We say that a tag $(t_c, y')$ is copied if it occurs already in $C^{(i)}$ for some $i$. We reject decryption queries $C = (ct, y', t_c, y)$ if $(t_c, y')$ is copied, but $y$ is not the same as in the challenge ciphertext that it was copied from (see Fig. 2 for details). For copied tags where $y$ was copied as well, we use the key $K^{(i)}$ from the challenge ciphertext to decrypt $ct$. (That way, neither $y$ nor $y'$ have to be inverted when processing decryption queries with copied tag.)

Since $y'$ uniquely determines $x$ (and thus $y$) at this point, these changes are purely conceptual, and we have $\Pr[\text{one}_2] = \Pr[\text{one}_1]$ (4).

In Game 3, we output random coins for the tag generation via $R_t \leftarrow \mathcal{E}$. $\text{Exp}_{\mathcal{T}_c}(\lambda, t_c)$ instead of the random coins that were used to sample $t_c$ originally (see Fig. 2). Since $\mathcal{T}_c$ is efficiently samplable and explainable, we get $\Pr[\text{one}_3] = \Pr[\text{one}_2]$ (5).

In Game 4, we generate the ABM tags used in the challenge ciphertexts $C^{(i)}$ as lossy tags, see Fig. 2. A straightforward reduction shows $|\Pr[\text{one}_4] - \Pr[\text{one}_3]| = \text{Adv}_{\text{ABM}, B}^\text{ABM}(\lambda)$ (6) for a suitable adversary $B$ on ABM's indistinguishability.

In Game 5, we switch from using the inversion key $ik'$ to invert $y'$ and obtain $x = f_{ik'}^{-1}(y')$ and then checking that $f_{ch(t_c, y')}^{-1}(x) = y$ to using the inversion key $ik$ of ABM and then checking consistency using LTF. These changes can be seen in Fig. 2. (Note that by the changes from Game 2, we may assume that the tag $(t_c, y')$ is fresh.) By the correctness properties of LTF and ABM, these procedures yield the same results, unless the adversary submits a decryption query with a non-injective, non-copied tag. We thus need to bound $\Pr[\text{bad}_{\text{ninj}}]$, where $\text{bad}_{\text{ninj}}$ denotes the event that $A$ submits a decryption query with a non-injective ABM tag $t = (t_c, y')$ that is not copied. However, the evasiveness property of ABM guarantees that $|\Pr[\text{one}_5] - \Pr[\text{one}_4]| \leq \Pr[\text{bad}_{\text{ninj}}] \leq q^\text{PKE-Dec}(\lambda) \cdot \text{Adv}_{\text{ABM}, C}^\text{ABM}(\lambda)$ (7) is negligible, where $C$ is a suitable adversary against the evasiveness property of ABM. (Concretely, $C$ simulates Game 4, chooses $i \in [q^\text{PKE-Dec}]$ uniformly, and outputs the tag $t = (t_c, y')$ from $A$’s $i$th decryption query if it is not copied. Note that $C$ can use its $\text{ABM.LTag}$ oracle to produce lossy ABM tags.)

In Game 6, we generate LTF's evaluation key $ek'$ as a lossy key, via $ek' \leftarrow \mathcal{E}_\text{LTF.LGen}(1^\lambda)$. Since in Game 5, LTF's inversion key $ik'$ is never used, a straightforward reduction shows $|\Pr[\text{one}_6] - \Pr[\text{one}_5]| = \text{Adv}_{\text{LTF}, X}^\text{ind}(\lambda)$ (8) for a suitable PPT adversary on LTF's indistinguishability.
In Game 7 we sample $x$ for the opened ciphertexts through an inefficient opening algorithm Opener that given $K, y, y'$ outputs $x$ s.t. $h(x) = K, f_{K'}(x) = y', f_{ek,t_y'}(x) = y$. (It is here that our proof diverges from that of [32].) The opening algorithm Opener can for example be implemented as follows: First compute the set $X_{K,y,y'} := \{x \mid h(x) = K, f_{ek,t_y'}(x) = y, f_{ek'}(x) = y'\}$ of possible values for $x$, then sample $x^{(i)} \approx x^{(i)} \in X_{K,y,y'}$ uniformly at random.

It is easy to see that it holds that $\forall x \in \{0,1\}^n$

$$\Pr_{x^{(i)} \sim \{0,1\}^n} [x' = x] = \Pr_{x^{(i)} \sim \{0,1\}^n} [x' = x]$$

and thus $\Pr[\text{one}]. = \Pr[\text{one}].$ (9).

In Game 8, we compute the keys $K$ used during encryption as independently and truly random keys $K \in \{0,1\}^2k$, instead of setting $K = h(x)$. (Note that by our rules from Game 2, this also means that upon a decryption query with a
copied tag \((t_c, y')\), that same random key \(K\) used during encryption is used to decrypt.)

To justify our change, observe that in Game 7, all evaluations \(y' = f_{ek'}(x)\), resp. \(y = f_{ek, (t_c, y')}(x)\) that \(A\) receives in the challenge ciphertexts are made with respect to lossy keys, resp. tags. In particular, at this point, the values \(h(x)\) generated during encryption of \(msg\) are statistically close to uniform, even given \(y'\) and \(y\). This is due to the requirement we made in Item 3. Hence, the difference between Game 7 and Game 8 is only statistical:

\[
|\Pr[\text{one}_8] - \Pr[\text{one}_7]| \leq O(N/2^\lambda).
\]  

(10)

Finally, in Game 9, we reject all decryption queries with copied tags \((t_c, y')\) (even if also \(y\) is copied from the same challenge ciphertext) unless said ciphertext has been opened. A difference to Game 8 only occurs if \(A\) manages to submit a decryption query \((ct, y', t_c, y)\) with the following properties:

- the values \(t_c, y', y\) are all copied from the same previous unopened challenge ciphertext \(C^{(i)}\), and
- \(ct\) decrypts correctly to some message under the key \(K\) used in that challenge ciphertext \(C^{(i)}\).

Let us call \(\text{bad}_{\text{auth}}\) the event that \(A\) places such a decryption query. We can bound the probability that \(\text{bad}_{\text{auth}}\) occurs using LAE’s authentication property. Namely, a hybrid argument over all challenge ciphertexts shows that

\[
|\Pr[\text{one}_9] - \Pr[\text{one}_8]| \leq \Pr[\text{bad}_{\text{auth}}] \leq N \cdot \text{Adv}_{\text{auth}}^{\text{LAE, E}}(\lambda)
\]  

(11)

for an adversary \(\mathcal{E}\) that simulates Game 8, and embeds its own challenge ciphertext as one of the IND-SO-CCA challenge ciphertexts of Game 8.

Now observe that in Game 9, \(A\) receives only lossy LAE ciphertexts made with independently random keys \(K\) (that are never used again for any decryption queries). The message vectors \(msg_0\) and \(msg_1\) from \(\text{Exp}_{\text{PKE}, A}^{\text{ind-so-cca}}\) are thus identically distributed (even given \(A\)’s view), and we finally obtain \(\Pr[\text{one}_9] = \frac{1}{2}\) (12). Taking (Eq. (3)–Eq. (12)) together shows (Eq. (2)).
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Fig. 3. Handling of encryption, decryption and opening in the games Game 5, Game 6, Game 7, Game 8, Game 9.


Supplementary Material

A Additional Preliminaries

A.1 On Gadget Matrices

Proof of Lemma 1

Proof. We replicate here the construction of [40].

Set \( k = \lceil \log_2 q \rceil \). Let \( y = G^T s + e \mod q \) for \( s \in \mathbb{Z}_q^n \) and \( e \in \mathbb{Z}^{nk} \). Then, \( y \) has the following shape

\[
y^T = (s_1 + e_1, 2s_1 + e_2, \ldots, 2^{k-1}s_1 + e_k, s_2 + e_{k+1}, 2s_2 + e_{k+2}, \ldots)
\]

Therefore, it suffices to prove the claim for the case \( n = 1 \). Set \( g = (1, 2, \ldots, 2^{k-1}) \), then \( y = gs + e \) for some number \( s \in \mathbb{Z}_q \) and noise \( e \in \mathbb{Z}^k \).

If \( q \) is a power of 2, i.e. \( q = 2^k \), set

\[
S = \begin{pmatrix}
2 & -1 \\
2 & -1 \\
\vdots & \ddots \\
2 & -1 \\
\end{pmatrix}
\]

Otherwise, if \( q \neq 2^k \), consider the \( k \times k \)-matrix

\[
S = \begin{pmatrix}
2 & -1 & & & \\
2 & -1 & & & \\
& & \ddots & & \\
& & & 2 & -1 \\
& & & q_0 & q_1 & \cdots & q_{k-2} & q_{k-1}
\end{pmatrix}
\]

where \( q_0, \ldots, q_{k-1} \in \{0, 1\} \) is the binary representation of \( q = q_0 + 2q_1 + \ldots + 2^{k-1}q_{k-1} \). Note, that the \( \infty \)-norm of \( S \) is bounded by \( \max \{3, k\} \). Since \( q \geq 8 \) we have \( \|S\|_\infty \leq k \).

Over \( \mathbb{Z}_q \), we have \( S \cdot g = 0 \mod q \). However, \( S \) is invertible over the reals. This leads to the following algorithm:

1. Given \( y \in \mathbb{Z}_q^k \), compute \( b := S \cdot y \mod q \).
2. Treat \( b \) like a real vector in \( [-\frac{3}{2}, \frac{3}{2}]^k \) and compute \( e' := S^{-1} \cdot b \).
3. Output \( e' \) and \( s' := y_1 - e'_1 \mod q \).

In this algorithm, we have \( e = e' \) (and \( s = s' \)) if \( b \) equals the product \( S \cdot e \) over the integers. Since \( b \) is computed by

\[
b = Sy = S(gs + e) = Se \mod q,
\]
it equals $S e$ if the $\infty$-norm of $S e$ is smaller than $\frac{q}{2}$. Since we demanded $||e||_\infty < \frac{q}{2} | \log_2 q |$, we have

$$||S e||_\infty \leq ||S||_\infty \cdot ||e||_\infty < k \cdot \frac{q}{2k} = \frac{q}{2}.$$ 

Therefore, the correctness of the algorithm follows.

A.2 Dual GSW

Proof of Lemma 4

Proof. 1. We can prove the first statement of Lemma 4 by a hybrid argument (with $N$ game hops).

For a given $A \in \mathbb{Z}_q^{m \times n}$, $i \in 0, \ldots, N$ and $\beta \in \{0,1\}$ define the distribution $H_{i,\beta}$ as follows:

(a) Sample $u_1, \ldots, u_i \leftarrow \mathbb{Z}_q^m$.

(b) Sample $s_{i+1}, \ldots, s_N \leftarrow \mathbb{Z}_q^n$, $e_{i+1}, \ldots, e_N \leftarrow \mathcal{D}_m^{\alpha q}$ and set for $j = i+1, \ldots, N$

$$b_j := A s_j + e_j \mod q.$$

(c) Output $(u_1 \mid \ldots \mid u_i \mid b_{i+1} \mid \ldots \mid b_N) + \beta G_{m,q}$.

We have the following equalities of distributions (in the sense that these distributions are identical):

$$H_{0,0} = \text{FHE.Enc}(A, 0),$$

$$H_{0,1} = \text{FHE.Enc}(A, 1).$$

By the triangle-inequality, there must be an $i \in [N]$ and $\beta \in \{0,1\}$ s.t.

$$\Pr_{C \leftarrow \text{FHE.Enc}(A, \beta)}[A(C) = 1] - \Pr_{C \leftarrow H_{i,\beta}}[A(C) = 1] \geq \frac{1}{N} \left| \Pr_{C \leftarrow \text{FHE.Enc}(A, 0)}[A(C) = 1] - \Pr_{C \leftarrow \text{FHE.Enc}(A, 1)}[A(C) = 1] \right|.$$ 

However, $\Pr_{C \leftarrow H_{i,\beta}}[A(C) = 1] - \Pr_{C \leftarrow H_{i,\beta}}[A(C) = 1]$ is equal to the advantage of an LWE-distinguisher $B$ that implements an LWE challenge in the $i$-th column of a sample of $H_{i,\beta}$. Therefore, we have

$$\left| \Pr_{C \leftarrow H_{i-1,\beta}}[A(C) = 1] - \Pr_{C \leftarrow H_{i,\beta}}[A(C) = 1] \right| \leq \text{Adv}_{\text{LWE}}^{n,q,\alpha,m}(B).$$

2. Let $A \in \mathbb{Z}_q^{m \times n}$, $\mu_1, \mu_2 \in \{0,1\}$ and $C_1, C_2 \in \mathbb{Z}_q^{m \times N}$. We first show the correctness for computing negations, sums and products:

Negations: It is easy to see that

$$\text{noise}_{A,1-\mu_1}(G - C_1) = \text{noise}_{A,\mu_1}(C_1).$$
Additions: We will assume here that $\mu_1$ and $\mu_2$ are not simultaneously one, i.e. $\mu_1 + \mu_2 \in \{0,1\}$, since the case $\mu_1 = \mu_2 = 1$ is not relevant for the homomorphic evaluation of circuits. Assuming $\mu_1 + \mu_2 \in \{0,1\}$, it is easy to verify that

$$\text{noise}_{A,\mu_1+\mu_2}(C_1 + C_2) \leq \text{noise}_{A,\mu_1}(C_1) + \text{noise}_{A,\mu_2}(C_2). \quad (14)$$

Multiplications: Let $S_1, S_2 \in \mathbb{Z}_q^{n \times N}$ and $E_1, E_2 \in \mathbb{Z}^{m \times N}$ s.t.

$$C_1 = AS_1 + E_1 + \mu_1 G \quad \text{and} \quad C_2 = AS_2 + E_2 + \mu_2 G$$

and

$$||E_1||_\infty = \text{noise}_{A,\mu_1}(C_1) \quad \text{and} \quad ||E_2||_\infty = \text{noise}_{A,\mu_2}(C_2).$$

FHE.Eval computes products by

$$C_1 \cdot G^{-1}(C_2) = A \cdot (S_1G^{-1}(C_2) + \mu_1 S_2)$$
$$+ (E_1G^{-1}(C_2) + \mu_1 E_2) + \mu_1 \mu_2 G.$$ 

It therefore suffices to bound the error $E_1G^{-1}(C_2) + \mu_1 E_2$. In fact, we have

$$\text{noise}_{A,\mu_1\mu_2}(C_1 \cdot G^{-1}(C_2))$$
$$\leq ||E_1G^{-1}(C_2) + \mu_1 E_2||_\infty$$
$$\leq ||E_1G^{-1}(C_2)||_\infty + ||\mu_1 E_2||_\infty$$
$$\leq ||E_1||_\infty \cdot ||G^{-1}(C_2)||_\infty + \mu_1 ||E_2||_\infty$$
$$\leq ||E_1||_\infty \cdot N + \mu_1 ||E_2||_\infty$$
$$= N \cdot \text{noise}_{A,\mu_1}(C_1) + \mu_1 \cdot \text{noise}_{A,\mu_2}(C_2) \quad (15)$$

Now, let $\iota : [L] \to [\eta], (\sigma_{\eta,\mu})_{\mu \in \{0,1\}}$ be a branching program of length $L$. Let $C_1, \ldots, C_\eta \in \mathbb{Z}_q^{n \times N}$ be ciphertexts for bits $\mu_1, \ldots, \mu_\eta \in \{0,1\}$. Set

$$B := \max_{\mu \in [\eta]} \text{noise}_{A,\mu_\iota}(C_\iota).$$

Let $\delta_{i,j}$ denote the Kronecker delta that is given by

$$\delta_{i,j} := \begin{cases} 1, & \text{if } i = j, \\ 0, & \text{if } i \neq j. \end{cases}$$

Then, the permutation matrix $M_\sigma \in \{0,1\}^{5 \times 5}$ for a permutation $\sigma \in S_5$ has the entries $(\delta_{i,\sigma(j)})_{i,j \in [5]}$. It holds

$$M_{\sigma_1} \cdot M_{\sigma_2} = M_{\sigma_1 \circ \sigma_2}.$$ 

For $h = 1, \ldots, L$, set

$$P^{(0)} := I_5 \in \{0,1\}^{5 \times 5},$$
\( P^{(h)} := M_{\sigma_{h,\mu}} \cdot P_{(h-1)} \in \{0,1\}^{5 \times 5}. \)

Let \((p_{i,j}^{(h)})_{i,j \in [5]}\) denote the entries of \(P^{(h)}\).

We prove by induction on \(h = 0, \ldots, L\) that \(Q_{i,j}^{(h)}\) is an encryption of the \((i,j)\)-th entry \(p_{i,j}^{(h)}\) of \(P^{(h)}\) for each \(i, j \in [5]\), i.e.

\[
\text{noise}_{A, p_{i,j}^{(h)}} (Q_{i,j}^{(h)}) \leq h \cdot 2NB.
\]

The induction start is clear, since \(i, j \in \{0\}\), i.e.

\[
\text{noise}_{A, p_{i,j}^{(h)}} (Q_{i,j}^{(h)}) \leq h \cdot 2NB.
\]

is a noise-free encryption of the identity matrix \(P^{(0)}\).

For the induction step, assume that the induction hypothesis holds for \((Q_{i,j}^{(h-1)})_{i,j \in [5]}\). Let \(\mu = \mu_{i,(h)}\) and note, that we have

\[
M_{\sigma_{h,\mu}} = \mu \cdot M_{\sigma_{h,1}} + (1 - \mu) \cdot M_{\sigma_{h,0}}.
\]

For the \((i,j)\)-th entry of \(P^{(h)} = M_{\sigma} \cdot P^{(h-1)}\), we get

\[
P_{i,j}^{(h)} = \mu \cdot \left( \sum_{k=1}^{5} \delta_{i,\sigma_{h,1}(k)} \cdot p_{k,j}^{(h-1)} \right) + (1 - \mu) \cdot \left( \sum_{k=1}^{5} \delta_{i,\sigma_{h,0}(k)} \cdot p_{k,j}^{(h-1)} \right)
= \mu \cdot p_{\sigma_{h,1}(i),j}^{(h-1)} + (1 - \mu) \cdot p_{\sigma_{h,0}(i),j}^{(h-1)}.
\]

For \(Q_{i,j}^{(h)}\), we have

\[
\text{noise}_{A, p_{i,j}^{(h)}} (Q_{i,j}^{(h)})
= \text{noise}_{A, p_{\sigma_{h,1}(i),j}^{(h-1)}} + (1 - \mu) \cdot \text{noise}_{p_{\sigma_{h,0}(i),j}^{(h-1)}}
\]

\[
\text{Eq. \[\text{[1]}\]}
\leq \text{noise}_{A, p_{\sigma_{h,1}(i),j}^{(h-1)}} + \text{noise}_{A, p_{\sigma_{h,0}(i),j}^{(h-1)}}
\]

\[
\text{Eq. \[\text{[2]}\]}
\leq N \cdot \text{noise}_{A, \mu} (C_{i,(h)}) + \mu \cdot \text{noise}_{A, p_{\sigma_{h,1}(i),j}^{(h-1)}} + (1 - \mu) \cdot \text{noise}_{A, p_{\sigma_{h,0}(i),j}^{(h-1)}}
\]

\[
= N \cdot \text{noise}_{A, \mu} (C_{i,(h)}) + \mu \cdot \text{noise}_{A, p_{\sigma_{h,1}(i),j}^{(h-1)}} + (1 - \mu) \cdot \text{noise}_{A, p_{\sigma_{h,0}(i),j}^{(h-1)}}
\]

\[
\leq h \cdot 2NB.
\]
+ N \cdot \text{noise}_{A, (1-\mu)} (C_{\text{out}(h)}) + (1-\mu) \cdot \text{noise}_{A, p^{(h-1)}_{\sigma_{h,0}(i),j}} (Q^{(h-1)}_{\sigma_{h,0}(i),j})

\leq N \cdot B + \mu \cdot (h-1) \cdot 2NB + N \cdot B + (1-\mu) \cdot (h-1) \cdot 2NB

= h \cdot 2NB.

The inequality at (*) comes from the induction hypothesis that states

\begin{align*}
\text{noise}_{A, p^{(h-1)}_{\sigma_{h,1}(i),j}} (Q^{(h-1)}_{\sigma_{h,1}(i),j}) \cdot 2NB.
\end{align*}

If \( \iota : [L] \rightarrow [\eta], \langle \sigma_{i,j} \rangle_{i,j} \) is the branching program of a circuit \( C : \{0,1\}^\eta \rightarrow \{0,1\} \), then we have \( p_{1,1}^{(L)} = C(\mu_1, \ldots, \mu_\eta) \), since

\[ p_{1,1}^{(L)} = 1 \iff \sigma_{i,\mu_i}, \sigma_{0} \circ \cdots \sigma_{1,\mu_1}(1) = 1 \iff C(\mu_1, \ldots, \mu_\eta) = 1. \]

Therefore, we have

\[ \text{noise}_{A, C(\mu_1, \ldots, \mu_\eta)} (Q_{1,1}^{(L)}) = \text{noise}_{A, p_{1,1}^{(L)}} (Q_{1,1}^{(L)}) \leq L \cdot 2NB \]

where \( L = 4^d \) is four to the power of the depth of \( C \).

**Lemma 5.** Let \( q, n, \overline{m} \in \mathbb{N} \) s.t. \( \overline{m} > 0, q \geq 2^q \) and \( \overline{m} \geq n \cdot \lceil \log_2 q \rceil \). Set \( w = n \cdot \lceil \log_2 q \rceil, m = \overline{m} + w \) and \( N := m \cdot \lceil \log_2 q \rceil \).

Further, let \( (\mathbf{R}, \mathbf{A}) \) be sampled by \( \text{GenTrap}(n, \mathbf{m}, q) \).

There is a PPT algorithm that – given \( \mathbf{R}, \mathbf{A} \) and a ciphertext \( \mathbf{C} \in \mathbb{Z}^{m \times N} \) for a message \( \mu \in \{0,1\} \) under \( \mathbf{A} \) – will retrieve \( \mu \) and matrices \( \mathbf{S} \in \mathbb{Z}_q^{n \times N} \) and \( \mathbf{E} \in \mathbb{Z}^{m \times N} \) s.t.

\[ \mathbf{C} = \mathbf{A}\mathbf{S} + \mathbf{E} + \mu \mathbf{G} \]

and

\[ \|\mathbf{E}\|_\infty < \frac{q}{2\log_2(q) \cdot (\overline{m}+1)} \]

if \( \text{noise}_{A, \mu} (\mathbf{C}) < \frac{q}{2\log_2(q) \cdot (\overline{m}+1)} \).

**Proof.** We define the following sub-algorithm try:

1. Given matrices \( \mathbf{R}, \mathbf{A}, \mathbf{C} \) and a bit \( \mu \), try sets

   \[ (\mathbf{c}_1 | \ldots | \mathbf{c}_N) := \mathbf{C} - \mu \mathbf{G}. \]

2. For each \( i \in [N] \), it uses \( \text{Invert} (\mathbf{A}, \mathbf{c}_i, \mathbf{R}) \) to compute vectors \( \mathbf{s}_i \in \mathbb{Z}_q^n, \mathbf{e}_i \in \mathbb{Z}^m \) s.t.

   \[ \mathbf{c}_i = \mathbf{A}\mathbf{s}_i + \mathbf{e}_i \mod q \]

   and

   \[ \|\mathbf{e}_i\|_\infty < \frac{q}{2\log_2(q) \cdot (\overline{m}+1)}. \]
3. If one of the calls $\text{Invert}(A, c_i, A)$ fails or does not finish after a fixed polynomial number of computations or does not return a correct result, then try aborts.

4. Otherwise, try sets $S = (s_1| \ldots | s_N)$ and $E = (e_1| \ldots | e_N)$.

5. If $\|E\|_\infty \geq \frac{q}{2 \log_2(q) \cdot (m+1)}$, then try aborts. Otherwise, it returns $S$ and $E$.

Given $R, A$ and $C$, our main-algorithm runs $\text{try}(R, A, C, 0)$ and $\text{try}(R, A, C, 1)$, and returns $E$ and $S$ of the one sub-algorithm that finished successfully (and the corresponding bit $\mu$).

We claim, for each $(R, A) \leftarrow \text{GenTrap}(n, m,q)$, for each matrix $C \in \mathbb{Z}_m^{n \times N}$ and for each $\mu \in \{0, 1\}$ s.t. $\text{noise}_{A,\mu}(C) < \frac{q}{2 \log_2(q) \cdot (m+1)}$, try$(R, A, C, \mu)$ will succeed while $\text{try}(R, A, C, 1-\mu)$ will fail.

It suffices to show this for the case $\mu = 0$. Since $\text{noise}_{A,0}(C) < \frac{q}{2 \log_2(q) \cdot (m+1)}$, there are matrices $S \in \mathbb{Z}_q^{n \times N}$ and $E \in \mathbb{Z}_m^{m \times N}$ s.t.

$$C = AS + E \mod q$$

and

$$\|E\|_\infty < \frac{q}{2 \log_2(q) \cdot (m+1)}.$$

Therefore, the $\infty$-norm of each column of $E$ is suitably small s.t. $\text{try}(R, A, C, 0)$ will succeed according to Lemma 3 and return $S$ and $E$.

For the sake of contradiction, assume that $\text{try}(R, A, C, 1)$ succeeds, too, and returns matrices $S', E'$ s.t.

$$C = AS' + E' + G \mod q$$

and

$$\|E'\|_\infty < \frac{q}{2 \log_2(q) \cdot (m+1)}.$$

Then, we have

$$G = A(S - S') + E - E' \mod q.$$ 

We claim that there is a non-zero vector $x \in \{-1, 0, 1\}^m$ s.t.

$$x^TA = 0 \mod q.$$

In fact, since $\{0, 1\}^m$ has more elements than $\mathbb{Z}_q^n$, there must exist two different vectors $a, b \in \{0, 1\}^m$ s.t. $a^TA = b^TA \mod q$. Ergo, we can choose $x = a - b \neq 0$.

Since $x$ is non-zero, we can assume – without loss of generality – that $x_1 = 1$. We now have

$$x^TG = x^TA(S - S') + x^T(E - E') = x^T(E - E') \mod q.$$
Since $x_1 = 1$, the first $\lceil \log_2 q \rceil$ coordinates of $x^T G$ must look as follows
\[
x^T G = (1 \ 2 \ \ldots \ 2^{\lceil \log_2 q \rceil - 2} \ 2^{\lceil \log_2 q \rceil - 1} \ \ldots).
\]
For $x^T (E - E')$, on the other hand, we have over the integers
\[
\| (E - E')^T x \|_\infty \leq \| (E - E')^T \|_\infty \cdot \| x \|_\infty \leq m \cdot \| E - E' \|_\infty \cdot 1
\]
\[
\leq m \cdot (\| E \|_\infty + \| E' \|_\infty) \leq m \cdot 2 \cdot \frac{q}{2 \log_2(q) \cdot (m + 1)}
\]
\[
< \frac{q}{\log_2 q} \cdot \frac{m}{m} \leq \frac{q}{\log_2 q} \cdot 2 \leq \frac{q}{4}.
\]
In particular, each entry of the integer vector $x^T (E - E')$ must lie in the open interval $\left( -\frac{q}{4}, \frac{q}{4} \right)$. The entry $2^{\lceil \log_2 q \rceil - 2}$ of $x^T G$, however, must lie in the interval $\left[ \frac{q}{4}, \frac{q}{2} \right)$. Since the intervals $\left( -\frac{q}{4}, \frac{q}{4} \right)$ and $\left[ \frac{q}{4}, \frac{q}{2} \right)$ don’t intersect modulo $q$, the equality
\[
x^T G = x^T A (S - S') + x^T (E - E') \mod q
\]
cannot hold. A contradiction!

Ergo, not both sub-algorithms can succeed. This implies that our main-algorithm always outputs a correct result.

B Parameters

In this section, we will give exhaustive overviews over the parameters used by our LTF construction Section 3, by our ABM-LTF construction Section 4 and by our IND-SO-CCA secure PKE construction Section 5.

We will gather all inequalities and constraints that the respective constructions need to fulfill and then give asymptotic choices of parameters that meet all those conditions.

The parameter $\lambda$ is the security parameter in all of our constructions.

B.1 LTF Construction

Parameters. Our LTF scheme in Section 3 has the free parameters
\[
n, m, p, q \in \text{poly}(\lambda) \text{ and } \alpha \in (0, 1).
\]
By its construction, we have the following additional parameters:
\[
w := n \cdot \lceil \log_2 q \rceil,
\]
\[
N := m \cdot \lceil \log_2 q \rceil,
\]
\[
u := m - m,\]
\[
e := \left\lfloor \frac{q}{p} \right\rfloor.
\]
We additionally introduce the helping parameter $\overline{u} := u - w$, that was only used implicitly in Section 3.

With those parameters, we achieve a lossiness of

$$\ell := m \log_2 p - n \log_2 q - m \log_2 (\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1)$$

and an expansion of

$$\chi := \frac{m \cdot \log_2 q}{m \cdot \log_2 p}.$$

We give a comprehensive overview of all numbers in Table 1.

<table>
<thead>
<tr>
<th>Free Parameters</th>
<th>Meaning</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Length of LWE Secrets</td>
<td>poly($\lambda$)</td>
</tr>
<tr>
<td>$\overline{m}$</td>
<td>Dimension of Preimages</td>
<td>poly($\lambda$)</td>
</tr>
<tr>
<td>$m$</td>
<td>Dimension of Images</td>
<td>poly($\lambda$)</td>
</tr>
<tr>
<td>$p$</td>
<td>Modulus of Preimages</td>
<td>poly($\lambda$)</td>
</tr>
<tr>
<td>$q$</td>
<td>Modulus of Images</td>
<td>poly($\lambda$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Noise-Modulus Ratio at Key Generation</td>
<td>(0, 1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constructed Parameters</th>
<th>Meaning</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>Rows of Lattice-Trapdoor</td>
<td>$n \cdot \lceil \log_2 q \rceil$</td>
</tr>
<tr>
<td>$\overline{u}$</td>
<td>Columns of Lattice-Trapdoor</td>
<td>$u - w = m - \overline{m} - w$</td>
</tr>
<tr>
<td>$u$</td>
<td>Rows of an Image</td>
<td>$m - \overline{m}$</td>
</tr>
<tr>
<td>$N$</td>
<td>Columns of Key Elements</td>
<td>$m \cdot \lceil \log_2 q \rceil$</td>
</tr>
<tr>
<td>$c$</td>
<td>Scaling Factor at Encryption</td>
<td>$\lceil q/p \rceil$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Properties of the Construction</th>
<th>Meaning</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell$</td>
<td>Lossiness</td>
<td>$m \log_2 p - n \log_2 q$</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Expansion</td>
<td>$m \cdot \log_2 q / (m \cdot \log_2 p)$</td>
</tr>
</tbody>
</table>

Table 1. An exhaustive overview of all parameters appearing in the LTF construction in Section 3. Under Free Parameters, we collect parameters that can be chosen freely (under some constraints) when constructing the LTF. Under Constructed Parameters, we collect parameters that are determined by free parameters. Under Properties of the Construction, we collect quantities that capture qualities of the LTF construction.

Constraints. In the following, we will collect all inequalities that our LTF-construction needs for correctness, indistinguishability, constant expansion and constant relative lossiness.
**General Inequalities.** For the construction to work at all, we need that the following basic inequalities hold:

\[
\begin{align*}
p &< q, \\
m &< m.
\end{align*}
\]

**Correctness.** For our LTF scheme to be correct, we need that the sampled gaussian noise matrices have sufficiently small infinity norms:

\[
\alpha < c \frac{1}{2 \sqrt{\lambda} \cdot N \cdot q},
\]

\[
\alpha < \frac{1}{2 \sqrt{\lambda} \cdot N^2}.
\]

**Indistinguishability.** To guarantee that the lossy and injective keys of our LTF scheme are indistinguishable, we need to assume the LWE assumption for parameters \( n, q, \alpha, m \). However, to invoke the LWE assumption, we need that the matrix \( A \in \mathbb{Z}_q^{m \times n} \) sampled by the LTF scheme is sufficiently close to uniform. If the inequality

\[
\alpha \geq w + 2(n + \log_2(w) - 1)
\]

is fulfilled, then the statistical distance between the distribution of \( A \) and uniform random matrices is bounded by \( \leq 2^{-n} \).

**Constant Expansion.** To achieve a constant expansion factor for the ciphertexts of our LTF, the following asymptotic restrictions must hold:

\[
\begin{align*}
\overline{m} &\in \Theta(m), \\
\log_2 p &\in \Theta(q).
\end{align*}
\]

Note, that \( \overline{m} \) and \( p \) are smaller than \( m \) and \( q \). So, the above inequalities are equivalent to the existence of constants \( c_1, c_2 \in (0, 1) \) s.t.

\[
\begin{align*}
c_1 \cdot m &< \overline{m} < m, \\
c_2 \cdot \log_2 q &< \log_2 p < \log_2 q.
\end{align*}
\]

**Hardness of LWE.** To invoke the worst case-average case reduction of \cite{47} for LWE, we additionally include the inequality

\[
aq \geq 2 \sqrt{n}.
\]

**Constant Relative Lossiness.** For our final IND-SO-CCA secure PKE scheme in Section \ref{section} to have constant expansion, not just any lossiness \( \ell \) does suffice. In fact, we need that both the LTF scheme and the ABM-LTF scheme together retain a number of entropy bits of the random value \( x \) that is at least linear in the bit-size of \( x \).
Therefore, we demand here additionally that our LTF scheme retains at least 50% + \delta of the entropy of \( x \) where \( \delta > 0 \) is constant. I.e., there must be a constant \( \delta > 0 \) s.t.

\[
\ell \geq \left( \frac{1}{2} + \delta \right) \cdot m \cdot \log_2 p.
\]

**Asymptotic Parameter Choice.** We will now give an asymptotic choice for the parameters \( n, q, m, \ldots \) of the LTF construction. I.e., instead of giving concrete numbers, we will give a set of functions for the parameters of our construction s.t. each of the above constraints is met. With our parameters we will achieve 60% relative lossiness, i.e.

\[
\ell \geq 0.6 \cdot m \cdot \log_2 p.
\]

We will let \( q \) be a prime number in the interval \([n^{21}, 2n^{21}]\). The other free parameters will be parametrized in \( \lambda \) as follows:

\[
\begin{align*}
n &= \lambda \\
p &= \left\lfloor \sqrt{q} \right\rfloor \\
m &= 5n \cdot \lfloor \log_2 q \rfloor \\
m &= 3n \cdot \lfloor \log_2 q \rfloor - 2(n + \lfloor \log_2 q \rfloor - 1) \\
\alpha &= 2\sqrt{n}/q.
\end{align*}
\]

For the other parameters, we now have

\[
\begin{align*}
c &= \left\lfloor \frac{q}{p} \right\rfloor = \left\lfloor \frac{q}{\sqrt{q}} \right\rfloor \geq \left\lfloor \frac{q}{\sqrt{q} + 1} \right\rfloor = \frac{n^{21}}{n^{10.5} + 1} \geq n^{10},
\end{align*}
\]

\[
\begin{align*}
\nu &= m - m - w = w + 2(n + \log_2 w - 1). \\
N &= 5n \cdot \lfloor \log_2 q \rfloor^2.
\end{align*}
\]

We will now argue that all required constraints are fulfilled:

1. **Correctness:** To achieve correctness, we need

\[
\alpha < \min \left(\frac{c}{2\sqrt{\lambda} \cdot N \cdot q}, \frac{1}{2\sqrt{\lambda} \cdot N^2}\right).
\]

Since \( \alpha q = 2\sqrt{n} \), this is equivalent to

\[
2\sqrt{n} < \min \left(\frac{c}{2\sqrt{\lambda} \cdot N \cdot 2\sqrt{\lambda} \cdot N^2}, \frac{q}{2\sqrt{\lambda} \cdot N^2}\right).
\]

This holds, since we have for both terms on the RHS

\[
\frac{c}{2\sqrt{\lambda} \cdot N} \geq \frac{n^{10}}{2\sqrt{n} \cdot 5n \cdot \lfloor \log_2 q \rfloor^2} \geq n^8,
\]
\[
\frac{q}{2\sqrt{\lambda} \cdot N^2} \geq \frac{n^{20}}{2\sqrt{n} \cdot \left(5n \cdot \lceil \log_2 q \rceil^2\right)^2} \geq n^{18} \tag{19}
\]

for \( n \) big enough.

2. **Indistinguishability:** To achieve indistinguishability of evaluation keys we need \( \pi \geq w + 2(n + \log_2(w) - 1) \). By our choice of parameters, this inequality is trivially satisfied.

3. **Constant Expansion:** We have
\[
\frac{\log_2 q}{\log_2 p} = \frac{\log_2 q}{\log_2(\sqrt{q})} \leq \frac{\log_2 q}{\log_2(\sqrt{q})} = 2
\]
\[
m = \frac{5w}{3w - 2(n + \lceil \log_2 q \rceil - 1)} \leq 2
\]
for \( n \) big enough. We therefore have an expansion of
\[
\chi = \frac{\log_2 q}{\log_2 p} \cdot \frac{m}{\overline{m}} \leq 4.
\]

4. **Hardness of LWE:** By our choice of parameters, we trivially have \( \alpha q \geq 2\sqrt{n} \).

5. **Constant Relative Lossiness:** To achieve a relative lossiness of 60\%, we need
\[
\ell = \overline{m} \log_2 p - n \log_2 q - m \log_2(\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1) \geq 0.6 \cdot \overline{m} \log_2 p.
\]
This is equivalent to the inequality
\[
0.4 \cdot \overline{m} \log_2 p \geq n \log_2 q + m \log_2(\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1). \tag{20}
\]
By dividing with \( \overline{m} \) on both sides, we get
\[
0.4 \cdot \log_2 p \geq \frac{n \log_2 q}{m} + \frac{m}{\overline{m}} \log_2(\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1). \tag{21}
\]
We can lower bound the LHS by \( 0.4 \cdot \log_2 p \geq 4.2 \cdot \log_2 n \). Since
\[
\frac{n \log_2 q}{m} \leq \frac{w}{3w - 2(n + \lceil \log_2 q \rceil - 1)} \leq \frac{1}{2}
\]
and \( \frac{m}{\overline{m}} \leq 2 \) for \( n \) big enough, we can asymptotically upper bound the RHS by
\[
\frac{n \log_2 q}{m} + \frac{m}{\overline{m}} \log_2(\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1) \leq \frac{1}{2} + 2 \log_2(\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1) \tag{22}
\]
\[
\leq \frac{1}{2} + 2 \log_2(\alpha q \cdot \sqrt{\lambda}) + 2 + 2 \log_2 N \tag{23}
\]
\[
\leq O(1) + 2 \log_2(\alpha q \cdot \sqrt{\lambda}) + 2 + 2 \log_2 N \tag{24}
\]
\[
\leq O(1) + 2 \log_2 n + 2 + 2 \log_2(5n \cdot \lceil \log_2 q \rceil^2) \tag{25}
\]
\[
\leq O(1) + 4 \log_2(\lceil \log_2 q \rceil) + 4 \log_2 n + 2 \log_2 5 \tag{26}
\]
\[
\leq 4.2 \cdot \log_2 n. \tag{27}
\]
Therefore, Eq. (21) does hold.
**Stronger Lossiness-Guarantees.** Assuming super-poly LWE, our LTF scheme can even achieve relative lossiness arbitrarily close to 1, i.e.

\[
L = \frac{\ell}{m \cdot \log_2 p} \xrightarrow{\lambda \to \infty} 1.
\]

In other words, for each \( \delta \in (0, 1) \), our scheme can have a relative lossiness of \( \delta \) (for \( \lambda \) big enough).

However, for this end we need to set the modulus \( q \) to a super-polynomial prime in \([n^{21+2\omega(1)}, 2n^{21+2\omega(1)}]\). We leave the other parameters as above i.e. \( n = \lambda, p = \lceil \sqrt{q} \rceil, m = 5n \cdot \lceil \log_2 q \rceil, \overline{m} = 3n \cdot \lceil \log_2 q \rceil - 2(n + \lceil \log_2 q \rceil - 1) \) and \( \alpha = 2\sqrt{n}/q \). Then, the necessary inequalities for correctness, LWE hardness, indistinguishability and constant expansion are fulfilled.

For the relative lossiness, we get

\[
L = \frac{\ell}{m \cdot \log_2 p} = \frac{\overline{m} \log_2 p - n \log_2 q - m \log_2 (\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1)}{m \cdot \log_2 p} = 1 - \frac{n \log_2 q}{m} - \frac{1}{\log_2 p} - \frac{m}{\overline{m}} \cdot \frac{\log_2 (\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1)}{\log_2 p},
\]

(28)

We already know that \( \frac{n \log_2 q}{m} \leq \frac{1}{2} \) and \( \frac{m}{\overline{m}} \leq 2 \) for \( n \) large enough. Since \( \log_2 (\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1) \in O(\log_2 n) \) and \( \log_2 p \in \omega(1) \cdot \log_2 n \), we have now

\[
L = \frac{\ell}{m \cdot \log_2 p} = 1 - \frac{n \log_2 q}{m} - \frac{1}{\log_2 p} - \frac{m}{\overline{m}} \cdot \frac{\log_2 (\alpha q \cdot 2\sqrt{\lambda} \cdot N + 1)}{\log_2 p} \geq 1 - \frac{1}{2 \log_2 p} - 2 \cdot \frac{O(\log_2 n)}{\omega(1) \cdot \log_2 n} \geq 1 - \frac{1}{\omega(1)}.
\]

### B.2 ABM-LTF Construction

**Parameters.** Our ABM-LTF scheme in Section 4 has the free parameters

\( n, \overline{m}, m, p, q \in \text{poly}(\lambda), d \in O(\log_2 \lambda) \) and \( \alpha \in (0, 1) \).

By its construction, we have the following additional parameters:

\[
w := n \cdot \lceil \log_2 q \rceil,
\]

\[
N := m \cdot \lceil \log_2 q \rceil,
\]

\[
u := m - \overline{m},
\]

\[
e := \left\lfloor \frac{q}{p} \right\rfloor.
\]

Again, we introduce the implicit parameter \( \overline{n} := u - w \).

We achieve a lossiness and an expansion of

\[
\ell := m \log_2 p - n \log_2 q - m \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1),
\]

\[
\chi := \frac{m \log_2 q}{\overline{m} \cdot \log_2 p}.
\]

We give a comprehensive overview of all parameters in Table 2.
### Free Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Security Parameter and Length of PRF Keys and Outputs</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>$n$</td>
<td>Length of LWE Secrets</td>
<td>$\text{poly}(\lambda)$</td>
</tr>
<tr>
<td>$m$</td>
<td>Dimension of Preimages</td>
<td>$\text{poly}(\lambda)$</td>
</tr>
<tr>
<td>$m$</td>
<td>Dimension of Images</td>
<td>$\text{poly}(\lambda)$</td>
</tr>
<tr>
<td>$p$</td>
<td>Modulus of Preimages</td>
<td>$\text{poly}(\lambda)$</td>
</tr>
<tr>
<td>$q$</td>
<td>Modulus of Images</td>
<td>$\text{poly}(\lambda)$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Noise-Modulus Ratio at Key Generation</td>
<td>$(0, 1)$</td>
</tr>
<tr>
<td>$d$</td>
<td>Maximum Length of $RC_t$ for $t \in {0, 1}^*$</td>
<td>$O(\log_2 \lambda)$</td>
</tr>
</tbody>
</table>

### Constructed Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>Rows of Lattice-Trapdoor</td>
<td>$n \cdot \lfloor \log_2 q \rfloor$</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>Columns of Lattice-Trapdoor</td>
<td>$u - w = m - \Pi - w$</td>
</tr>
<tr>
<td>$u$</td>
<td>Rows of an Image value</td>
<td>$m - \Pi$</td>
</tr>
<tr>
<td></td>
<td>that do not encrypt the Preimage</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Columns of Key Elements</td>
<td>$m \cdot \lfloor \log_2 q \rfloor$</td>
</tr>
<tr>
<td>$c$</td>
<td>Scaling Factor at Evaluation</td>
<td>$\lfloor q/p \rfloor$</td>
</tr>
</tbody>
</table>

### Properties of the Construction

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell$</td>
<td>Lossiness</td>
<td>$m \log_2 p - n \log_2 q$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-m \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1)$</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Expansion</td>
<td>$m \cdot \log_2 q / (\Pi \cdot \log_2 p)$</td>
</tr>
</tbody>
</table>

*Table 2.* An exhaustive overview of all parameters appearing in the ABM-LTF construction in Section 4.
**Constraints.** Our ABM-LTF-construction needs that the following constraints are met.

**General Inequalities.** Again, we need that basic inequalities hold:

\[ p < q, \quad \bar{m} < m. \]

**Correctness.** For correctness, we need this time the stricter inequalities

\[ \alpha < \frac{c}{\sqrt{\lambda \cdot 4^{d+1} \cdot N^2 \cdot q}}, \]
\[ \alpha < \frac{1}{\sqrt{\lambda \cdot 4^{d+1} \cdot N^3}}. \]

**Indistinguishability.** For indistinguishability, we need the same constraint on \( u \) as in the LTF construction:

\[ u \geq w + 2(n + \log_2(w) - 1). \]

**Constant Expansion.** Again, the following asymptotic restrictions must hold:

\[ \overline{m} \in \Theta(m), \quad \log_2 p \in \Theta(q). \]

**Hardness of LWE.** We, again, include the inequality

\[ \alpha q \geq 2\sqrt{n}. \]

**Constant Relative Lossiness.** We demand that our ABM-LTF scheme retains at least 50% + \( \delta \) of the entropy of \( x \) where \( \delta > 0 \) is constant. I.e., there must be a constant \( \delta > 0 \) s.t.

\[ \ell \geq \left( \frac{1}{2} + \delta \right) \cdot \overline{m} \cdot \log_2 p. \]

**Asymptotic Parameter Choice.** We will now give an asymptotic choice for the parameters \( n, q, m, \ldots \) of the ABM-LTF construction, where we will only assume that \( d \) lies in \( O(\log_2 \lambda) \). With our parameters we will achieve 60% relative lossiness.

We will let \( q \) be a prime number in the interval \( [n^{31 + 20 \frac{d}{\log_2 \lambda}}, 2n^{31 + 20 \frac{d}{\log_2 \lambda}}] \).

The other free parameters will be parametrized as in Appendix B.1

\[
\begin{align*}
n &= \lambda \\
p &= \lceil \sqrt{q} \rceil \\
m &= 5n \cdot \lceil \log_2 q \rceil \\
\overline{m} &= 3n \cdot \lceil \log_2 q \rceil - 2(n + \lceil \log_2 q \rceil - 1) \\
\alpha &= 2\sqrt{n}/q.
\end{align*}
\]
Since most of our parameters coincide with the parameters in Appendix B.1, it can be seen that the necessary inequalities for constant expansion of 4, indistinguishability, and LWE hardness are again satisfied. We will therefore only show that the inequalities for correctness and constant relative lossiness do hold:

1. **Correctness:** To achieve correctness, we need
   \[ \alpha < \min \left( \frac{c}{\sqrt{A} \cdot 4^{d+1} \cdot \sqrt{N^2 \cdot q} \cdot \sqrt{A} \cdot 4^{d+1} \cdot N^3} \right) . \]

   Since \( \alpha q = 2\sqrt{n} \), this is equivalent to
   \[ 8n \cdot 4^d \cdot N^2 < \min \left( c, \frac{q}{N} \right) . \]

   We rewrite \( 4^d = n^2 \cdot \frac{d}{\log_2 N} \) and have that
   \[ 200 \cdot \left[ \log_2 q \right]^2 \cdot n^3 + 2 \cdot \frac{d}{\log_2 N} < \min \left( c, \frac{q}{N} \right) \]

   must hold.
   This holds, since \( q \geq n^{31 + 20 \cdot \frac{d}{\log_2 N}} \).

2. **Constant Relative Lossiness:** To achieve a relative lossiness of 60%, we need that
   \[ \ell = m \log_2 p - n \log_2 q - m \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) \geq 0.6 \cdot m \log_2 p. \]

   Again, we consider the equivalent inequality
   \[ 0.4 \cdot \log_2 p \geq \frac{n \log_2 q}{m} + \frac{m}{m} \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) . \]  \( \text{(30)} \)

   Again, the terms on the RHS are bounded by \( \frac{n \log_2 q}{m} \leq \frac{1}{2} \) and \( \frac{m}{m} \leq 2 \). The LHS can be lower bounded by
   \[ 0.4 \cdot \log_2 p \geq \frac{2}{5} \cdot \frac{1}{2} \cdot \left( 31 + 20 \cdot \frac{d}{\log_2 N} \right) \log_2 n = \frac{31}{5} \log_2 n + 4d . \]

   Inequality Eq. (30) now follows by
   \[ \frac{n \log_2 q}{m} + \frac{m}{m} \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) \leq \frac{1}{2} + 2 \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) \leq O(1) + 2 \log_2 (A) + 4(d + 1) + 4 \log_2 N + 2 \leq O(1) + 2 \log_2 n + 2 + 4d + 4 \log_2 (5n \cdot \left[ \log_2 q \right]^2) \leq O(1) + 4 \log_2 \left( \left[ \log_2 q \right] \right) + 6 \log_2 n + 4d + 4 \log_2 5 \leq \frac{31}{5} \log_2 n + 4d \leq 0.4 \cdot \log_2 p. \]  \( \text{(33)} \)

   Inequality Eq. (30) now follows by
   \[ \frac{n \log_2 q}{m} + \frac{m}{m} \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) \leq O(1) + 2 \log_2 (\alpha q \cdot \sqrt{\lambda} \cdot 4^{d+1} \cdot N^2 + 1) \leq O(1) + 2 \log_2 n + 2 + 4d + 4 \log_2 (5n \cdot \left[ \log_2 q \right]^2) \leq O(1) + 4 \log_2 \left( \left[ \log_2 q \right] \right) + 6 \log_2 n + 4d + 4 \log_2 5 \leq \frac{31}{5} \log_2 n + 4d \leq 0.4 \cdot \log_2 p. \]  \( \text{(35)} \)
Stronger Lossiness-Guarantees. Again, assuming super-poly LWE, our ABM-LTF scheme can achieve relative lossiness arbitrarily close to 1. If \( q \in [n^{31+20\log_2 \lambda + \omega(1)}, 2n^{31+20\log_2 \lambda + \omega(1)}] \) is a prime, then the same calculations as in the case of our LTF yield that with this modulus our ABM-LTF achieves any relative lossiness in \((0, 1)\).

### B.3 IND-SO-CCA Secure PKE

**Parameters.** Our PKE scheme has the free parameters \( \lambda, n, \) and message length \( \kappa. \) Additional parameters are the lossiness \( \ell' \) and \( \ell \) and the expansion factor \( \chi \) of LTF and ABM. We give a comprehensive overview of all parameters in Table 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>Security Parameter and Length of Core Tags</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Length of Messages</td>
<td>( \text{poly}(\lambda) )</td>
</tr>
<tr>
<td>( n )</td>
<td>Length of LTF and ABM Preimages</td>
<td>( \text{poly}(\lambda) )</td>
</tr>
<tr>
<td>( \ell' )</td>
<td>Lossiness of LTF</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>( \ell )</td>
<td>Lossiness of ABM</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>( \chi )</td>
<td>Expansion Factor of LTF and ABM</td>
<td>( O(1) )</td>
</tr>
</tbody>
</table>

**Table 3.** An exhaustive overview of all parameters appearing in the PKE construction in Section 5.

ciphertext of our PKE scheme consists of a ciphertext of LAE, an image of LTF, a core tag part and an image of ABM. Since LAE outputs ciphertexts of size \( 2 \kappa, \) core tag parts have a length of \( \lambda \) and LTF and ABM have an expansion factor of \( \chi, \) it follows that ciphertexts of our PKE scheme consist of \( \lambda + 2 \cdot \kappa + 2 \cdot \chi \cdot n \) bits. Since our PKE scheme encrypts messages of length \( \kappa, \) we get a ciphertext expansion factor of

\[
2 + \frac{\lambda + 2 \cdot \chi \cdot n}{\kappa}
\]

for our scheme.

**Constraints.**

Constant Ciphertext Expansion. To achieve a constant ciphertext expansion, we need

\[
\kappa \in \Omega(\lambda) \text{ and } n \in O(\kappa).
\]
Looking back at our asymptotic parameter choices from Appendix [B.1] and Appendix [B.2] we assume that $n$ is of order $\lambda (\log_2 \lambda)^2$, hence we have to use an LAE with
\[
\kappa \in \Omega(\lambda (\log_2 \lambda)^2).
\]

**Invoking Leftover Hash Lemma.** To invoke the Leftover Hash Lemma between Game 7 and Game 8 in the proof of Theorem 3, we need that a random preimage $x \in \{0, 1\}^n$ has enough average min-entropy when we expose its (lossy) images under LTF and ABM. With overwhelming probability over the generation of the evaluation keys $ek', ek$, both schemes will be $\ell'$ resp. $\ell$-lossy. It can be shown that the average min-entropy of $x$ is in that case at least $\ell' + \ell - n$ i.e.
\[
\tilde{H}_\infty (x \mid ek', ek, f_{ek'}(x), t_c, f_{ek}(t_c, f_{ek'}(x))(x)) \geq \ell' + \ell - n.
\]

For given $ek', ek, t_c$, set $f(x) := (ek', ek, f_{ek'}(x), f_{ek}(t_c, f_{ek'}(x))(x))$. Let $UH : \{0, 1\}^n \rightarrow \{0, 1\}^{2\kappa}$ be a family of universal hash functions. Then, the generalized Leftover Hash Lemma [17] states that (with overwhelming probability over the generation of $ek'$ and $ek$) we have the inequality
\[
\text{SD} ((h, h(x), f(x)) \mid (h, y, f(x))) \leq \frac{1}{2} \sqrt{2^{2\kappa - \tilde{H}_\infty(x \mid f(x))}} \leq \frac{1}{2} \sqrt{2^{2\kappa + n - \ell' - \ell}}
\]
where $h \in UH, x \in \{0, 1\}^n, y \in \{0, 1\}^{2\kappa}$ and $t_c$ is computed s.t. $(t_c, f_{ek'}(x))$ is a lossy tag for ABM. Hence, to achieve $\text{SD} ((h, h(x), f(x)) \mid (h, y, f(x))) \leq 2^{-\lambda - 1}$, we need that
\[
\ell' + \ell - n \geq 2(\kappa + \lambda).
\]

**Asymptotic Parameter Choice.** We assume here for simplicity that LTF and ABM have the same lossiness, i.e. $\ell = \ell'$. Denote by $L$ the relative lossiness of both schemes, i.e. $L = \frac{\ell}{\ell'}$. We assume that $L$ is a constant in $(0.5, 1)$. Inequality Eq. (37) can then be rewritten as
\[
(2L - 1)n \geq 2(\kappa + \lambda)
\]
\[
\iff n \geq \frac{2}{2L - 1} \cdot (\kappa + \lambda).
\]

By setting $n := \frac{2}{2L - 1} \cdot (\kappa + \lambda)$, we have a ciphertext expansion factor of
\[
2 + \frac{\lambda + 2\chi \cdot n}{\kappa} = 2 + \frac{\lambda}{\kappa} + \frac{4\chi (\kappa + \lambda)}{\kappa(2L - 1)}
\]
\[
= 2 \left( 1 + \frac{2\chi}{2L - 1} \right) + \frac{\lambda}{\kappa} \left( 1 + \frac{4\chi}{2L - 1} \right).
\]

For messages of length $\kappa \in \Omega(\lambda)$ – in particular for $\kappa \in \Theta(\lambda \cdot (\log_2 \lambda)^2)$ – we obtain an expansion factor upper-bounded by a constant.
If we want to instantiate our PKE scheme with the asymptotic parameter choices we made in Appendix B.1 and Appendix B.2, we need to align the size of image values of LTF and ABM. We can do so by giving LTF the same parameters we gave to ABM in Appendix B.2. In that case, we achieve a relative lossiness of $L \geq 0.6$ and an expansion factor of $\chi \leq 4$. For $\lambda$ and $\kappa$ large enough this yields a ciphertext expansion factor of $\leq 83$ for our PKE scheme.

In fact, by more careful calculations, we obtain an upper bound for the ciphertext expansion of our PKE scheme of $\leq 70$ for $\lambda \geq 64$. This bound is independent of the depth of the PRF PRF used by ABM. Note that for larger messages we obtain a smaller expansion factor.

For a lower bound on Eq. (39) for large messages and optimized parameters, note that since $\chi$ must always be greater than 1 and $L$ must always be less than 1, it follows that our PKE scheme must always have a ciphertext expansion factor of at least 6 (in fact, our LTF and ABM schemes can achieve any expansion $\chi > 1$ and lossiness $L < 1$ for appropriate parameters).