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Abstract. The k-nearest neighbors classifier is a simple machine learning algorithm with applications
in image recognition, finance, medical diagnosis and so on. It involves a measurement which is com-
pared against a database of preclassified vectors, so that the result depends on the k vectors in the
database that are closest to the measurement. In the client-server model, this classification process can
be outsourced to an external party that offers machine learning as a service, where the measurement is
sent in the form of a query. However, this raises privacy concerns if sensitive information is contained
in the query.

We design a secure and non-interactive version of the k-nearest neighbors classifier, based on fully
homomorphic encryption, which does not leak any information about the query to the server. Our
algorithm is instantiated with the TFHE homomorphic encryption scheme, and the selection of the
top-k elements is done with a novel strategy based on a type of data-oblivious algorithm—sorting
networks. Compared to prior work from PoPETs 2021, the asymptotic complexity is improved from
O(d2) to O(d log2 k), where d is the number of entries in the k-NN model. Experimental results show
that the proposed protocol can be up to 16 times faster (not accounting for difference in CPU) than
previous approaches for a moderately sized database.

Keywords: Homomorphic encryption · Machine learning · k-nearest neighbors · Sorting networks.

1 Introduction

Outsourcing computation has been a popular solution to resolve modern conflicts between large data
collection versus the limited local storage and computational power. Stimulated by regulations such
as the General Data Protection Regulation (GDPR), data confidentiality received growing attention
in outsourced computation. Fully Homomorphic Encryption (FHE) is a powerful cryptographic
technique that allows arbitrary computations over encrypted data without decrypting intermediate
values. This property enables secure computations that are non-interactive and propels FHE into
a key privacy preserving technology [11,17,42,33,14,16,45,15,41]. With promising speedup from
hardware accelerators [36,37,4,23,5], which can be up to three orders of magnitude faster than
CPUs, FHE can soon provide feasible solutions for a wider range of real-world, privacy preserving
applications.

Despite its promising potential, developing efficient FHE programs remains difficult. An im-
portant part of the inefficiency is the amplification in computation complexity when a plaintext
program is converted into a program operating on the corresponding FHE ciphertexts. For example,
in the homomorphic evaluation of the if-else paradigm, each conditional statement needs to be exe-
cuted. By extension, when traversing a binary-tree, the full tree is touched instead of a single path.
Programs that consist of nested branching are therefore impractical to realize homomorphically.
In other words, the data secrecy guaranteed by FHE comes at the cost of increased computational
complexity.
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Data-oblivious algorithms in FHE Fortunately, the increase in computational complexity does not
apply to data-oblivious programs where the sequence of operations and memory accesses do not
depend on the input. Therefore, data-oblivious programs can be directly translated to their low-
level FHE analogue. In this sense, describing a high-level algorithm in a data-oblivious manner is
an FHE-friendly paradigm.

As an example, imagine we want to sort d encrypted elements homomorphically. Assuming we
can efficiently implement a comparison operator in FHE, which sorting algorithm should we use?
Quicksort and heapsort turn out to be not data-oblivious, and realizing those homomorphically
is impractical despite their optimal time complexity of O(d log d). In contrast, odd-even merge
sort [27] is a data-oblivious algorithm with time complexity O(d log2 d). As such, it can be realized
homomorphically with the same complexity.

The sequence of data-oblivious operations can be visualized as a network. For example, Figure 1
shows the network of odd-even merge sort for d = 4, where inputs enter from the left and a vertical
line compares two elements. By counting the number of vertical lines and the number of vertical
lines in series, we know that the algorithm has 5 comparators and a depth of 3. Here the depth
refers to the maximum number of consecutive comparisons on any path from input to output.

m0

m1

min(m0,m1)
max(m0,m1)

Fig. 1. The basic module and the network representation of odd-even merge sort for d = 4.

Depending on the used FHE scheme, the relevant algorithmic properties are different. In BGV [7]
and BFV [6,22], controlling the depth is crucial, whereas optimizing the algorithmic complexity is
more important in the TFHE [12] scheme.

Secure outsourcing and k-NN Privacy issues cannot be avoided when machine learning services
happen in the cloud, especially when private/confidential data such as medical/financial records
are involved. In this case, we need to solve the secure outsourcing problem, where a client wishes
to keep its input private against a server, and the server does not want to reveal its data to the
client, apart from what is requested. In particular, this work focuses on the k-Nearest Neighbors
(k-NN) classification algorithm using an improved data-oblivious program.

The k-NN algorithm finds k “closest” neighbors of a given target vector among a set of vectors
with respect to the Euclidean distance. In the classification use case, the k-NN algorithm takes
as input a target feature vector with unknown class and then outputs the k nearest neighboring
feature vectors with their corresponding classes. The final classification result can be obtained via
majority voting. Due to its simplicity, non-parametric approach and high accuracy, k-NN is widely
chosen as an effective solution for classification problems.

Solutions have been proposed based on cryptographic primitives such as homomorphic encryp-
tion [45], oblivious transfer (OT) [19], and garbled circuits (GC) combined with additively homo-
morphic encryption [9]. More information can be found in Section 1.2. Although the computation
and communication cost have improved significantly over the years, using techniques such as OT
and/or GC incurs inevitable interactions between a server and a client, which does not perfectly
fit into the aim of our scenario. A recent work based solely on FHE [45] provides a non-interactive
protocol, but it suffers from high computational overhead due to its complex instantiation.
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1.1 Threat model and scenario

Similarly to previous works [9,45], our threat model considers a semi-honest (honest-but-curious)
server that follows the protocol correctly, but tries to obtain information of the client from publicly
known data. This goal can be achieved with FHE: as the data seen by the server is always encrypted,
it cannot learn the privacy sensitive input from the client. The considered scenario is visualized in
Figure 2. To reach our security goals, the client encrypts its query before sending it to the server.
The database itself is owned by the server and therefore does not need to be encrypted. We do not
explicitly consider model privacy since it is the same as in the plaintext setting, without FHE.

In summary, our primary goal is to design a non-interactive k-NN algorithm that is secure
against a semi-honest server, i.e., ensuring client privacy.

Encrypted target vector

Encrypted class label

User Cleartext database

Fig. 2. Illustration of the considered scenario. A client sends an encrypted target vector (the query) to a cloud server.
Then the server evaluates the secure k-NN algorithm and returns the encrypted class label.

1.2 Related work

Related art for secure k-NN classifiers Chen et al. [9] proposed two secure k-NN classifiers
based on a mix of homomorphic encryption and multi-party computation. Their first classifier
performs a linear scan of all data points and evaluates a top-k selection circuit to find the closest
ones. Their second classifier is a clustering-based algorithm and has sublinear time complexity
in the database size. However, it should be noted that both versions use an approximate circuit
for top-k selection and therefore do not necessarily return the nearest neighbors. The protocol
computes distances with BFV homomorphic encryption [6,22], and retrieval of the nearest neighbors
is based on several primitives such as garbled circuits, secret sharing and distributed oblivious
RAM. Although they provide faster runtimes than our method, the considered scenario is different.
In particular, their protocol is interactive due to the use of multi-party computation, which makes
it less suitable for outsourced computation in the context of cloud computing.

The most closely related work is that of Zuber and Sirdey [45], who also propose a non-interactive
k-NN algorithm based on the TFHE scheme. The authors follow a different approach where they
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homomorphically construct a 0/1-matrix (the so-called delta-matrix) that contains a row and col-
umn for each vector in the database. More specifically, for each pair of distances between the client’s
target vector and two database vectors, this delta-matrix indicates which distance is the largest.
Then they compute a sum over each column of the delta-matrix and check whether the database
vector is among the k closest ones by comparison to a threshold. However, the time complexity of
their method is quadratic in d, which makes it rather impractical for large databases. Moreover, the
computed result is an encrypted 0/1-vector of dimension d, which results in a communication cost
that is linear in d. To reduce the communication cost from O(d) to O(k), the delta-matrix method
can be extended with a compression technique [3]. However, this enhanced delta-matrix method
still has a quadratic computation complexity in the database size. In this work, we bring down the
execution time to a linear function of the database database size (assuming k is constant). The
communication cost of our solution is proportional to k. More details are given in Section 1.3.

Other related works are either very slow or rely on totally different security models. For example,
Shaul et al. [39] implement a secure k-NN algorithm based on BGV homomorphic encryption [7],
but report an execution time of around 3 hours on the breast cancer dataset. A completely different
approach is taken by the SCONEDB model via a scalar-product-preserving encryption scheme [44].
However, this protocol computes the query result in the clear, which leaks useful information to the
server. Another very recent paper proposes a lightweight k-NN solution, but it needs to distribute
trust between two non-colluding servers [38].

Related art for data-oblivious algorithms and networks Theoretically, every RAM program
of complexity O(T ) can be converted into a data-oblivious circuit of size O(T 3 log T ) [40,34,32].
This principle gives an upper bound on the data-oblivious realization of RAM programs. As an
extensively-studied problem, sorting has data-oblivious solutions lower than this upper bound. In
fact, the complexity lower bound of sorting d elements is O(d log d) comparisons, and the data-
oblivious AKS network [1] is asymptotically optimal. Despite its theoretical significance, the AKS
network is inefficient for practical values of d due to the large constant term hidden in the Big O no-
tation. Leighton and Plaxton [28] describe a faster O(d log d) sorting network, but their randomized
method does not always sort correctly.

Practically used sorting networks have complexity O(d log2 d), which include Batcher’s odd-
even merge sort and bitonic sort [27]. The former always outperforms the latter in practice and is a
popular choice in secure computation [43,32,26]. The structure of Batcher’s odd-even merge sort is
doubly recursive: comparators are called recursively to form a merge function, which is recursively
called in the whole sorting procedure.

The doubly recursive structure gives data-oblivious solutions not only to sorting but also to the
problem of aggregation (i.e., adding the weights that belong to the same item). As noted by Jönsson
et al. [26], using a basic module called AGGREGATE-IF-EQUAL, one can build an aggregation
network of complexity O(d log2 d), supposing there are d item-weight pairs to aggregate.

1.3 Our contributions

The goal of our work is to solve the secure, non-interactive k-NN problem efficiently, with a simpler
instantiation based solely on FHE. We summarize our contributions as follows:

– We design a secure k-NN classifier for outsourced computation. Our protocol uses the TFHE [13]
homomorphic encryption scheme for instantiating efficient min/max function and achieve non-
interactivity. Unlike prior work [45], we use the classic approach called linear scan. Here the k
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Table 1. List of symbols that will be used in this paper.

Meaning Symbol

The LWE/RLWE dimension n/N

The standard deviation of the noise σ

The gadget base/size g/`

The plaintext/ciphertext modulus t/q

The size of the database d

The vector dimension of the database γ

The desired number of nearest neighbors k

smallest values are determined by comparing the distances between the given target vector and
the d database vectors.

– In the subroutine of finding the top-k smallest elements out of d, we propose a novel data-
oblivious algorithm that has a time complexity of O(d log2 k) (compared to O(d2) in prior
work [45]). Our algorithm is constructed via a truncation technique applied to Batcher’s odd-
even sorting network that removes the redundant comparisons. It is, to the best of our knowl-
edge, the first protocol to leverage sorting networks in the design of a secure k-NN classifier.

– Our truncation technique is not limited to the sorting network, but naturally extends to data-
oblivious algorithms with doubly recursive structures. For example, applying the truncation
technique to the aggregation network optimizes the complexity from O(d log2 d) into O(d log2 z),
where z is the number of different items in the list.

– We implement our protocol using the tfhe-rs library and evaluate it with the MNIST and the
breast cancer dataset from [20]. Bar the differences in hardware, our best result is more than
an order of magnitude faster than prior work.

1.4 Roadmap

Section 2 introduces all the building blocks used in this work. Section 3 gives a detailed description
of data-oblivious programs as a form of networks, with a focus on sorting networks. Next, in
Section 4, we improve the networks from the prior section using our novel truncation technique.
This technique is applied in Section 5 to construct an efficient and secure k-NN algorithm, and the
results (experimental and theoretical) are presented in Section 6. Finally, we conclude in Section 7.

2 Building blocks

2.1 Notations

The most commonly used symbols are summarized in Table 1. Some of these symbols will only
be introduced in later sections. Note that the first part of this table gives the parameters for the
TFHE scheme and the second part is related to the k-NN problem.

The dot product of two vectors v and w is denoted by 〈v,w〉. For a vector x, we denote by
xi its i-th component scalar and by ‖x‖ its infinity norm. The logarithm function with base 2 is
written as log(·). We use the rings R = Z[X]/(XN + 1) and Rq = Zq[X]/(XN + 1), where q and
N are positive integers. The i-th coefficient of a polynomial M(X) is denoted by Mi. The variance
of a random variable Z is denoted by Var(Z). Given a base g and a decomposition parameter
` ≤ dlogg(q)e, we define a gadget vector g = (1, g, . . . , g`−1)> and a gadget matrix G = I2 ⊗ g.
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The gadget decomposition function is written as g−1(·), and it satisfies 〈g−1(a),g〉 ≈ a (mod q)
for all a ∈ Rq. The result has small entries, i.e., ‖g−1(a)‖ ≤ g/2. This can be extended entry-wise
to vectors, that is, G> ·G−1(a) ≈ a (mod q) with ‖G−1(a)‖ ≤ g/2 for all a ∈ R2

q .

2.2 TFHE ciphertexts and basic operations

The TFHE scheme [13] uses four ciphertext types based on the (ring) learning with errors prob-
lem [35,30]. Each ciphertext contains a noise or error term e that is added during encryption
(sampled from a distribution χσ with standard deviation σ; a different σ may be used depending
on the ciphertext type) and removed during decryption. The error of a ciphertext c is denoted by
Err(c). The ciphertext types are defined as follows:

– LWEs(m) = (a1, . . . , an, b) ∈ Zn+1
q , where b =

∑n
i=1−ai · si + ∆m + e. The message m ∈ Zt

(with t � q) is encoded in the ciphertext under a scaling factor ∆ = q/t. We call t the
plaintext modulus and q the ciphertext modulus. For LWE ciphertexts, the secret key is a
vector s = (s1, s2, . . . , sn).

– RLWEs(m) = (a, b) ∈ R2
q , where b = −a · s+∆m+ e. Both the message m ∈ Rt and the secret

key s are polynomials. We use c[1] and c[2] to refer to the entries of a ciphertext c.

– RLWE.Trivial.Noiseless(m) = (0, ∆ ·m) ∈ R2
q is a ciphertext where all randomness (including the

noise) is set to 0. It can be computed by a party that does not know the secret key.

– RLWE′s(m) = Z + [0,g] · m ∈ R`×2q , where Z is a matrix, each row of which is an RLWEs(0)
encryption. The message and secret key have the same format as in the RLWE case. We use
C[1] and C[2] to refer to the columns of a ciphertext C.

– RGSWs(m) = Z + G · m ∈ R2`×2
q , where Z is a matrix, each row of which is an RLWEs(0)

encryption. The message and secret key have the same format as in the RLWE case. In practice,
however, messages are typically restricted to the form m = ±Xv or m = 0.

To distinguish between these types, LWE ciphertexts will be written as c, RLWE ciphertexts as c
and RLWE′/RGSW ciphertexts as C.

The exact definition of the encryption and decryption procedures is not relevant to this paper
and therefore omitted here. Instead, we focus on the homomorphic operations that TFHE provides.
Each of the following operations are computed over the ciphertext space and has a corresponding
effect over the plaintext space:

– SampleExtraction(c, i) → c: this procedure extracts one coefficient of a message polynomial
encrypted as an RLWE ciphertext into an LWE ciphertext. It takes c = RLWEs(M(X)) and an
index 0 ≤ i < N , and outputs c = LWEs(Mi), where Mi is the i-th coefficient of M(X). The
entries of the LWE key s will be equal to the coefficients of the RLWE key s.

– M(X) · c → c′: this procedure multiplies a plaintext polynomial by an RLWE ciphertext.
Specifically, it takes M(X) ∈ Rt and c = RLWEs(m), and outputs c′ = RLWEs(M(X) ·m).

– c1 + c2 → c′: this procedure adds two RLWE ciphertexts. Specifically, it takes c1 = RLWEs(m1)
and c2 = RLWEs(m2), and outputs c′ = RLWEs(m1 + m2). Note that this procedure can also
take one ciphertext and one plaintext polynomial instead of two ciphertexts.

– C � c → c′: this procedure computes the external product between an RGSW and RLWE
ciphertext. Specifically, it takes takes C = RGSWs(m1) and c = RLWEs(m2), and outputs
c′ = C> ·G−1(c) = RLWEs(m1 ·m2).
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An analogous multiplication and addition procedure exists for LWE ciphertexts and plaintexts, but
it is not discussed here. Each of the above operations causes a certain amount of noise growth. This
means that the output noise with be larger than the input noise. The only operation that reduces
noise is called programmable bootstrapping and will be explained in Section 2.4.

2.3 LWE-to-RLWE key switching

Apart from the basic ciphertext operations defined in the previous section, TFHE relies on a key
switching procedure. Key switching can be used to change the secret key, the ciphertext type and
the parameters of the input ciphertext. We explain a key switching method due to Chillotti et al. [13]
that converts a set of N LWE ciphertexts encrypting (m0, . . . ,mN−1) to an RLWE ciphertext that
encrypts m0 +m1 ·X + . . .+mN−1 ·XN−1.

First, we introduce a key switching method that converts one LWE ciphertext into an RLWE
ciphertext encrypting the same message. This method is specified in Algorithm 1 and is applied
to the set of N LWE ciphertexts separately. Then, given N RLWE ciphertexts as the output
Algorithm 1, we pack them into one RLWE ciphertext encrypting m0 +m1 ·X+ . . .+mN−1 ·XN−1

as follows:

RLWEs

(
N−1∑
i=0

mi ·Xi

)
=

N−1∑
i=0

Xi · RLWEs(mi). (1)

This process does not require expensive homomorphic operations because it only rearranges the
coefficients of the RLWE ciphertexts. Therefore, the main cost of this key switching method comes
from N iterations of Algorithm 1. Finally, we note one can also take p < N LWE ciphertexts and
duplicate some entries of (m0, . . . ,mN−1). In that case, we only need p calls to Algorithm 1.

Algorithm 1 Key switching one LWE ciphertext to RLWE
Input: c = LWEs(m) = (a1, . . . , an, b) where s = (s1, . . . , sn) and ksk = {kski = RLWE′s(si)}i∈[n]

Output: c = RLWEs(m)
1: function KeySwitch(c, ksk)
2: for i← 1 to n do
3: ci ← (〈g−1(ai), kski[1]〉, 〈g−1(ai), kski[2]〉)
4: end for
5: return c← (

∑n
i=1 ci[1], b+

∑n
i=1 ci[2])

6: end function

Noise analysis of Algorithm 1. The noise contained in kski is sampled from χσ which has
variance σ2, and we assume that the noise follows a subgaussian distribution. Let ei be the noise
contained in kski, then the noise of ci is equal to 〈g−1(ai), ei〉 and therefore Var(Err(ci)) ≤ g2 · ` ·
Var(ei).

1 It follows that

Var(Err(c)) ≤ n · Var(Err(ci)) + Var(Err(c))

≤ n · g2 · ` · Var(ei) + Var(Err(c))

= n · g2 · ` · σ2 + Var(Err(c)).

1 Here we use Err(ci) and Var(ei) for the largest error and largest variance among all coefficients, respectively.
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We note that c can be either a fresh LWE ciphertext or an output of an earlier computation.
When repeating Algorithm 1 multiple times and combining the result in (1), the noise variances

get added. Writing the resulting ciphertext as c′, we have

Var(Err(c′)) ≤ n ·N · g2 · ` · σ2 + Var(Err(ci)),

where ci is the input ciphertext with largest error. Note that the errors of the input ciphertexts are
not added, because each one is located at a different coefficient. This analysis has made the implicit
assumption that the coefficients of all ciphertexts are centered and uncorrelated. This assumption,
called the independence heuristic, is standard in TFHE [13].

2.4 Programmable bootstrapping

All previous homomorphic operations increase the ciphertext’s noise component. If the noise of a
ciphertext is too large, it cannot be correctly decrypted anymore. To overcome this limitation, all
FHE schemes can be equipped with a bootstrapping procedure that reduces the noise. The TFHE
schemes applies bootstrapping to LWE ciphertexts, and it has one extra capability on top of noise
reduction: it can evaluate a function on the encrypted input for free. It is therefore referred to as
programmable bootstrapping, and the evaluated function is called a lookup table [13].

From a high level, the idea is to decrypt the input LWE ciphertext homomorphically using
an RGSW/RLWE accumulator scheme. The input of programmable bootstrapping is a ciphertext
c = LWEz(m) and a bootstrapping key bk, which is essentially an RGSW encryption of z. The full
procedure is specified in Algorithm 2, and we refer to Micciancio and Polyakov [31] for a detailed
discussion including comparison to the FHEW accumulator.

Importantly, the encryption parameters and the secret key in Algorithm 2 depend on the cipher-
text, so we introduce a different symbol for each one of them: the input ciphertext c is encrypted
with ciphertext modulus q and secret key z; the accumulator ACC is encrypted with ciphertext
modulus Q and secret key s; and the output ciphertext is encrypted with ciphertext modulus Q
and secret key s (which is derived from s during sample extraction). Note that the output cipher-
text c′ of bootstrapping is encrypted under the secret key s. However, going back to the original
key z is possible via an LWE-to-LWE key switching procedure.

Programmable bootstrapping can evaluate any negacyclic function f : Zt → Zt (i.e., it has to
satisfy f(m + t/2) = −f(m) for all m) on the encrypted input.2 It is assumed that t is even and
t� 2N . If the function f is known, the initialization of the accumulator can simply be done as

T (X) =
N−1∑
i=0

f

(⌊
i · t
2N

⌉)
·Xi, (2)

Initf (b) = RLWE.Trivial.Noiseless
(
T (X) ·X−b

)
.

The polynomial T (X) is referred to as the test polynomial, and it typically contains some redun-
dancy which is necessary to decode noisy ciphertexts. That is, the coefficients of (2) encode all
function values of f in total 2N/t times. In general, T (X) is a trivial-noiseless encryption, but it is
also possible that the function values of f are given as LWE ciphertexts (e.g., if f is not known to

2 Here we make the simplifying assumption that the domain and codomain of f have the same plaintext modulus t,
but this need not necessarily be the case.
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the server). In that case, we can perform LWE-to-RLWE key switching to compute an encryption
of (2) in order to initialize the accumulator. This requires in total N calls to Algorithm 1 (and even
fewer if some function values of f are duplicated).

Algorithm 2 Programmable bootstrapping
Input: c = LWEz(m) = (a1, . . . , an, b) where z = (z1, . . . , zn), bk = {bki = RGSWs(zi)}i∈[n] and a negacyclic

function f
Output: c′ = LWEs(f(m))
1: function Bootstrap(c, bk, f)
2: ACC← Initf (b)
3: for i← 1 to n do
4: ACC← ACC + (X−ai − 1) · (bki � ACC)
5: end for
6: return c′ ← SampleExtraction(ACC, 0)
7: end function

Noise analysis of Algorithm 2. The noise growth of programmable bootstrapping has been
theoretically analyzed [13,31]. Let σ2 be the noise variance of bk, then the noise of c′ is equal to

Var(Err(c′)) ≤ n ·N · g2 · ` · σ2 + Var(Err(ACCinit)),

where ACCinit is the initial accumulator. Here we assume a binary secret key distribution. Note that
the noise growth is additive and depends only on the parameters of the encryption scheme.

2.5 Homomorphic computation of the squared distance

One building block of k-nearest neighbors classification is computation of the squared distance
between an encrypted target vector and a cleartext data point. We adapt the method of Zuber and
Sirdey [45] to compute the squared distance between a target vector and a model vector efficiently.
Their method actually computes the difference between two squared distances, but we need the
squared distance itself to be compared in the sorting network.

We are given one target vector c ∈ R2
q (the client’s encrypted input), which is an RLWE

ciphertext that encodes v ∈ Zγt . And we have a model vector w ∈ Zγt stored in the database.
We assume that the model vector is given in cleartext since the server owns the database in our
scenario. The goal here is to compute ‖v −w‖22 = ‖v‖22 − 2 · 〈v,w〉 + ‖w‖22 homomorphically. To
do this, the model vector is encoded in two ways:

M(X) =

γ−1∑
i=0

wγ−i−1 ·Xi,

M ′(X) =

(
γ−1∑
i=0

w2
i

)
·Xγ−1.

The target vector v is encrypted as

c = RLWEs

(
γ−1∑
i=0

vi ·Xi

)
. (3)
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However, the computation is much easier if additional information about ‖v‖22 is provided by the
client. Therefore,

c′ = RLWEs

((
γ−1∑
i=0

v2
i

)
·Xγ−1

)
is also given to the computing party. The squared distance between the encrypted target vector c
and the model vector w can now be computed as

c′′ = c′ − 2M(X) · c+M ′(X). (4)

The result computed in (4) is an RLWE ciphertext that encrypts a polynomial, the (γ − 1)-th
coefficient of which gives us the squared distance. Therefore, we run SampleExtract(c′′, γ− 1) to get
LWEs(‖v −w‖22) (which works correctly assuming that γ ≤ N).

An optimization It is sufficient for the k-NN application to compute the squared distances
between target and model vectors up to a certain constant. In particular, since the ciphertext c′ is
identical for each squared distance, it can simply be removed from (4) and we obtain

c′′ = −2M(X) · c+M ′(X). (5)

This reduces the communication between client and server with 50% as now only one RLWE
ciphertext is sent.

2.6 Comparison operations

Comparing two encrypted numbers can be done with programmable bootstrapping. For example,
Zuber and Chakraborty [8] proposed two homomorphic comparison operators to build min and
arg min functions. However, apart from the minimum and its argument, our protocol also requires
the maximum and its argument. We therefore implement a different algorithm as explained in this
section.

Assume that we are given four ciphertexts c0 = LWEs(m0) and c1 = LWEs(m1), and their
corresponding labels c′0 = LWEs(m

′
0) and c′1 = LWEs(m

′
1). We want to compute four results:

– An LWE encryption of min(m0,m1).
– An LWE encryption of max(m0,m1).
– An LWE encryption of m′i with i = arg min(m0,m1).
– An LWE encryption of m′i with i = arg max(m0,m1).

First, we homomorphically compute the difference of the squared distances as c′ = c0 − c1 =
LWEs(m0−m1). This ciphertext encrypts a positive number if and only if m1 < m0. Note that the
min function outputs eitherm0 orm1, and the arg min function outputs the correspondingm′0 orm′1.
Therefore, we can encode these numbers into two test polynomials for programmable bootstrapping.
That is, the input ciphertext of bootstrapping is set to c′ = LWEs(m) = LWEs(m0 −m1), which
basically serves as a selector. The minimum can now be computed with the function

f(m) =

{
m0 if −t/4 < m ≤ 0

m1 if 0 ≤ m < t/4,
(6)
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Here we only consider the domain (−t/4, t/4) to guarantee that f is negacyclic. The test polynomial
can now be constructed as

T (X) =

N/2−1∑
i=0

m1 ·Xi −
N−1∑
i=N/2

m0 ·Xi,

where we have used f(m) = −f(m− t/2) = −m0 for t/4 ≤ m < t/2. Similarly, the test polynomial
for arg min can be constructed by replacing m0 and m1 with m′0 and m′1 in (6). Note that these
four values are actually encrypted, so both test polynomials are obtained via LWE-to-RLWE key
switching on c0, c1, c′0 and c′1.

Finally, we note that the maximum of the two numbers can be computed as max(m0,m1) =
m0 +m1 −min(m0,m1). The arg max function can be evaluated in a similar way.

3 Visualizing data-oblivious algorithms as networks

FHE algorithms do not contain branches on encrypted data. Indeed, if an FHE algorithm did
contain data-dependent branches, the process of executing this branch would leak the encrypted
value. Such an algorithm, where the control flow and memory access pattern do not depend on the
input data itself, is called data-oblivious.

An oblivious sequence of operations can be visualized as a so-called network. This section
explains the basics of this visualization technique and further gives two examples of comparison
networks: the tournament algorithm [18, Chapter 9] and Batcher’s (d1, d2)-merging algorithm [27,
Chapter 5].

A network comprises of interconnected basic modules. Figure 3 shows the structure of a basic
module where inputs enter at the left and computations are represented by a vertical line in between
the two inputs. In general, the outputs of a module (the two lines at the right) are computed as
arbitrary functions f0 and f1 evaluated on the inputs. The outputs can again be used as inputs to
another module. This work discusses sorting networks, where the most common basic module is
the comparator of Figure 4. The comparator swaps the inputs if the first one is greater than the
second.

m0

m1

f0(m0,m1)
f1(m0,m1)

Fig. 3. General basic module

m0

m1

min(m0,m1)
max(m0,m1)

Fig. 4. Comparator

3.1 The tournament network

The tournament method is a data-oblivious algorithm to find the minimum (or maximum) of an
array of d elements, which has received attention from HE works [25,8]. This algorithm divides the
input in pairs, compares each of these pairs, and then the “winner” of each comparison proceeds
to the next stage. As such, it only requires d− 1 comparisons, and the network has depth dlog de.
A different interpretation is as follows: the minimum element is constructed by splitting the initial
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array into two, finding the minimum of each part recursively, and then returning their minimum.
Figure 5 shows the tournament network for d = 8.

Observe that we can find the k smallest elements out of d by performing the tournament method
k times, each time over the remaining data. This approach needs O(kd) comparison operations and
has depth O(k log d).

m7

m6

m5

m4

m3

m2

m1

m0 min{mi}

Fig. 5. The tournament network for finding the minimum of 8 elements.

3.2 Batcher’s odd-even sorting network

Batcher’s sorting algorithm uses a similar idea as the tournament method of decomposing the
initial array in two parts. Then each part is sorted separately and the two sorted arrays are merged
into one. The pseudocode of sorting is given in Algorithm 3. The resulting network for sorting 16
elements is shown in Figure 6, where each box represents a merging procedure.

The merging subroutine of sorting is specified in Algorithm 4. This algorithm is also based on
a recursive decomposition of the problem: the input arrays are split into their even- and odd-index
components. Then the even- and odd-index components are merged separately via two recursive
calls. Finally, the result is constructed by pairwise comparison of the elements of the recursive calls.
These pairwise comparisons are necessary to recombine the even and odd components, and one can
prove that it results in a sorted array.

Algorithm 3 Batcher’s odd-even merge sort
Input: An array x (of size d > 0)
Output: Sorted array that contains the same entries as x
1: function Sort(x)
2: d← size(x)
3: if d = 1 then
4: return x
5: else . Sort two chunks separately and merge
6: v← Sort(x0, . . . ,xdd/2e−1)
7: w← Sort(xdd/2e, . . . ,xd−1)
8: return Merge(v,w)
9: end if

10: end function

Property 1. The (2i, 2i)-merge contains 2i · i+ 1 comparators and has a comparison depth of i+ 1.

12



Algorithm 4 Batcher’s (d1, d2)-merge

Input: Two sorted arrays x (of size d1) and y (of size d2)
Output: Sorted array that contains the entries of x and y
1: function Merge(x,y)
2: d1 ← size(x), d2 ← size(y)
3: if d1 · d2 = 0 then
4: return (x,y)
5: else if d1 · d2 = 1 then
6: return Compare(x0,y0)
7: else . Merge even- and odd-index components
8: v←Merge((x0, . . . ,x2dd1/2e−2), (y0, . . . ,y2dd2/2e−2))
9: w←Merge((x1, . . . ,x2bd1/2c−1), (y1, . . . ,y2bd2/2c−1))

10: z← (v0,w0,v1,w1, . . . )
11: for i← 1 to b(size(z)− 1)/2c do
12: (z2i−1, z2i)← Compare(z2i−1, z2i)
13: end for
14: return z
15: end if
16: end function
17: function Compare(x, y) . Comparator module of Figure 4
18: return (min(x, y),max(x, y))
19: end function

Proof. The base case i = 0 needs 1 comparison of depth 1. Now suppose the property holds for
i− 1, then following Algorithm 4, (2i, 2i)-merge needs

(2i−1 · (i− 1) + 1) · 2 + (2i − 1) = 2i · i+ 1

comparisons and has depth i+ 1. This completes the proof.

Theorem 1. Batcher’s odd-even sorting network for an array of size d has time complexity O(d ·
log2 d) and depth O(log2 d).

Proof. Assuming d is a power of two and following Property 1, the total comparison depth is

1 + 2 + . . .+ log d ≈ log2 d

2
= O(log2 d).

The total number of comparisons is

log d∑
i=1

d

2i
(2i−1(i− 1) + 1) ≈

log d∑
i=1

d

2
· i ≈ d log2 d

4
= O(d log2 d).

The result for d not a power of two follows immediately, because both the time complexity and
depth are bounded by the values for the next power of two.

4 Our top-k selection network

The key step of the k-NN method is returning the class labels for the k smallest distances out of d.
For this purpose, we propose an algorithm with a much lower depth and a better time complexity
than previous work [45].
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Fig. 6. Batcher’s odd-even sorting network for an array of 16 elements, which has 63 comparators and depth 10.
Boxes visualize Batcher’s (2i, 2i)-merge for i = 0, 1, 2, 3 from the leftmost to the rightmost box.

Our use case does not require to output the full sorted array, but only the top-k smallest
elements. Running Batcher’s odd-even sorting network would therefore be suboptimal. Instead, we
generalize the merging step from Algorithm 4 into Algorithm 5, which outputs k elements at most.
This is achieved by truncating both the input and output array up to k elements, and instantiating
the recursive calls with a lower value of k. The following property follows directly from Property 1:

Property 2. The truncated (k, k, k)-merge contains O(k log k) comparators and has a comparison
depth of O(log k).

Just like sorting, finding the top-k smallest elements out of d can be done with a recursive
approach: we split the initial array into two parts, find the k lowest elements of these two parts
recursively, and then call Algorithm 5 to compute the final result. In fact, this can be interpreted as
a truncated version of Batcher’s odd-even sorting algorithm. The pseudocode of our top-k selector
is given in Algorithm 6. The resulting network for d = 16 and k = 4 is shown in Figure 7, where
each box represents a merging procedure.

An important difference between our top-k selector and the original sorting algorithm is the
computation of the chunk size. In Algorithm 3, the input array is always split into two chunks of
size bd/2c and dd/2e. However, from our experiments, we observe that the truncated version can
be slightly more efficient if the chunk size is chosen as a multiple of µ = 2dlog ke. We therefore use
the following heuristic: if d > µ, the first chunk’s size is computed as a multiple of µ that is close
to d/2. Otherwise, the first chunk’s size is equal to dd/2e. The second chunk simply consists of the
remaining elements (i.e., the ones that are not in the first chunk).

Theorem 2. Our network for finding the k lowest elements out of d has time complexity O(d log2 k)
and depth O(log d · log k).

Proof. We restrict the parameters d and k to powers of two. In this case, the full algorithm reduces to
Batcher’s odd-even sorting network until obtaining d/k sorted arrays of size k, and then performing
the (k, k, k)-merge recursively as in the tournament method. Using Property 2 and following a
similar reasoning as in the proof of Theorem 1, the comparison depth is

1 + 2 + . . .+ log k +O(log k) · log
d

k
= O(log d · log k).
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Algorithm 5 Truncated Batcher’s (d1, d2, k)-merge

Input: Two sorted arrays x (of size d1) and y (of size d2) and a truncation parameter k > 0
Output: Sorted array that contains the entries of x and y, or their k smallest entries if k < d1 + d2
1: function Merge(x,y, k)
2: x← Truncate(x, k), y← Truncate(y, k)
3: d1 ← size(x), d2 ← size(y)
4: if d1 · d2 = 0 then
5: z← (x,y)
6: else if d1 · d2 = 1 then
7: z← Compare(x0,y0)
8: else . Merge even- and odd-index components
9: xe ← (x0, . . . ,x2dd1/2e−2), xo ← (x1, . . . ,x2bd1/2c−1)

10: ye ← (y0, . . . ,y2dd2/2e−2), yo ← (y1, . . . ,y2bd2/2c−1)
11: v←Merge(xe,ye, bk/2c+ 1)
12: w←Merge(xo,yo, bk/2c)
13: z← (v0,w0,v1,w1, . . . )
14: for i← 1 to b(size(z)− 1)/2c do
15: (z2i−1, z2i)← Compare(z2i−1, z2i)
16: end for
17: end if
18: return Truncate(z, k)
19: end function
20: function Truncate(x, k) . Truncate array to k elements
21: if size(x) > k then
22: x← (x0, . . . ,xk−1)
23: end if
24: return x
25: end function

Algorithm 6 Truncated Batcher’s odd-even merge sort
Input: An array x (of size d > 0) and a truncation parameter k > 0
Output: Sorted array that contains the same entries as x, or its k smallest entries if k < d
1: function Sort(x, k)
2: d← size(x)
3: if d = 1 then
4: return x
5: else . Sort two chunks separately and merge
6: i← ChunkSize(d, k)
7: v← Sort(x0, . . . ,xi−1, k)
8: w← Sort(xi, . . . ,xd−1, k)
9: return Merge(v,w, k)

10: end if
11: end function
12: function ChunkSize(d, k) . Compute size of first chunk
13: µ← 2dlog ke

14: if d ≤ µ then
15: return dd/2e
16: else
17: return µ · dd/(2µ)e
18: end if
19: end function
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Fig. 7. Our network for finding the smallest 4 values out of 16, which has 44 comparators and depth 9. Boxes visualize
truncated Batcher’s (2i, 2i, 4)-merge for i = 0, 1, 2, 3 from the leftmost to the rightmost box.

Similarly, we obtain the total number of comparisons as

log k∑
i=1

d

2i
(2i−1(i− 1) + 1) +O(k log k) · d

k
≈

log k∑
i=1

d

2
· i+O(d log k)

= O(d log2 k).

4.1 The basic module of our network

The k-NN application has inputs of the form (mi,m
′
i), where mi is the distance between the i-th

model vector and the target vector, and m′i is the class label of the i-th vector. The basic module
of our network is therefore the augmented comparator visualized in Figure 8. The augmented
comparator does not only compute the minimum and maximum, but also their corresponding class
labels.

(m0,m
′
0)

(m1,m
′
1)

(min(m0,m1),m′argmin(m0,m1)
)

(max(m0,m1),m′argmax(m0,m1)
)

Fig. 8. An augmented comparator, where arg min(m0,m1) and arg max(m0,m1) refer to the indices (either 0 or 1)
of the minimum and maximum element, respectively.

5 Our k-NN protocol

The k-NN application consists of two phases: computation of the squared distances and finding the
k closest ones, together with their corresponding class labels. This section describes how these two
phases are glued together.
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5.1 The protocol

Squared distance computation First, the client encrypts the target vector using Equation (3)
from Section 2.5 and sends it to the server. Then, for each model vector, the server evaluates the
formula in (5) and extracts the γ−1-th coefficient to compute its squared distance. The result of the
distance computation should satisfy ‖v −w‖22 < t/4 and we explain the reasoning in Section 5.1.

Precision reduction (optional) The squared distances may be computed using a large plaintext
modulus, but the input of programmable bootstrapping (PBS) expects a small plaintext modulus
(because we need t� 2N). If the two plaintext moduli are different, we need to perform a precision
reduction, which can be done with one subtraction and one bootstrapping operation for every
squared distance. The subtraction is necessary because we need to “recenter” the plaintext space.
For example, consider plaintext moduli tdist = 2 · tsort, and their scaling factors 2 · ∆dist = ∆sort.
Encoded plaintexts of the form (mi · ∆dist, (mi + 1) · ∆dist) are mapped to (mi/2) · ∆sort since
we want to reduce the precision by one bit in this example. Before bootstrapping, the center of
(mi ·∆dist, (mi + 1) ·∆dist) needs to be at (mi/2) ·∆sort = mi/∆dist. As such, we need to subtract
∆dist/2 from the initial plaintext and then perform bootstrapping with the identity function. This
method easily generalizes to the case where tsort is any multiple of tdist.

The precision reduction step is only necessary if γ is high or if the precision of every element in
the feature vector is large in comparison to tsort. In Section 6, we show that precision reduction is
necessary for one dataset but not for the other one.

Truncated sorting network The LWE ciphertexts of the previous phase are used as input to the
truncated sorting network. Here the augmented comparators are built as explained in Section 2.6.
This explains why the encoding needs to satisfy ‖v−w‖22 < t/4: in that way, the difference between
two squared distances lies in the interval between −t/4 and t/4, and can therefore be unambiguously
interpreted as a positive or negative number in the comparator. If the squared distance does not
lie between −t/4 and t/4, then the result would overflow into the padding bit and cause errors.
The output of this phase is a set of k LWE ciphertexts that encrypt the predicted class labels, and
those are sent back to the client for decryption. Finally, the client computes the most common class
label in the clear via majority voting. This is acceptable for most use cases as typically k is much
smaller than d.

5.2 Noise growth of our protocol

Programmable bootstrapping is used to lower the noise level of its input, and computing a non-linear
function at the same time. However, even though homomorphic comparisons are implemented with
bootstrapping, the squared distances are never refreshed during the sorting phase. This is because
the initial accumulator is generated by LWE-to-RLWE key switching, and is therefore a noisy
ciphertext. Using the noise analyses from Section 2, we find that each comparison adds a noise
variance of at most 2n ·N · g2 · ` · σ2. To compute the output noise, this variance is multiplied by
the depth of the circuit, which is O(log d · log k) due to additive noise growth. For both datasets
tested in the next section, the output noise remains at least 10 bits below the 64-bit ciphertext
modulus. Hence this is sufficient to support a plaintext precision of 10 bits without requiring extra
bootstrapping operations.
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5.3 Security

The target vector is sent by a client encrypted with TFHE, which is IND-CPA secure (this is
equivalent to semantic security). After homomorphic operation (via our protocol) with the server’s
data, the final output is also encrypted under the client’s key. Therefore, query privacy is immediate
from the IND-CPA property of TFHE. As we mentioned earlier in Section 1.1, we do not explicitly
consider model privacy. Observe that model privacy can never be reached perfectly, because part
of the model leaks through the query result.

6 Evaluation

6.1 Implementation and experimental setup

Our prototype implementation is written in the Rust programming language using the tfhe-rs3 li-
brary. The source code can be found on GitHub.4 We include the dependency manifest (Cargo.lock)
and scripts used to run the experiments to aid reproducibility. All experiments are executed on ma-
chines with Intel(R) Core(TM) i9-9900 CPU @ 3.10 GHz using the Ubuntu 20.04 operating system.
Only a single thread is used for all experiments.

Our experiment uses two datasets: the MNIST5 and breast cancer6 datasets. The MNIST dataset
contains images of 8× 8 pixels (γ = 64), which are the feature vectors. We preprocess the feature
vectors to use ternary values. The breast cancer dataset has γ = 32 and we preprocess the feature
vectors to use binary values.

We run our privacy preserving k-NN protocol using different values of d and k for both datasets
and report the timing, accuracy and bandwidth results below. All experiments are done with the
best feature vectors as the model. This is done by creating 10,000 plaintext models at random and
selecting the one that gives the highest accuracy when evaluated on all the possible test vectors.
Then we perform prediction/inference on 200 randomly selected test vectors using our secure k-NN
algorithm. Therefore, the reported timing results are averaged over 200 executions.

The TFHE parameters are given in Table 2. These parameters are adapted from tfhe-rs.7 We
make a distinction between the plaintext modulus for sorting (tsort) and distance computation
(tdist). That is, if tsort 6= tdist, then the precision reduction step from Section 5 needs to be used. Our
definition of the plaintext modulus includes the padding bit. This extra padding bit is necessary to
satisfy negacyclicity when the data is encoded [14]. For example, if the plaintext modulus is t = 26,
then the message space is 5 bits since one bit is reserved for padding. The parameter choice from
Table 2 guarantees 128 bits of security [2].

6.2 Computation time

The computation time and accuracy probabilities for the MNIST dataset are shown in Table 3,
together with the results taken (and extrapolated) from [45]. Modulo the difference in CPU (we
estimate that our CPU is faster by at most a factor of 2), the wall-clock time is between 1.5 to 16
times faster than prior work [45] while maintaining a good level of accuracy. The reason why our

3 https://github.com/zama-ai/tfhe-rs
4 https://github.com/KULeuven-COSIC/ppknn
5 https://archive.ics.uci.edu/ml/datasets/optical+recognition+of+handwritten+digits
6 https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
7 https://github.com/zama-ai/tfhe-rs/blob/release/0.1.x/tfhe/src/shortint/parameters/mod.rs
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Table 2. The TFHE parameters used in our experiments. Note that when the homomorphic computation is done,
the most significant bit is reserved for the sign. Therefore, if t = 2x, then the actual message space is 2x−1.

Parameter Value

LWE dimension (n) 856

RLWE polynomial degree (N) 4096

LWE standard deviation (σLWE) 244

RLWE standard deviation (σRLWE) 22

PBS key—bk in Algorithm 2 (g, `) (222, 1)

KS key—at the end of PBS (g, `) (23, 6)

KS key—ksk in Algorithm 1 (g, `) (223, 1)

Ciphertext modulus (q) 264

Plaintext modulus (tsort) 26

Plaintext modulus MNIST (tdist) 29

Plaintext modulus breast cancer (tdist) 26

Dataset message space (MNIST) Z3

Dataset message space (breast cancer) Z2

performance gain becomes more apparent for larger d is because we do not have quadratic growth
in computational complexity. Additionally, this experiment demonstrates the effect of precision
reduction. Starting with 9 bits of precision for the distance computation, we reduce to 6 bits before
the start of the sorting network. From the results, we see this has very little effect on accuracy (the
“Clear accuracy” column does not have the precision reduction step).

Table 3. Computation time and accuracy for the MNIST dataset. The distance computation is performed using 9
bits of precision, then it is converted down to 6 bits before running our sorting network. The computation times
prefixed with ∼ are estimated using extrapolation.

Duration (s) Accuracy
k d [45] Ours Clear FHE

3 40 30 21.1 0.78 0.76
175 696 94.3 0.93 0.91
228 1098 122.4 0.94 0.94
269 1524 151.4 0.96 0.94
457 4248 261.4 0.96 0.96

5 40 ∼ 33 27.7 0.78 0.76
175 ∼ 636 128.2 0.92 0.90
228 ∼ 1081 166.5 0.94 0.92
269 ∼ 1505 204.8 0.94 0.94
457 ∼ 4351 346.2 0.96 0.94

Similarly, the computation time and accuracy probabilities for the breast cancer dataset are
presented in Table 4. For this dataset, there is no precision reduction step (i.e., tdist = tsort), because
γ is low, the feature vectors are somewhat sparse and we preprocess the data to have binary feature
vectors. Since our plaintext modulus is only 6 bits (one bit is reserved as the padding bit and
another bit is reserved for the sign), the squared distance cannot exceed 4 bits. As such, we still
have some errors when compared to the plaintext algorithm since the distance computation may
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overflow into the padding bit occasionally. Fortunately, the overflow does not happen often and our
FHE accuracy closely trails the plaintext accuracy.

Table 4. Computation time and accuracy for the breast cancer dataset. No precision reduction is performed in this
experiment. The computation times prefixed with ∼ are estimated using extrapolation.

Duration (s) Accuracy
k d [45] Ours Clear FHE

3 10 4 3.9 0.93 0.91
30 ∼ 18 13.6 0.94 0.94
50 ∼ 51 22.9 0.94 0.92

5 10 ∼ 2 5.1 0.94 0.92
30 ∼ 18 18.7 0.94 0.94
50 ∼ 51 32.9 0.95 0.94

6.3 Bandwidth

In our scenario, which [45] also considered, the client sends its target vector encrypted in an RLWE
ciphertext under its own secret key. Then the server sends k class labels as its answer. Given the
parameters in Table 2, our concrete query size is 64KB. However, as we defined in Section 2.2, an
RLWE ciphertext (a, b) consists of a uniformly random part a. Therefore, the client can create a
small seed to generate this part pseudorandomly, and then send this seed to the server instead.
This is a very common optimization method [13,33], which halves the query size down to 32KB.

After executing our protocol, the server returns the k selected labels, which are in the form of
LWE ciphertexts, therefore the answer size would be k times 6.7KB. As an optimization, we can
easily pack k LWE ciphertexts into an RLWE ciphertext as long as k ≤ N (almost for free) [10]. We
can also reduce the size of the answer by switching the modulus log q from 64 bits to 32 bits [7], and
reducing the degree of the polynomials N = 4096 to 1024 by key switching. The resulting answer
will have a size of 8KB, which is always smaller than k LWE ciphertexts for k ≥ 2.

Zuber and Sirdey [45] considered an additional scenario where the database is encrypted by
the server (data owner) and sent to the client (querier). Then the client runs the protocol with its
own cleartext target vector. Therefore, the bandwidth is linear in the model size d (compared to
a constant bandwidth in our protocol). However, comparing these two numbers is not completely
fair since the proposed scenario is different.

6.4 Computational complexity

In this section, we compare the computational complexity of our sorting-based approach to previous
works. The asymptotic complexities are summarized in Table 5 and the concrete computational cost,
given as the number of programmable bootstrapping (PBS) operations, is shown in Figure 9. We
do not count LWE-to-RLWE key switching, as we observe that bootstrapping is up to four times
as expensive. Moreover, we consider exclusively the sorting step as it is computationally heavier
than distance computation (up to 10× more expensive for our parameter set).

First, there is the delta-matrix method of Zuber and Sirdey [45] in which a d × d matrix
is constructed. Each element at position (i, j) in the matrix is 0 if the target vector is closer
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to the i-th model vector than to the j-th vector, and 1 otherwise. This method has quadratic
complexity in the database size d. More specifically, building the matrix itself requires (d2 − d)/2
bootstrapping operations. Then a so-called scoring operation is evaluated. This is done using roughly
d2/(m−k) bootstrapping operations, where m is the number of ciphertexts that can be added before
bootstrapping is called.

A second method is repeating the tournament method from Section 3.1 multiple times, which
is a naive extension of a recently proposed min/arg min operator [8]. This approach requires in
total O(kd) comparison operations. On the other hand, our approach requires only O(d log2 k)
comparison operations, which scales better in terms of the parameter k. In practice, the value of
k is typically chosen between 3 and 10, or sometimes up to

√
d [24]. This leads to a significant

improvement over the extended tournament method in terms of computational complexity.

Table 5. The complexity (number of bootstrappings) of finding the k smallest elements out of d using three algorithms:
the delta-matrix method, performing the tournament network k times (denoted by Tourn. k×), and our network.
The additional parameter m was set to 65 as indicated in [45].

Delta-matrix method [45] Tourn. k× Our network

(d2 − d)/2 + d2/(m− k) O(kd) O(d log2 k)
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Fig. 9. Comparison of the number of PBS between our work and [45], denoted by ZS21 in the legend. Note that the
red lines for [45] are stacked.
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7 Discussion and conclusion

This work uses a truncated sorting network to compute the top-k smallest elements of an array
for the secure k-NN classification problem. Our approach is asymptotically better (improved from
O(d2) to O(d log2 k)), moving us closer to the computational complexity of plaintext algorithms.
We also implemented our algorithm and it is up to 16× faster than prior work. Additionally, our
truncation technique may be applied to (weighted) homomorphic voting which we discuss below.

Homomorphic voting In our protocol, the truncated sorting network gives k pairs of encrypted
distances and class labels that are sorted by distance. Without loss of generality, we denote them
by Mk = {(mi,m

′
i) | 1 ≤ i ≤ k}. The class labels in Mk are sent to the client, who performs a

majority voting after decryption to obtain the predicted class. Another possibility is to perform
homomorphic majority voting by the server, which is achievable with complexity O(k log2 k) as
follows:

1. Assign a unit weight to each class label and sort the pairs {(m′i, 1) | 1 ≤ i ≤ k} according to
the class labels.

2. Use the aggregation network to sum the weights of each distinct class label separately.

3. Find the class label which has the highest weight using the tournament method.

Steps (1) and (3) have a time complexity of O(k log2 k) and O(k), respectively. In step (2), the
aggregation network has complexity O(k log2 k), which can be optimized with our truncation tech-
nique into O(k log2 z) if the number of different classes z is less than k. We omit further details.

The voting can also be distance-weighted, i.e., a model vector that is closer to the target vector
can be given a higher weight. After the truncated sorting network, the class labels {m′i | 1 ≤ i ≤ k}
are sorted by distance, so a suitable weight for m′i is k−i+1 [21]. By changing the weight assignment
in step (1) to k− i+ 1 (instead of a unit for each label), we can easily realize the distance-weighted
voting in a data-oblivious manner.

Realizing majority voting in plaintext by the client or homomorphically by the server is a trade-
off: the former has O(k) communication complexity, while the latter reduces the response size into
O(1), at the cost of an extra O(k log2 k) computation for the server. If k is large (but still much
smaller than d), it is better to use homomorphic majority voting as bandwidth can be significantly
reduced, while an extra server cost of O(k log2 k) is negligible compared to the sorting network.

Future directions One limitation of TFHE is the restriction on the plaintext space. In our protocol,
we work around this by quantizing the original values, which might be 8 bits or more, down to
binary or ternary values. Of course, this step affects the accuracy of our secure k-NN protocol. In
the future, we hope to investigate techniques that would support plaintexts with large precision,
for example as proposed by Liu et al. [29].

Additionally, k-means clustering shares some similarities with k-NN since it also involves dis-
tance computation and sorting (to find the nearest centroid). Therefore, another future direction
is to apply our techniques to the secure k-means clustering problem.
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