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Abstract. The computational overhead of a cryptographic task is the asymptotic ratio between
the computational cost of securely realizing the task and that of realizing the task with no security
at all.

Ishai, Kushilevitz, Ostrovsky, and Sahai (STOC 2008) showed that secure two-party computation
of Boolean circuits can be realized with constant computational overhead, independent of the
desired level of security, assuming the existence of an oblivious transfer (OT) protocol and a local
pseudorandom generator (PRG). However, this only applies to the case of semi-honest parties. A
central open question in the area is the possibility of a similar result for malicious parties. This
question is open even for the simpler task of securely realizing many instances of a constant-size
function, such as OT of bits.

We settle the question in the affirmative for the case of OT, assuming: (1) a standard OT
protocol, (2) a slightly stronger “correlation-robust” variant of a local PRG, and (3) a standard
sparse variant of the Learning Parity with Noise (LPN) assumption. An optimized version of our
construction requires fewer than 100 bit operations per party per bit-OT. For 128-bit security, this
improves over the best previous protocols by 1-2 orders of magnitude.

We achieve this by constructing a constant-overhead pseudorandom correlation generator (PCG)
for the bit-OT correlation. Such a PCG generates N pseudorandom instances of bit-OT by locally
expanding short, correlated seeds. As a result, we get an end-to-end protocol for generating N
pseudorandom instances of bit-OT with o(N) communication, O(N) computation, and security
that scales sub-exponentially with N .

Finally, we present applications of our main result to realizing other secure computation tasks
with constant computational overhead. These include protocols for general circuits with a relaxed
notion of security against malicious parties, protocols for realizing N instances of natural constant-
size functions, and reducing the main open question to a potentially simpler question about fault-
tolerant computation.
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1 Introduction

A dream goal in cryptography is obtaining security “for free,” without any slowdown. How close can we
get to this goal in the context of secure computation?

A theoretical study of this question was initiated in the work of Ishai, Kushilevitz, Ostrovsky, and
Sahai [IKOS08] (IKOS). For secure two-party computation of Boolean circuits, they showed that it is
possible to achieve constant computational overhead under plausible cryptographic assumptions. Con-
cretely, there is a multiplicative constant c, independent of the desired security level, such that every
sufficiently big Boolean circuit of size N can be securely evaluated by two parties which are implemented
by Boolean circuits of size cN .1 This means that the amortized slowdown factor can be independent of
the security level.2

The IKOS protocol combines a technique of Beaver [Bea96] with a local PRG [Gol00,MST03a,AIK04],
namely a pseudorandom generator G : {0, 1}κ → {0, 1}n(κ) that has polynomial stretch (n = Ω(κd) for
some d > 1) and such that every output bit of G depends on a constant number of input bits. While the
existence of such local PRGs was considered quite speculative at the time, it is now widely accepted as
a standard cryptographic assumption.

A major limitation of the IKOS protocol is that its security is restricted to the case of semi-honest par-
ties. The possibility of a similar result for malicious parties was the main question left open by [IKOS08].
In spite of significant progress on this and related problems, including constant-overhead protocols for
arithmetic circuits over large fields [ADI+17, BCG+17a], a solution to the above main question is still
elusive; see [dCHI+22, JH22] for a survey of related work. The question is open even for simpler tasks,
such as computing N instances of a nontrivial constant-size function. To make things worse, strong cryp-
tographic primitives such as indistinguishability obfuscation do not seem helpful. In fact, even entirely
heuristic solutions are not currently known. Our work is motivated by the goal of solving useful special
cases of this central open question.

The Overhead of Oblivious Transfer. A common framework toward secure computation, including
the protocol of IKOS, follows a two-phase approach: first run an input-independent preprocessing pro-
tocol for secure distributed generation of useful correlated secret randomness, and then consume these
correlations within an online protocol that performs a secure computation on the inputs [Bea92]. An
important example is the random oblivious transfer (OT) correlation,3 in which Alice and Bob receive
(s0, s1) and (b, sb) respectively, where s0, s1, b are random bits. Given 2N independent instances of this
OT correlation, Alice and Bob can evaluate any Boolean circuit with N gates (excluding “free” XOR and
NOT gates) on their inputs, with perfect semi-honest security, by each sending 2 bits and performing
a small constant number of bit operations per gate [GMW87, Gol09]. Indeed, IKOS protocol obtains
constant-overhead general secure two-party computation precisely by achieving this goal for generation
of random bit-OTs.

Generating random bit-OTs with malicious security, however, is much more challenging. In partic-
ular, the IKOS protocol is not secure in this setting 4 The best known solutions incur polylogarithmic
computational overhead [DIK10,dCHI+22]. A natural approach for improvement would be to follow the
“GMW-paradigm” [GMW87], applying zero-knowledge proofs to enforce honest behavior in the IKOS
protocol. However, the existence of such proofs with constant computational overhead for the satisfiability
of Boolean circuits is also wide open: Even there, the best known solutions have polylogarithmic over-
head [DIK10]. A number of works developed special-purpose cut-and-choose techniques for protecting effi-
cient OT extension protocols against malicious parties with a very low overhead [KOS15,ALSZ17,Roy22].
However, these techniques are inherently tied to string-OTs whose length is proportional to a security
parameter, and seem to require (at least) a polylogarithmic computational overhead when adapted to the
case of bit-OT. Part of the challenge of protecting “traditional” OT generation protocols against malicious
adversaries is that the underlying semi-honest protocols require Ω(N) communication for generating N
OT correlation instances, which must somehow be checked or verified.
1 Here the default security requirement is that any poly(N)-time adversary can only obtain a negl(N) advan-

tage. Alternatively, using a separate security parameter λ, the cN bound holds when N is sufficiently (but
polynomially) larger than λ.

2 See Section 2.1 for more details on our specific cost model. Briefly, functions and protocols are implemented as
bounded fan-in Boolean circuits, and the computational cost is the number of gates. For concrete computational
costs, we allow any bit operation over two-bit inputs.

3 In this work, OT refers by default to bit-OT, namely oblivious transfer of pairs of bits. However, as discussed
below (cf. Section 6), our results apply to most other natural flavors of OT.

4 See Appendix A for an explicit attack.
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Pseudorandom Correlation Generators. A recent alternative approach to OT generation is via
the tool of pseudorandom correlation generators (PCG), put forth in [BCG+17b, BCGI18, BCG+19b].
The PCG approach enables fast generation of short correlated seeds, of length o(N), that can be locally
expanded without interaction to N instances of OT (or other) correlations. Unlike the traditional pro-
tocols from above, the structure of PCG-based protocols directly gives rise to secure computation of N
pseudorandom OT correlations with sublinear o(N) communication cost. This is an appealing feature,
not only as a concrete efficiency benefit (indeed, communication costs often form the practical efficiency
bottleneck), but also as a promising starting point for obtaining malicious security with low overhead.
Indeed, since the local expansion from short PCG seed to long OT output is deterministic, it suffices to
ensure that the short seeds be generated correctly, reducing the malicious-security problem to an instance
of sublinear size.

However, existing PCG constructions do not yet suffice for our goal. While the communication cost
of PCG-based protocols is sublinear in N , the required computation costs are quite high. In existing
constructions [BCG+19b,BCG+19a,YWL+20,CRR21,BCG+22], even just the amortized cost of gener-
ating each final bit-OT correlation (corresponding to simply 2 output bits per party) requires generating
security-parameter many pseudorandom bits, and then hashing them down.

1.1 Our Results

We present new constructions of pseudorandom correlation generators for N instances of the bit-OT
correlation, which not only have sublinear communication in N but also achieve constant computational
overhead. As a direct consequence, we obtain the first constant-overhead protocol for realizingN instances
of bit-OT with security against malicious parties. As we further discuss below, this result extends beyond
OT to other natural secure computation tasks.

Theorem 1 (Constant-overhead PCG for OT, informal). Suppose that the following assumptions
hold:

– There is a local PRG with an additional “correlation robustness” property;
– There are sparse generating matrices of codes for which Learning Parity with Noise is hard.

Then, there is a pseudorandom correlation generator for the bit-OT correlation, with polynomial stretch,
where the local expansion function PCG.Expand has constant computational overhead.

In fact, we present two variants of this main result: one based on a primal-LPN assumption, which has
better amortized cost but a small (sub-quadratic) stretch, and one based on dual-LPN that can achieve
an arbitrary polynomial stretch at the cost of a slightly increased (constant) overhead.

By applying a general-purpose secure computation protocol to distribute the PCG seed generation,
we obtain the following corollary.

Corollary 2 (Constant-overhead malicious OT, informal). Assuming the existence of a standard
OT protocol along with the assumptions of Theorem 1, there exists a two-party protocol for realizing N
instances of bit-OT with security against malicious parties and a constant computational overhead.

About the Assumptions. Our protocols require three types of assumptions: (1) the (necessary) exis-
tence of standard OT; (2) a slight strengthening of local PRGs that we refer to as correlation robustness;
and (3) a “sparse” form of the Learning Parity with Noise (LPN) assumption.

As discussed above, local PRGs (more concretely, PRGs with constant locality and polynomial
stretch) were already used in the IKOS protocol [IKOS08]. A well-known candidate is Goldreich’s
PRG [Gol00], where significant study has gone toward proving resilience against classes of attacks for
particular choices of output predicates Pi [BQ09,App12,OW14,CEMT14,App15,ABR16,AL16, LV17,
BCG+17b,CDM+18]. Correlation robustness of a PRG G : {0, 1}κ → {0, 1}N requires that for any choice
of offsets ∆1, . . . ,∆N ∈ {0, 1}κ, the output (P1(x⊕∆1), . . . , PN (x⊕∆N )) ∈ {0, 1}N appears pseudoran-
dom for random x. For a local PRG, this corresponds to fixed xor-shifts of the corresponding output local
predicates. In Section C, we investigate the potential correlation robustness of the Goldreich local PRG
construction, demonstrating that “good” properties of PRG output predicates Pi are preserved under
fixed xor-shift. In turn, we conclude that the same classes of attacks can be ruled out for correlation
robustness of the PRG as well as for standard pseudorandomness.

“Sparse” LPN, first put forth by Alekhnovich [Ale03], corresponds to a form of LPN whose code
generator matrix (i.e., coefficients of noisy linear equations) has constant row sparsity. The assumption
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states that the mapping (s⃗, e⃗) 7→ G · s⃗ + e⃗ is a PRG, where s⃗ is a short uniform seed of length n,
G ∈ {0, 1}N×n is a suitably chosen sparse matrix and e⃗ is a noise vector of weight t ≪ N . In such a
scenario we can have polynomial stretch (i.e., both n, t are at most N1−ϵ for some ϵ > 0) but the stretch
is fairly limited.

We also consider the dual variant of LPN directly, where the seed is viewed as a length M error vector
e⃗ and the mapping sends e⃗ 7→ H · e⃗ for a suitably chosen H ∈ {0, 1}N×M with M > N . By choosing H
to have a repeat-accumulate structure, we get desirable efficiency properties (analogous to the efficiency
the sparsity of G earns us in the primal case) while allowing for arbitrary polynomial stretch.

To evaluate the plausibility of our LPN-assumptions we follow the linear tests-framework, which was
implicit in [BCG+20,CRR21] and made explicit in [BCG+22]. Briefly, this means that we need to verify
that the distance of a code related to the matrix is not too small.

About the conclusion. There are several reasons for focusing on the computational overhead of bit-OT
rather than string-OT or other functionalities. In the semi-honest model, bit-OT is “complete” for general
constant-overhead secure computation whereas string-OT is not.5 We make a meaningful contribution
even in the semi-honest model, because of the qualitative improvement in communication cost compared
to [IKOS08]. As we will argue below, the completeness of bit-OT partially extends to the malicious
model, either by relaxing the security guarantee, by restricting the attention to a broad class of “finite”
functionalities, or by reducing the main open question in the area to simpler questions.

Finally, we note that batch-OT serves as a standard benchmark for research on low-overhead cryp-
tography [IKOS09a, IKO+11, DGI+19, OZ22, dCHI+22, BBDP22]. Most of the above works obtained a
previously known result under new assumptions. In contrast, our main feasibility result was not previ-
ously known under any assumption.

Concrete Amortized Cost. We estimate that, when producing a sufficiently large number N of OTs,
our construction based on primal-LPN can have a concrete, amortized cost of 243 bit operations per
party, per OT, while achieving sublinear communication complexity. This figure is based on using a
PRG with locality 9, which asymptotically is believed to be secure with stretch as large as κ2.49, and a
primal-LPN matrix with row sparsity of d = 18. For the dual LPN variant, we can rely on a PRG with
locality 5, achieving amortized costs of 91 bit operations per party.

In comparison, with 128 bits of security against malicious parties, the amortized cost of all previous
protocols is bigger by 1-2 orders of magnitude, even when using a best-possible implementation of the
underlying primitives (e.g., using a local PRG for generating pseudorandom bits). This applies both to
protocols with linear communication [IKNP03,KOS15,ALSZ17,Roy22] and to PCG-based protocols with
sublinear communication [BCG+19b,BCG+19a,YWL+20,CRR21,BCG+22].

Counting bit operations does not reflect true performance on standard architectures, and in particular
does not take into account additional costs such as memory access. However, the extra costs can be
amortized by performing many identical computations in parallel. We leave a more thorough investigation
of concrete efficiency and further optimizations to future work.

Beyond Oblivious Transfer. While our main result only refers to the specific task of securely realizing
N instances of OT, the ubiquity of OT in cryptography makes it relevant to many applications. Even in
the strict context of secure computation with constant computational overhead, our results have broader
implications to other useful secure computation tasks. We summarize them below.

– General protocols with relaxed security. Given our constant-overhead realization of (malicious-secure)
OT, one can securely compute every Boolean circuit with constant computational overhead by settling
for security up to additive attacks [GIP+14]. In this relaxed security model, the malicious party
can (blindly) choose a subset of the circuit wires to toggle, independently of the honest party’s
input. While devastating in some applications, such as zero-knowledge proofs, additive attacks can
be tolerable in others. This may be the case, for example, when computing functions with long inputs
and short outputs, and when the main concern is about the amount of information that a malicious
party can learn.

– Leveraging perfect security. Consider the case of realizing N instances of a “constant-size” functional-
ity f . If f has perfect security against malicious parties in the OT-hybrid model, namely using ideal

5 Indeed, the main application of string-OT is within protocols based on garbled circuits, which have a super-
constant overhead. Note that unlike the case of bit-OT, it is trivial to obtain constant-overhead string-OT via
a hybrid approach that combines an arbitrary string-OT with a constant-overhead PRG [IKOS08].
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calls to a bit-OT oracle, then our main result implies a constant-overhead protocol in the plain model.
While the question of characterizing such f is still open, positive examples include other flavors of
OT [BCR86, IPS08], simple noisy channels such as a BSC channel and, more surprisingly, a broad
class of functionalities that includes constant-size instances of the millionaire’s problem and many
others [AP21].

– Reducing security to fault-tolerance. Finally, given our constant-overhead realization of the OT-hybrid
model, settling the general open question reduces to settling it in this model. This, in turn, reduces to
a constant-overhead construction of Boolean AMD circuits — randomized circuits that are resilient
to additive attacks [GIP+14]. The best known construction of such circuits has polylogarithmic
overhead [GIW16].

1.2 Technical Overview

At a high-level, our approach follows the construction of PCGs for random bit-OT via subfield vector
oblivious linear evaluation (sVOLE) [BCGI18,BCG+19b]. We first recall their approach, and then explain
how to achieve constant overhead.

PCGs for sVOLE from LPN [BCGI18,BCG+19b]. Recall that an sVOLE instance is of the form
(⃗b, z⃗0), (x, z⃗1), where x ∈ {0, 1}κ, b⃗ ∈ {0, 1}N , z⃗0 ∈ ({0, 1}κ)N , z⃗1 ∈ ({0, 1}κ)N such that x · b⃗ = z⃗0 ⊕ z⃗1,
where x · b⃗ := (b1 · x, . . . , bN · x) ∈ ({0, 1}κ)N . (Note that typically x is considered as element x ∈ F2κ ,
which is where the name subfield VOLE comes from. Here, however, it will be more convenient to think
of x as a bitstring x ∈ {0, 1}κ, since this will later be input to a local PRG.)

The first ingredient of the PCG construction is a pseudorandom generator from the learning parity
with noise assumption. Let n,N ∈ N with n < N . The primal learning parity with noise assumption
states that, relative to some code generator C returning matrices in {0, 1}N×n and noise distribution
D over {0, 1}N , (G,G · s⃗ ⊕ e⃗)

c
≈ (G, b⃗), where G ← C, s⃗

$← {0, 1}n, e⃗ ← D and b⃗
$← {0, 1}N . Here, we

consider noise distributions D that return t-sparse vectors, i.e., vectors containing at most t non-zero
entries.

The second ingredient is a (known-index) function secret sharing (FSS) scheme to generate a succinct
secret sharing of x · e⃗, where x ∈ {0, 1}κ as above, and e⃗ is a t-sparse noise vector. Roughly, a function
secret sharing scheme consists of a tuple of algorithms (Setup,FullEval), such that Setup(1λ, v̂) (where v̂
is the succinct representation of the vector v⃗ = x · e⃗) returns a tuple of succinct (i.e., polynonomial in the
size of v̂) keys (K0,K1) and FullEval(σ,Kσ) returns a vector y⃗σ ∈ ({0, 1}κ)N such that y⃗0 ⊕ y⃗1 = v⃗. The
security requirement states, essentially, that even given y⃗b for either b = 0 or b = 1, one cannot derive
any information about v⃗.

Function secret sharing schemes for so-called t-sparse point functions are known to exist from one-way
functions [GI14, BGI15]. Further, as observed in [SGRR19, BCG+19a] for the purpose of constructing
PCGs for sVOLE a so-called known-index FSS scheme is sufficient, where one party learns the positions
of the non-zero entries. Known-index FSS for point functions are implied by simpler constructions of
puncturable pseudorandom functions [KPTZ13,BW13,BGI14].

Now, given these two ingredients, the PCG construction for sVOLE can be obtained as follows:

– Sample x $← {0, 1}κ as input for P1.
– Sample s⃗ $← {0, 1}n, e⃗ $← D and give s⃗, as well as a succinct description of e⃗ to P0, who can then

compute b⃗ := G · s⃗⊕ e⃗.
– Generate a succinct secret sharing of x · b⃗ as follows:

1. Generate additive secret shares r⃗0, r⃗1 such that r⃗0 ⊕ r⃗1 = x · s⃗ ∈ ({0, 1}κ)n.
2. Generate function secret shares (K0,K1)← Setup(1λ, v̂), where v⃗ := x · e⃗.

By the correctness of the FSS and linearity of the code, it now holds

x · b⃗ = x · (G · s⃗⊕ e⃗) = G · (r⃗0 ⊕ r⃗1)⊕ Eval(0,K0)⊕ Eval(1,K1) = z⃗0 ⊕ z⃗1,

where z⃗σ := G · r⃗σ + FullEval(σ,Kσ) for σ ∈ {0, 1}.

From sVOLE to bit-OT. The transformation from sVOLE to bit-OT follows the strategy of [IKNP03].
Namely, an instance of N -dimensional sVOLE can be considered as N instances of correlated string-OT
with offset x as follows. The vector b⃗ corresponds to the choice vector of the “receiver” P0. Further, for
each entry bi, the receiver obtains z0,i = z1,i⊕bi ·x, i.e., either the bit-string z1,i ∈ {0, 1}κ or the bit-string
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z1,i ⊕ x ∈ {0, 1}κ held by the “sender” P1. These correlations can be removed by applying a correlation-
robust hash function H : {0, 1}κ → {0, 1}. Roughly, a correlation-robust hash function has the property
that applied to values related by an (adversarially chosen) ∆, the outputs are indistinguishable from the
output on uncorrelated values. With this, the j-th bit OT can be obtained as(

bj , H(z0,j)
)
,
(
H(z0,j), H(z0,j ⊕ x)

)
.

Choosing κ, n, t such that κ · n + t · logN ∈ N1−ϵ for some ϵ > 0, the above PCG construction
allows to obtain N bit-OTs with communication o(N). On the negative side, it does not achieve constant
computational-overhead. The most crucial reason for this is that the sVOLE instance itself introduces an
overly large overhead: for each bit-OT, the above transformation requires one to hash κ-bits, introducing
a factor κ-overhead (even if all other building blocks are assumed to be constant time). Note that in the
above construction it is essential that κ is large, since otherwise a corrupt receiver could guess x and
thereby violate the security of the OT.

Towards PCGs for bit-OT with constant overhead. The central idea of this work is to replace
the correlation-robust hash function H by a local pseudorandom generator G. More precisely, recall that
a local PRG is of the form

G(x) = P1(π1(x))∥ . . . ∥PN (πN (x)),

where each πi projects x to an ℓ-sized subset of its coordinates, and Pi : {0, 1}ℓ → {0, 1} is a predicate.
Given a local PRG with constant locality ℓ, we can obtain N bit-OTs from an sVOLE instance

x · b⃗ = z⃗0 ⊕ z⃗1 as
(bj , Pj(πj(z0,j))) , (Pj(πj(z1,j)), Pj(πj(z1,j ⊕ x))) .

In other words, in the j-th bit-OT instance, we replace H by Pj ◦ πj . Now, it can be shown that if the
PRG G additionally satisfies a form of correlation robustness6, then replacing the correlation-robust hash
function by a local PRG preserves correctness and security of the PCG for bit-OT.

This observation does not yet suffice to achieve constant overhead, since the starting point is still an
instance of sVOLE with vectors in ({0, 1}κ)N . Observe though that the parties actually do not need to
generate z⃗0, z⃗1 ∈ ({0, 1}κ)N , such that z⃗0 ⊕ z⃗1 = x · b⃗. Instead, it suffices to generate v⃗0, v⃗1 ∈ ({0, 1}ℓ)N ,
such that

πj(x) · bj = v0,j ⊕ v1,j
for all j ∈ [N ], where ℓ ∈ N is constant. The above generation of bit-OTs can then be simplified as(

bj , Pj(v0,j)
)
,
(
Pj(vj,1), Pj(vj,1 ⊕ πj(x))

)
,

where equality holds since the projection functions are linear. We will refer to this correlation as projected-
payload sVOLE in the following. It remains to discuss how to generate a projected payload sVOLE PCG
with constant overhead.

Projected payload sVOLE via primal LPN. Recall that we need to generate compressed secret
sharings of x · b⃗ = G · (x · s⃗) + x · e⃗. Towards constant overhead, we first replace G by a sparse matrix,
for which each row only contains a constant number d of non-zero entries. By an Alekhnovich variant
of the LPN assumption [Ale03], the resulting b⃗ is still computationally hard to distinguish from random
(given a suitable choice of parameters). This allows P0 to compute b⃗ = G · s⃗+ e⃗ with constant overhead
O(d ·N + t · logN).

Again, we generate secret shares r⃗0, r⃗1 such that r⃗0⊕ r⃗1 = x · s ∈ ({0, 1}κ)n. If κ ·n < N , these shares
have size < N as required. For expansion, note that for each j ∈ [N ] it is sufficient to compute

πj(x) ·Gj · s⃗ = Gj · (πj(x) · s⃗) = G · (Πj(r⃗0)⊕Πj(r⃗1)),

where Gj is the j-th row of G, and Πj : ({0, 1}κ)N → ({0, 1}ℓ)N is obtained by applying πj componen-
twise. Overall, expansion requires d ·N operations.

Finally, recall that by above considerations it is left to generate secret shares v⃗0, v⃗1 ∈ ({0, 1}ℓ)N such
that v0,j ⊕ v1,j = πj(x) · ej .

We can do this with constant overhead by relying on LPN with regular noise, i.e., where e⃗ is split
into N/t intervals, each containing exactly one non-zero noise coordinate. For the corresponding class
6 Namely, we require {Pj(∆j ⊕ πj(x))}j∈N is indistinguishable from random, where ∆1, . . . ,∆N are pseudoran-

dom with seed known to the adversary.
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{πj(x) · ej}j∈[N ], one can achieve a known-index FSS with constant overhead by using the puncturable
PRF construction of [KPTZ13,BW13,BGI14] together with an observation in [BCGI18], which allows to
remove a factor-λ overhead. This only requires a length-doubling PRG, which can be instantiated with
constant overhead using the same PRG with constant locality as before.

Projected-payload sVOLE via dual LPN. The above construction suffices for constant-overhead
OT, although the PCG is limited to subquadratic stretch. We can obtain arbitrary polynomial stretch
by generating b⃗ via dual LPN, i.e., as b⃗ = H · e⃗, where H ∈ {0, 1}N×M , e⃗ ∈ {0, 1}M (where M = d ·N).
To achieve constant locality, we choose H such that H = B · A, where A is an accumulator matrix
(i.e., an all-one lower-triangular matrix) and B has only a constant number d of non-zero entries in
each column. The security is based on a “repeat-accumulate” variant of LPN, which is analogous to the
expand-accumulate LPN assumption that appeared recently [BCG+22].

In this case, for b⃗ = H · e⃗, the goal is now to generate compressed secret shares of (b1 · π1(x), b2 ·
π2(x), . . . , bN · πN (x)). Fortunately for us, we know how to share a⃗ := A · e⃗ in a compressed manner: a⃗
is a multi-interval noise vector, and so we can share it using function secret-sharing for multi-interval
functions. More precisely, by a t-multi-interval noise vector we mean a vector in which there are at most
t coordinates i ≥ 2 for which the i-th coordinate differs from the (i − 1)-st. However, as b⃗ = B · a⃗, we
need to work a bit harder.

Fortunately, recall that each row of B only has d nonzero entries, and d is a constant. Let Sj ⊆ [M ]
be such that bj =

⊕
i∈Sj

ai. To get shares of bjπj(x), it suffices to secret share ai ·πj(x) for exactly these
d choices of i ∈ Sj . We thereby get secret shares v⃗0, v⃗1 ∈ ({0, 1}ℓ)M . In particular, to obtain an additive
secret-sharing of bj · πj(x) for j ∈ [N ], each party σ ∈ {0, 1} just needs to locally compute

⊕
i∈Sj

vσi .
That is,

⊕
i∈Sj

v0i ⊕
⊕

i∈Sj
v1i = bj · πj(x).

To distribute the shares v⃗0, v⃗1, we introduce an FSS variant called projected-payload distributed com-
parison function, which optimizes for the fact that, at each index j, only the projection πj(x) is multiplied
with the bits ai of the interval vector for i ∈ Sj . This is contrasted with a standard distributed comparison
function, where the whole of the κ-bit x is multiplied for every ai.

We show how to build projected-payload DCF with constant overhead, by carefully combining a
standard (known-index) DCF with a DPF. In a nutshell, we use a DPF and DCF which both correspond
to a truncated binary tree, with N/κ leaves instead of N . The DCF is set to give out shares of the full
payload x for indices i such that ⌈i/κ⌉ < α′, where α′ = ⌈α/κ⌉, and shares of 0 otherwise. Note that this
already allows the parties to obtain shares of the projected evaluations ai · πi(x), for all i ∈ [N ] except
those whose prefix is α′. To correct for the indices with prefix α′, we give out an ℓκ-bit correction word,
which is masked using the missing expanded output of the DPF, and allows the party who knows α to
correct its outputs to the right value.

2 Preliminaries

2.1 Computational Model and Cost Measure

Computational cost. Similarly to prior works [IKOS08, AM13, AHI+17, BISW18, dCHI+22, RR22,
JH22,FLY22,CLY22], we assume that functions and protocols are implemented using Boolean circuits
with bounded fan-in gates. Computational cost is then measured by the circuit size, namely the number
of gates. Note that this cost measure is robust to the exact fan-in or the type of gates used, which can
only change the cost by a constant multiplicative factor. This should be contrasted with counting atomic
operations in more liberal computational models, such as arithmetic circuits or RAM programs, which
are more sensitive to model variations such as the underlying ring or the allowable word size. See [Spi95]
for discussion.

Concrete cost. When we refer to concrete computational costs, we count the number of bit operations
by considering the size of a circuit over the full binary basis, namely where a gate can compute any
mapping from two bits to one bit. For instance, the concrete computational cost of the predicate P5 =:
(x1 ∧ x2)⊕ x3 ⊕ x4 ⊕ x5 is 4. This is a standard concrete cost measure in complexity theory.

Setup. When considering the computational cost of cryptographic tasks, we allow a one-time PPT
setup that given a security parameter 1λ and a task description, outputs a circuit implementation for
the task. For instance, for the task of generating N instances of random bit-OT, the task description
is 1N and the implementation includes circuits computing the next-message functions of the protocol.
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Since the setup cost is amortized away, we do not consider its complexity except for requiring it to run
in polynomial time. The setup will typically need to generate constant-degree bipartite expander graphs
in which one side is polynomially bigger than the other. A recent PPT construction of such graphs with
negligible failure probability was given in [AK19]. Alternatively, the failure probability can be eliminated
assuming the conjectured existence of explicit unbalanced expanders or similar combinatorial objects;
see, e.g., [IKOS08,ADI+17] for discussion. Under this assumption, the setup required by our protocols
can be implemented in deterministic polynomial time.

Computational overhead. We will be interested in minimizing the amortized computational cost of a
task of size N (e.g., N instances of random bit-OT), when N tends to infinity. Here we allow N = N(λ)
to be an arbitrarily big polynomial in the security parameter, effectively ignoring lower order additive
terms that may depend polynomially on λ and sublinearly on N .7 We say that the implementation has
computational overhead (at most) c = c(λ) if there is a polynomial N = N(λ) such that ratio between the
implementation cost and N(λ) is at most c(λ) for all sufficiently large λ. We say that the implementation
has constant computational overhead if c(λ) = O(1).

As discussed in [IKOS08], a cleaner alternative is to use N both as a size parameter and a security
parameter, similarly to textbook definitions of basic cryptographic primitives. (Here security means that
every poly(N)-size adversary only has a negl(N) advantage.) The separation between the two parameters
serves to simplify the presentation and give a better sense of concrete efficiency.

Cost of pseudorandomness. Sometimes, it will be convenient to refer to the amortized cost of out-
putting n pseudorandom bits from a PRG seed. We write this as Cprg(n).

Note that using local PRGs, we have Cprg(n) = O(n), where the best concrete candidate (using the
P5 predicate described above) has cost Cprg(n) = 4n. To analyze efficiency on modern CPUs, it can
be useful to measure this cost separately due to the prevalence of built-in hardware support for AES.
However, note that for large values of n, a “bitsliced” implementation of a local PRG (evaluating many
PRG copies in parallel using bitwise AND and XOR operations) may have better performance, at the
expense of using a much bigger seed.

2.2 Correlation Robust Local PRGs

In this section we recall local pseudorandom generators and introduce the notion of correlation-robustness
in the context of local PRGs.

Definition 3 (Pseudorandom generator). Let κ = κ(λ), N = N(λ) ∈ N. We say a family of func-
tions G = {Gλ : {0, 1}κ(λ) → {0, 1}N(λ)}λ∈N is a pseudorandom generator (PRG), if for all polynomial-
time non-uniform adversaries A, there exists a negligible function negl : N → R≥0 such that for all
λ ∈ N : ∣∣Pr[A(1λ, Gλ(x)) = 1 | x← {0, 1}κ]− Pr[A(1λ, u) = 1 | u← {0, 1}N ]

∣∣ ≤ negl(λ).

Definition 4 (Subset projection). Let κ, ℓ ∈ N with κ > ℓ. We say a mapping π : {0, 1}κ → {0, 1}ℓ
is a subset projection (or simply projection), if there exists a size-ℓ set S ⊂ {1, . . . , κ} such that π(x) =
(xi)i∈S for all x ∈ {0, 1}κ.

Definition 5 (Local family of functions). Let κ = κ(λ), N = N(λ), ℓ = ℓ(λ) ∈ N with ℓ ≪ κ (e.g.,
ℓ = O(log κ) or ℓ = O(1)). We say a family of functions G = {Gλ : {0, 1}κ(λ) → {0, 1}N(λ)}λ∈N is ℓ-local
if there exists families of subset projections π1, . . . , πN(λ) : {0, 1}κ → {0, 1}ℓ(λ) and families of predicates
P1, . . . , PN(λ) : {0, 1}ℓ(λ) → {0, 1}, such that for every λ ∈ N,

G(x) = P1(π1(x))∥ . . . ∥PN(λ)(πN(λ)(x))

for all x ∈ {0, 1}κ(λ). We say G has constant locality if ℓ ∈ O(1).

7 This should be contrasted with a more fine-grained measure of overhead considered in [BIO14, BISW18,
dCHI+22], which requires exponential security in λ (rather than super-polynomial), measures the overhead
with respect to N + λ, and requires the overhead to apply to all choices of N and λ (e.g., even when N = λ).



10 E. Boyle, G. Couteau, N. Gilboa, Y. Ishai, L. Kohl, N. Resch, P. Scholl

Definition 6 (∆-shift). Let κ,N, ℓ ∈ N with ℓ < κ and let G : {0, 1}κ → {0, 1}N be a ℓ-local function
with subset projections π1, . . . , πN : {0, 1}κ → {0, 1}ℓ and predicates P1, . . . , PN : {0, 1}ℓ → {0, 1}. For
∆ = (∆1, . . . ,∆N ) ∈ {0, 1}N , we define the ∆-shift of G as

G∆(x) = P1(π1(x)⊕∆1)∥ . . . ∥PN (πN (x)⊕∆N )

for all x ∈ {0, 1}κ.

Definition 7 (Correlation-robust local PRG). Let κ = κ(λ), N = N(λ), ℓ = ℓ(λ) ∈ N. Let G =
{Gλ : {0, 1}κ(λ) → {0, 1}N(λ)}λ∈N be a family of local functions with ℓ-locality.

We say that G is a correlation-robust ℓ-local PRG, if for all polynomial-time non-uniform adversaries
A, there exists a negligible function negl : N→ R≥0 such that for all λ ∈ N∣∣∣∣∣∣Pr

A2(st, y) = 1

∣∣∣∣∣∣
(∆, st)← A1(1

λ)

x
$← {0, 1}κ(λ)
y = G∆

λ (x)

− Pr

[
A2(st, y) = 1

∣∣∣∣(∆, st)← A1(1
λ)

y
$← {0, 1}N(λ)

]∣∣∣∣∣∣
≤ negl(λ),

where ∆ ∈ {0, 1}N(λ) and G∆
λ is the ∆-shift of Gλ, as defined in Def. 6.

Note that this definition implies the standard definition of pseudorandomness since the adversary can
choose ∆ = 0.

Note that for our constructions it is actually sufficient to rely on a weaker distributional version
of correlation-robustness, where the adversary does not have control over ∆, but where it is sampled
according to a distribution (for a formal definition see below). For simplicity (and since our analysis in
Appendix C suggests no weaknesses for known instantiations even if ∆ is adversarially chosen), we will
rely on the stronger version in the body of the paper.

In the distributional variant of correlation-robustness, ∆ is chosen relative to some distribution D =
Dλ returning tuples of the form (∆, st), where st is some state that the adversary obtains. Note that to
instantiate our construction of constant-overhead OT with this weaker notion of correlation-robustness,
the distribution would correspond to a pseudorandom distribution, where st is a random seed used to
generate ∆.

Definition 8 (Correlation-robust local PRG relative to D). Let κ = κ(λ), N = N(λ), ℓ = ℓ(λ) ∈
N. Let D = Dλ be a distribution returning tuples of the form (∆, st), where ∆ ∈ {0, 1}κ(λ). Let G =
{Gλ : {0, 1}κ(λ) → {0, 1}N(λ)}λ∈N be a family of local functions with ℓ-locality.

We say that G is a correlation-robust ℓ-local PRG if for all polynomial-time non-uniform adversaries
A, there exists a negligible function negl : N→ R≥0 such that for all λ ∈ N∣∣∣∣∣∣Pr

A(∆, st, y) = 1

∣∣∣∣∣∣
(∆, st)← Dλ

x
$← {0, 1}κ(λ)
y = G∆

λ (x)

− Pr

[
A(∆, st, y) = 1

∣∣∣∣ (∆, st)← Dλ

y
$← {0, 1}N(λ)

]∣∣∣∣∣∣
≤ negl(λ),

where G∆
λ is the ∆-shift of Gλ as defined in Def. 6.

2.3 Learning Parity With Noise

We define the LPN assumption over a ringR with number of samplesN w.r.t. a code generation algorithm
C and a noise distribution D. In the following we state a primal and a dual version of the LPN assumption.
Note that we consider LPN and dual-LPN in the bounded sample regime, which is commonly referred to
as the syndrome decoding assumption in the code-based cryptography literature.

Definition 9 (Primal LPN). Let D(R) = {Dn,N (R)}n,N∈N denote a family of distributions over a ring
R, such that for any n,N ∈ N, Im(Dn,N (R)) ⊆ RN . Let C be a probabilistic code generation algorithm
such that C(N,n,R) outputs a matrix G ∈ RN×n. For dimension n = n(λ), number of samples (or
block length) N = N(λ), and ring R = R(λ), the (primal) (D,C,R)-LPN(n,N) assumption states that

{(G, b⃗) | G $← C(N,n,R), e⃗ $← Dn,N (R), s⃗ $← Rn, b⃗← G · s⃗+ e⃗}
c
≈ {(G, b⃗) | G $← C(N,n,R), b⃗ $← RN}
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Definition 10 (Dual LPN). Let D(R) = {DN,M (R)}n,N∈N denote a family of efficiently sampleable
distributions over a ring R, such that for any N,M ∈ N, Im(DN,M (R)) ⊆ RM . Let C be a probabilistic
code generation algorithm such that C(N,M,R) outputs a matrix H ∈ RN×M . For dimension M =
M(λ), number of samples N = N(λ), and ring R = R(λ), the (dual) (D,C,R)-LPN(N,M) assumption
states that

{(H, b⃗) | H $← C(N,M,R), e⃗ $← DN,M (R), b⃗← H · e⃗}
c
≈ {(H, b⃗) | H $← C(N,M,R), b⃗ $← RN}.

If C(N,n,R) always outputs the same matrix G ∈ RN×n (in the primal case) or H ∈ RN×M (in the dual
case), we simplify the notation to (D,G,R)-LPN(n,N) (in the primal case) or (D,H,R)-LPN(N,M) (in
the dual case).

Remark 11 (LPN with regular noise). In this work, for the noise distribution we will use RegNt ({0, 1})
which outputs a concatenation of t random unit vectors from {0, 1}N/t. This variant of choosing regular
noise was introduced in [AFS03], has been further analysed in [BCGI18] and [HOSS18], and has found
applications in the PCG line of work as it significantly improves efficiency [BCGI18,BCG+19b,BCG+19a].
While building on regular noise does not seem to affect security of dual LPN in the parameter regimes
considered in the line of work on PCGs, it requires a more careful parameter instantiation for primal
LPN.

Note that, somewhat counter-intuitively, LPN with regular noise is trivially broken in the “too-high”
noise regime, since for each of the t intervals the corresponding rows of the matrix and entries of b⃗ can
be summed up, resulting in a linear system of t non-noisy equations (note that this can be achieved by
flipping the sum of the entries in b⃗, since we are guaranteed there is exactly one non-zero noise entry in
each interval). Further, the Arora-Ge attack [AG11] on LPN with structured noise applies if n ∈ O(N2).
While these do not affect the parameters of dual-LPN for typical choices of parameters we use (where
n = M −N = O(N) and t ≪ N), this has to be taken into account when choosing the parameters for
our primal-LPN instantiation.

LPN-friendliness. In order to develop more efficient protocols, we will consider code generation algo-
rithms that output matrices with useful structure. To determine when the primal/dual-LPN assumption
plausibly holds, we follow the recently proposed heuristic of resilience to linear tests. As discussed in
detail in [BCG+22],8 essentially all attacks on the LPN problem for our range of parameters involve
choosing a nonzero attack vector u⃗ ∈ {0, 1}N \ {⃗0} and then computing the dot product u⃗⊤ · b⃗, where
either b⃗ $← {0, 1}N , or b⃗ = G · s⃗ + e⃗ in the primal case or b⃗ = H · e⃗ in the dual case. The hope is to
detect a noticeable bias in the bit u⃗⊤ · b⃗, as in the case b⃗ is uniform the bit u⃗⊤ · b⃗ is perfectly unbiased.
Concretely, for a vector v⃗ ∈ {0, 1}N and a distribution D with Im(D) ⊆ {0, 1}N we define the bias of v⃗
with respect to D as

biasv⃗(D) =
∣∣∣∣Ex⃗∼D[v⃗

⊤ · x⃗]− 1

2

∣∣∣∣ .
Concretely, for a vector v⃗ ∈ {0, 1}N of weight D we have biasv⃗(Reg

N
t ) ≤ (1− 2(D/t)/(N/t))t < e−2tD/N .

For the primal case, to rule out the existence of a good linear test it suffices to show that the
code generated by G has good dual distance. More concretely, letting HW(u⃗) denote the number of
nonzero entries the vector (its weight) it should be that any nonzero vector u⃗ satisfying u⃗⊤ ·G = 0⃗⊤ has
HW(u⃗) ≥ D (say). To see this, note that if u⃗⊤ ·G ̸= 0⃗⊤ then u⃗⊤ · (G · s⃗) will be perfectly unbiased (since
s⃗

$← {0, 1}n), so u⃗⊤ · b⃗ will be perfectly unbiased. Otherwise u⃗⊤ · b⃗ = u⃗⊤ · e⃗ whose bias will not be too
large assuming both HW(u⃗) ≥ D and HW(e⃗) ≥ t. In particular, once Dt > λN ln(2)/2 the bias will be
at most 2−λ.

The dual case is similar: we would like that there is no light vector of the form u⃗⊤ · H for u⃗ ∈
{0, 1}N \ {⃗0}, as if all such vectors u⃗ satisfy HW(u⃗⊤ ·H) ≥ D then the bias of u⃗⊤ ·H · e⃗ will be at most
e−2Dt/M , so we can take Dt > λM ln(2)/2 to guarantee bias at most 2−λ.

2.4 Function Secret Sharing

We use several types of function secret sharing for different function classes, including point functions
and interval functions. We relax the standard definition [BGI16] by allowing some additional leakage
8 We refer the interested reader to this work for more details.



12 E. Boyle, G. Couteau, N. Gilboa, Y. Ishai, L. Kohl, N. Resch, P. Scholl

given to one of the parties. The leakage will be the point/ interval positions to party P0. As observed
in [SGRR19,BCG+19a], in the context of PCGs for OT and VOLE, allowing this leakage can give rise
to more efficient instantiations without hurting security (since P0 already knows the LPN noise values
anyway).

FSS with per-party leakage. Following the syntax of [BGI16], we consider a function family to be
defined by a pair F = (PF , EF ), where PF is an infinite collection of function descriptions f̂ (containing
the input domain Df and range Rf ), and EF : PF × {0, 1}∗ → {0, 1}∗ is a polynomial-time algorithm
defining the function described by f̂ . More concretely, each f̂ ∈ PF describes a corresponding function
f : Df → Rf defined by f(x) = EF (f̂ , x). In the following, we will typically have Df = [N ] (where
[N ] = {1, . . . , N}), and Rf = G for some group G.

Note that unlike the original definition, we include the full-domain evaluation algorithm, FullEval, as
part of the definition for the following reason. While Eval implies the existence of FullEval (and vice versa),
considering the two independently can give rise to more efficient implementations. If only considering
FullEval for evaluation, we will sometimes write FSS = (Setup,FullEval).

Definition 12 (FSS Syntax). A (2-party) function secret sharing scheme (FSS) is a pair of algorithms
(Setup,Eval,FullEval) with the following syntax:

– Setup(1λ, f̂) is a PPT algorithm, which on input of the security parameter 1λ) and the description
of a function f̂ ∈ {0, 1}∗ outputs a tuple of keys (K0,K1).

– Eval(σ,Kσ, x) is a polynomial-time algorithm, which on input of the party index σ ∈ {0, 1}, key Kσ,
and input x ∈ [N ], outputs a group element yσ ∈ G.

– FullEval(σ,Kσ) is a polynomial-time algorithm, which on input of the party index σ ∈ {0, 1} and key
Kσ, outputs a vector (y⃗σ) ∈ GN .

Definition 13 (FSS Security). Let F = (PF , EF ) be a function family and Leak0, Leak1 : {0, 1}∗ →
{0, 1}∗ be the respective leakage functions. A secure FSS for F with leakage Leak is a pair (Setup,Eval,FullEval)
as in Definition 12, satisfying the following:

– Correctness: For all f̂ ∈ PF describing f : [N ]→ G, and every x ∈ [N ], if (K0,K1)← Setup(1λ, f̂),
then

Pr[Eval(0,K0, x) + Eval(1,K1, x) = f(x)] = 1 and

Pr[FullEval(0,K0) + FullEval(1,K1) = {f(x)}x∈[N ]] = 1

– Secrecy: For each σ ∈ {0, 1}, there exists a PPT algorithm Sim such that for every sequence f̂1, f̂2, . . .
of polynomial-size function descriptions from PF , the outputs of the following experiments Real and
Ideal are computationally indistinguishable:
• Real(1λ) : Sample (K0,K1)← Setup(1λ, f̂λ) and output Kσ.
• Ideal(1λ) : Output Sim(1λ, Leakσ(f̂λ)).

In the following, when referring to an FSS, we always assume the FSS to satisfy correctness and
secrecy.

Remark 14 (Pseudorandomness of the output shares). In [BGI15] it was shown that for any sufficiently
rich function class (including point functions and interval functions considered below), secrecy implies
pseudorandomness of the output shares.

Remark 15 (Succinctness). Note that the running time of the Setup algorithm (and therefore the key
sizes) are only allowed to depend polynomially on the size of the description f̂ of f . We will refer to the
computational cost of Setup as CFSS.Setup.

In the following, we define the computational overhead of an FSS.

Definition 16 (FSS Cost). For an FSS = (Setup,Eval,FullEval) we define the cost functions C0
FSS, C

1
FSS

as the circuit sizes (over the full binary basis) of FullEval(0, ·) and FullEval(1, ·), respectively. If Cσ
FSS(λ) =

c ·N + poly(λ) for some constant c ∈ O(1), for σ ∈ {0, 1}, we say that FSS has constant overhead.



OT with Constant Computational Overhead 13

Multi-point and multi-interval functions. In the following we give the definition of different vari-
ants of multi-point functions and multi-interval function. We start by recalling the definition of t-point
function.

Definition 17 (Multi-point function). Let t ∈ N, N ∈ N, α1, . . . , αt ∈ [N ] pairwise different, G be
an additive group and β1, . . . , βt ∈ G. Then, we define the t-point function specified by (α1, . . . , αt) and
β⃗ = (β1, . . . , βt) as

f β⃗α⃗ : [N ]→ G, f β⃗α⃗ (x) :=

{
βi if x = αi

0 else
.

In our constructions we will use a regular version of the multi-point function, where the domain is
split into t intervals each of size N/t (assuming t|N), such that in each interval exactly one point maps
to a non-zero value.

Definition 18 (Regular multi-point function). Let t ∈ N, N ∈ N, α1, . . . , αt ∈ [N/t], G be an
additive group and β1, . . . , βt ∈ G. The regular multi-point function defined by α⃗ = (α1, . . . , αt) and
β⃗ = (β1, . . . , βt) is then

f β⃗α⃗ : [N ]→ G, f β⃗α⃗ (x) :=

{
βi if x = αi +

N
t · (i− 1)

0 else
.

Similarly, one can define interval functions. Here, we will start by defining a single interval function.
In the literature, this is also referred to as comparison function.

Definition 19 (Interval function). Let α ∈ [N ], G be an additive group and β ∈ G. Then, we define
the interval function specified by α and β as

fβ<α : [N ]→ G, fβ<α(x) :=

{
β if x < α

0 else
.

We further consider interval functions with projected payload, i.e., where each output f(x) only
depends on a subset πx(β) of the bits of the payload β.

Definition 20 (Projected-payload interval function). Let N ∈ N be the domain size, κ, ℓ ∈ N,
G = {0, 1}κ be the group of κ-length bit-strings and πi : {0, 1}κ → {0, 1}ℓ for i ∈ [N ] projection functions.
Let further α ∈ [N ] and β ∈ {0, 1}κ. Then, we define the projected-payload interval function specified by
α, β and π⃗ := (π1, . . . , πN ) as

fβ,π⃗<α (x) =

{
πx(β) if x < α

0ℓ else
.

Further, we define the multi-interval version of a projected-payload interval function as follows.

Definition 21 (Projected-payload multi-interval function). Let N ∈ N be the domain size, κ, ℓ ∈
N, G = {0, 1}κ be the group of κ-length bit-strings and πi : {0, 1}κ → {0, 1}ℓ for i ∈ [N ] projection func-
tions. Let further α1, . . . , αt ∈ [N ] be pairwise different and β ∈ {0, 1}κ. Then, we define the projected-
payload interval function specified by α⃗ = (α1, . . . , αt), β and π⃗ := (π1, . . . , πN ) as

fβ,π⃗<α⃗ (x) =

{
πx(β) if |{i ∈ [t] : αi < x}| ≡ 1 (mod 2)

0ℓ else
.

2.5 Known-Index Function Secret Sharing

In known-index FSS for point functions, introduced in [SGRR19], the index α is allowed to be leaked
to party P0. As observed in [SGRR19, BCG+19a], a puncturable PRF suffices to instantiate known-
index FSS for point-functions. Similarly, a t-puncturable PRF suffices to instantiate known-index FSS
for t-point functions. In [BCG+22], it was further observed that allowing to leak the index can also
give efficiency improvements for interval FSS, through known-index interval FSS (in their work, this
is referred to as relaxed distributed comparison function). In the following we give formal definitions of
known-index and known-interval FSS.
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Definition 22 (Known-index multi-point FSS). By known-index multi-point FSS, we denote an
FSS for the class of multi-point functions, with the following two leakage functions:

– Leak0(f
β
α ) = (N,G, t, α).

– Leak1(f
β
α ) = (N,G, t).

In particular, the special index α ∈ [N ] is revealed to party 0.
For t = 1, we will also refer to the above as known-index distributed point function (DPF).

Definition 23 (Known-index regular multi-point FSS). By known-index regular multi-point FSS,
we denote an FSS for the class of multi-point functions, with the following two leakage functions:

– Leak0(f
β
α ) = (N,G, t, α, reg).

– Leak1(f
β
α ) = (N,G, t, reg).

Here reg is simply a flag revealing that the noise distribution is regular (rather than arbitrary over [N ]).

Definition 24 (Known-index interval FSS/ known-index DCF). By known-index interval FSS
(or known-index DCF), we denote an FSS for the class of interval functions, with the following two
leakage functions:

– Leak0(f
β
<α) = (N,G, t, α).

– Leak1(f
β
<α) = (N,G, t).

In particular, the special index α ∈ [N ] is revealed to party 0.

Definition 25 (Known-index projected-payload interval FSS). By known-index projected-payload
interval FSS, we denote an FSS for the class of projected-payload interval functions, with the following
two leakage functions:

– Leak0(f
β,π⃗
<α⃗ ) = (N,κ, ℓ, π⃗, α⃗).

– Leak1(f
β,π⃗
<α⃗ ) = (N,κ, ℓ, π⃗).

In particular, the special index α ∈ [N ] is revealed to party 0.

2.6 Pseudorandom Correlation Generators

We recall the notion of pseudorandom correlation generator (PCG) from [BCG+19b]. At a high level, a
PCG for some target ideal correlation takes as input a pair of short, correlated seeds and outputs long
correlated pseudorandom strings, where the expansion procedure is deterministic and can be applied
locally.

Definition 26 (Correlation Generator). A PPT algorithm C is called a correlation generator, if C
on input 1λ outputs a pair of strings in {0, 1}ℓ0·N × {0, 1}ℓ1·N for ℓ0, ℓ1, N ∈ poly(λ).

The correlation we consider in this paper is the bit-OT correlation, where ℓ0 = ℓ1 = 2, and C outputs
N uniformly random tuples of the form ((b, sb), (s0, s1)) (where b, s0, s1 ∈ {0, 1}).

The security definition of PCGs requires the target correlation to satisfy a technical requirement,
which roughly says that it is possible to efficiently sample from the conditional distribution of R0 given
R1 = r1 and vice versa. It is easy to see that this is true for the bit-OT correlation.

Definition 27 (Reverse-sampleable Correlation Generator). Let C be a correlation generator.
We say C is reverse sampleable if there exists a PPT algorithm RSample such that for σ ∈ {0, 1} the
correlation obtained via:

{(R′
0, R

′
1) |(R0, R1)

$← C(1λ), R′
σ := Rσ, R

′
1−σ

$← RSample(σ,Rσ)}

is computationally indistinguishable from C(1λ).

The following definition of pseudorandom correlation generators is taken almost verbatim from [BCG+19b];
it generalizes an earlier definition of pseudorandom VOLE generator in [BCGI18].

Definition 28 (Pseudorandom Correlation Generator (PCG) [BCG+19b]). Let C be a reverse-
sampleable correlation generator. A PCG for C is a pair of algorithms (PCG.Gen,PCG.Expand) with the
following syntax:
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– PCG.Gen(1λ) is a PPT algorithm that given a security parameter λ, outputs a pair of seeds (k0, k1);
– PCG.Expand(σ, kσ) is a polynomial-time algorithm that given party index σ ∈ {0, 1} and a seed kσ,

outputs a bit string Rσ ∈ {0, 1}ℓσ .

The algorithms (PCG.Gen,PCG.Expand) should satisfy the following:

– Correctness. The correlation obtained via:

{(R0, R1) |(k0, k1) $← PCG.Gen(1λ), (Rσ ← PCG.Expand(σ, kσ))σ=0,1}

is computationally indistinguishable from C(1λ).
– Security. For any σ ∈ {0, 1}, the following two distributions are computationally indistinguishable:

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),Rσ ← PCG.Expand(σ, kσ)} and

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),R1−σ ← PCG.Expand(σ, k1−σ),

Rσ
$← RSample(σ,R1−σ)}

where RSample is the reverse sampling algorithm for correlation C.

3 Low-Complexity Known-Index Function Secret Sharing

We now give details on the constructions of known-index FSS we use, and analyze their circuit complexity.
First, we recall definitions such as point and interval functions. Next, we detail constructions for known-
index DPF and DCF, which are based on prior works. Then, in Section 3.3, we give our new construction
of projected-payload interval FSS, which uses DPF and DCF as a black-box.

3.1 Known-Index Distributed Point Function

We use two constructions of known-index DPF, based on standard techniques. Firstly, a naive one with
O(
√
N) size setup, and secondly, a tree-based construction with O(logN) setup. The first construction,

however, has roughly half the circuit complexity for FullEval.

Square-root construction. In this construction, the Setup algorithm samples
√
N PRG keys, each

of which is later expanded to produce
√
N pseudorandom outputs. All these keys are given to party 1,

while party 0 is missing one key (depending on α). Party 1 additionally gets a vector of bits, indicating
which key is missing, and finally a correction word CW to fix the missing output to be the right value.

The construction is shown in Fig. 1, where the optimal parameters set n0 = n1 =
√
N . The parameter

ℓ is the output length of the point function, in bits. Note that the complexity of FullEval when σ = 1 is
exactly the cost of generating Nℓ pseudorandom bits using G. When σ = 0, there is an additional cost
of 2Nℓ gates. This gives amortized costs of:

– C0
FSS(λ) = Cprg(ℓ) + 2ℓ

– C1
FSS(λ) = Cprg(ℓ)

The Setup algorithm, meanwhile, has a cost in O(n0λ+ Cprg(ℓn1)).

Logarithmic construction. The standard construction for known-index DPF is based on a puncturable
PRF, as used in [BCG+19a,SGRR19], and shown in Fig. 2. We consider a point function of domain [N ]
and range {0, 1}λ. We later discuss how to modify the construction for smaller ranges. We let α ∈ [N ]

be the hidden index and (αlogN , . . . , α1) its bit decomposition, so α =
∑logN−1

i=0 2i · αlogN−i.
The construction uses a PRG key k to define a complete binary tree with N leaves, where the key k

is assigned to the root node, and at each non-leaf node, the two children are obtained by applying the
PRG to the key of the parent. The FSS key of party 0, who learns the point α, is obtaining by giving out
one key for each level of the tree, which allows reconstructing all-but-one of the leaves. A final correction
word CW is used to fill in the missing value to be a share of β.
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Construction: Square-root known-index DPF

Building Blocks: Let N = n0n1, and G : {0, 1}λ → {0, 1}ℓn1 be a PRG.

Setup(1λ, N, α, β):

1. Write α = α0 + α1n1 mod N for α0 ∈ {0, . . . , n0 − 1}, α1 ∈ {0, . . . , n1 − 1}
2. Sample k0, . . . , kn0−1 ← {0, 1}λ.
3. Compute CW = G(kα0)⊕(0, . . . , β, . . . , 0), where the latter vector is 0 everywhere except positions
{α1, . . . , α1 + ℓ− 1}.

4. Let (k′1, . . . , k
′
n0

) equal (k1, . . . , kn0), except kα0 = 0λ

5. Let (c0, . . . , cn0−1) = 0n0 , except cα0 = 1
6. Output k0 = (CW, {ci, k′i}i∈[n0]) and k1 = {ki}i∈[n0]

FullEval(σ, kσ):

1. If σ = 0:
(a) Parse k0 = (α,CW, {ci, k′i}i∈[n0])
(b) For i ∈ {0, . . . , n0 − 1}, let (vin1+1, . . . , vin1+n1) = G(k′i)⊕ ci · CW
(c) Output (v1, . . . , vN )

2. If σ = 1:
(a) For i ∈ {0, . . . , n0 − 1}, let (vin1+1, . . . , vin1+n1) = G(ki)
(b) Output (v1, . . . , vN )

Fig. 1: Known-index DPF with square-root complexity, for domain [N ] and range {0, 1}ℓ

Circuit Complexity. For the setup phase, if the PRG has constant overhead then the complexity is
O(logNλ). For FullEval, the simplest case is when σ = 1. Here, the cost of FullEval is simply N − 1
evaluations of G, which costs Cprg(2λ(N − 1)) gates. We then have an amortized cost

C1
kiDPF(λ) ≤ Cprg(2λ)

If σ = 0, we define a circuit as follows. First, expand each key K
i

into its 2logN−i children of the
tree, for i = 1, . . . logN − 1. This costs (N/2− 1) + (N/4− 1) + · · ·+ (2− 1) + (1− 1) = N − logN − 1
evaluations of G. At this point, we have the correct N − 1 outputs of FullEval, but in the wrong order
(and with the “missing” value in the last position). We can permute these values into the right order
using the bits αi, as follows.

For j = 0, . . . , logN − 1:

1. Let i = logN − j
2. If αi = 1, swap the values in positions (N, . . . , N − 2j + 1) and (N − 2j , . . . , N − 2j − 2j + 1)

A conditional swap of a pair of bits (that is, a MUX gate) can be done with 4 Boolean gates. Since
the outputs are each of length λ bits, the above permutation costs λ · (1+2+4+ · · ·+N/2) = λ · (N −1)
swaps of bits. Combining with the PRG evaluations, we get an overall cost for FullEval of

Cprg(2λ(N − logN − 1)) + 4λ(N − 1)

for party 0, giving an amortized cost of C0
kiDPF(λ) ≤ Cprg(2λ) + 4λ.

Complexity for Smaller Output Lengths. When the output length is ℓ < λ bits, we optimize the
above construction by truncating the lower log(λ/ℓ) levels of the tree. Each λ-bit leaf in the truncated
tree is then used to define λ/ℓ output values.

The cost of FullEval then becomes the same as that of FullEval on a domain of size Nℓ/λ, with λ-bit
outputs. That gives:

– C0
FSS(λ) ≤ Cprg(2ℓ) + 4ℓ

– C1
FSS(λ) ≤ Cprg(2ℓ)
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Construction: Known-index DPF

Building Blocks: PRG G : {0, 1}λ → {0, 1}2λ

Setup(1λ, N, α, β):

1. Sample k ← {0, 1}λ
2. Let K = k
3. For i ∈ {1, . . . , logN}:

(a) Compute (Ki
0,K

i
1) = G(K)

(b) Let Ki
= Ki

1−αi
and update K ← Ki

αi

4. Compute CW = K ⊕ β.
5. Output k0 = (CW, {αi,K

i}i) and k1 = k.

FullEval(σ, kσ):

1. If σ = 0:
(a) Parse k1 = (CW, {αi,K

i}i)
(b) Set K1

1−α1
= K

1

(c) For i ∈ {2, . . . , logN}:
– Let x =

∑i−1
j=1 2

j−1 · αi−j

– For j ∈ {0, . . . , 2i−1 − 1} \ {x}, compute (Ki
2j ,K

i
2j+1) = G(Ki−1

j )

– Let Ki
2x+αi

= Ki

(d) Let K logN
α = CW

(e) Output (v1, . . . , vN ) = (K logN
0 , . . . ,K logN

N−1 )
2. If σ = 1:

(a) Let K0
0 = k1

(b) For i = {1, . . . , logN}:
– For j ∈ {0, . . . , 2i−1 − 1}, compute (Ki

2j ,K
i
2j+1) = G(Ki−1

j )

(c) Output (v1, . . . , vn) = (K logN
0 , . . . ,K logN

N−1 )

Fig. 2: Known-index DPF based on a GGM-style puncturable PRF

3.2 Known-Index Interval FSS

We use the construction from [BCG+21], which is shown in Fig. 3, rephrased in a way so it is easier to
analyze the circuit complexity. The construction works over a general group (G,+), which in our setting
will be ({0, 1}κ,⊕).

Complexity of Setup. By inspection, the Setup phase has cost O(logN(λ + κ). This scales only
logarithmically with N , so satisfies the succinctness requirement.

Complexity of FullEval. We first consider σ = 1. There are N − 1 calls to the PRG G, N − 1 calls to
C, and 2N − 1 XORs of κ-bit strings. This gives an amortized cost per output of

C1
kiDCF(λ) = Cprg(2λ+ κ) + 2κ

For σ = 0, we construct circuit in a similar way to the tree-based known-index DPF construction.
The circuit will first compute all the pairs (K logN

j , γlogN
i ), for j ̸= α, by expanding G and C on the K

i

values to obtain all their descendants. The resulting N−1 pairs are ordered such that the first N/2 come
from K

1
, the next N/4 from K

2
etc. The value y is placed into the N -th position of the list. Then, the

values are permuted by first swapping the last two tuples, labelled N − 1 and N , depending on αlogN ,
then swapping tuples {N − 3, N − 2} and {N − 1, N} depending on αlogN−1, and so on. Since each tuple
has size ≤ λ+ κ bits, there are (λ+ κ)(N − 1) swaps of bits in all.

The cost of the first phase of this is N − logN − 1 evaluations of G and C, plus N − logN − 1 XORs
of κ-bit strings. Combined with the cost of 4 gates for each swap of a pair of bits, we get an amortized
cost of

C0
kiDCF(λ) ≤ Cprg(2λ+ κ) + 5κ+ 4λ
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Construction: Known-index Interval FSS

Building Blocks: Let (G,+) be an abelian group and ConvertG : {0, 1}λ → G be a map converting
a random λ-bit string to a pseudorandom group element in G.
Functions G : {0, 1}λ → {0, 1}2λ and C : {0, 1}λ → G such that G(k) := C(k)∥G0(k)∥G1(k) is a
secure PRG.

Setup(1λ, N, α, β):

1. Let (αlogN , . . . , α1) be such that α =
∑logN−1

i=0 2i · αlogN−i

2. Sample k ← {0, 1}λ and let K ← k.
3. Let C0 = C

0
= 0 ∈ G

4. For i ∈ [logN ], compute the following:
(a) (Ki

0,K
i
1) = G(K) and γi = C(K)

(b) K
i
= Ki

αi

(c) K ← Ki
αi

(d) (ci, ci) =

{
(γi, 0) if αi = 0,

(0, γi) else

(e) S
i
= ci + Ci−1

(f) B
i
= Si + αi · β

(g) Ci = Ci−1 + ci
5. Define y = ConvertG(K) + C logN

6. Set k0 = (y, {αi,K
i
, B

i}i∈[logN ]) and k1 = k.
7. Output (k0, k1).

FullEval(σ, kσ):

1. If σ = 0:
(a) Parse k0 = (y, {αi,K

i
, B

i}i∈[logN ])

(b) Set K1
α1

= K
1

(c) For i ∈ {2, . . . , logN}:
– Let x =

∑i−1
j=1 2

j−1 · αi−j

– For j ∈ {0, . . . , 2i−1 − 1} \ {x}:
• Compute (Ki

2j ,K
i
2j+1) = G(Ki−1

j )

• Compute γi
2j = γi−1

j + C(Ki−1
j ) and γi

2j+1 = γi−1
j .

– Let Ki
2x+αi

= Ki

– Let γi
2x+αi

= B
i

(d) Let vα = y
(e) Compute vi = ConvertG(K

logN
i ) + γlogN

i , for i ∈ [N ] \ {α}
(f) Output (v1, . . . , vN )

2. If σ = 1:
(a) Let K0

0 = k1 and γ0
0 = 0 ∈ G

(b) For i ∈ {1, . . . , logN}:
– For j ∈ {0, . . . , 2i−1 − 1}:
• Compute (Ki

2j ,K
i
2j+1) = G(Ki−1

j )

• Compute γi
2j = γi−1

j + C(Ki−1
j ) and γi

2j+1 = γi−1
j .

(c) Compute vi = ConvertG(K
logN
i ) + γlogN

i , for i ∈ [N ]
(d) Output (v1, . . . , vn)

Fig. 3: Known-index interval FSS
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3.3 Projected-Payload Interval FSS

Our construction of a known-index projected-payload interval FSS can be found in Figure 4. The main
idea is to reduce the problem to a standard (known-index) interval FSS (or DCF) on a smaller domain
of size N/κ, where κ is the payload length.

First, note that with a single DCF of this kind, using the index α′ = ⌈α/κ⌉ and payload β, the parties
can already obtain shares of the projected-payload function evaluated at all i ∈ [N ] except for a subset
of size κ, corresponding to indices i where ⌈i/κ⌉ = α′. At this subset, the DCF will instead always give
shares of zero.

We then combine this with a DPF to allow correcting the values where ⌈i/κ⌉ = α′ to the right value.
Concretely, we use a DPF with index α′ and random payload r, and have both parties always add the
DPF evaluation (expanded to κ bits with a PRG) to the DCF one. Then, party 0, who knows α′, is given
a correction word CW , which is only added to the evaluations i where ⌈i/κ⌉ = α′. CW is computed in
the setup phase such that it corrects these outputs to be shares of the projected-payload function, as
required.

Theorem 29. The construction in Fig. 4 is a secure known-index, projected-payload interval FSS scheme.

Proof. We first show correctness and then security, assuming that DPF and DCF are both correct and
secure.

Correctness. We show that, for any pair of keys (k0, k1) output by Setup, it holds that

FullEval(0, k0)⊕ FullEval(1, k1) =
(
fβ,π⃗<α (1), . . . , fβ,π⃗<α (N)

)
except with negligible probability. Recall that

fβ,π⃗<α (i) =

{
πi(β) if i < α

0ℓ else

Let (v0,1, . . . , v0,N ) and (v1,1, . . . , v1,N ) be the two outputs of FullEval, and yσi , zσi be the intermediate
values computed in FullEval. Write i = (i′ − 1)κ+ j for j ∈ {0, . . . , κ− 1} and i′ = ⌈i/N⌉, and view j as
an element of [n] by mapping 0 to κ. Consider first the case where i′ ̸= α′. Then, party 0 never uses the
correction word, and furthermore we have y0,i′ ⊕ y1,i′ = 0, by the correctness of DPF. We then have

v0,i ⊕ v1,i = G(y0,i′)j ⊕ πi(z0,i′)⊕G(y1,i′)j ⊕ πi(z1,i′)
= πi(z0,i′ ⊕ z1,i′)

= πi(f
β
<α′(i

′))

= fβ<α(i)

where the penultimate line applies the correctness of DCF, and the final line holds because i′ ̸= α′.
For the κ values of i where ⌈α/N⌉ = α′, party 0’s outputs are CW1, . . . , CWκ, where CWj =

uj ⊕ πj(z1,α′)⊕ fβ,π⃗<α (i). Again writing i = (α′ − 1)κ+ j, we have

v0,i ⊕ v1,i = uj ⊕ πi(z1,α′)⊕ fβ,π⃗<α (i)⊕G(y1,α′)j ⊕ πi(z1,α′)

= fβ,π⃗<α (i)

as required.

Security. Suppose first that party 0 is corrupted. We show that for any α, β, β′, the distribution of
k0 generated for the function fβ,π⃗<α is indistinguishable from the one for fβ

′,π⃗
<α . This then implies the

simulation-based security definition, as noted in [BGI16]. The key k0 consists of α, the correction words
CW and the two FSS keys kDPF

0 , kDCF
0 .

Game 1. We start by computing y1,α′ using key kDPF
0 , instead of kDPF

1 , namely, y1,α′ = DPF.Eval(kDPF
1 , α′)⊕

r. This is indistinguishable from the original distribution, due to the correctness of DPF.
Game 2. Next, the key kDPF

0 is replaced with one corresponding to a random payload r′ instead of
r. This is indistinguishable from Game 1, due to the security of DPF.

Game 3. Next, instead of computing u from the PRG G, we sample it uniformly. Note that CW is
then uniformly random. This hybrid is indistinguishable thanks to the security of G, because the PRG
seed is masked with r, which is independent of all other values.
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Construction: Known-index projected-payload interval FSS

Building Blocks:

– Known-index single-point FSS (DPF.Setup,DPF.Eval)
– Known index single-interval FSS (DCF.Setup,DCF.Eval)
– PRG G : {0, 1}λ → {0, 1}ℓ·κ

Setup(1λ, fβ,π⃗
<α ):

1. Parse description of fβ,π⃗
<α to obtain the domain size N , output length κ, projected output length

ℓ.
2. Let α′ = ⌈α/κ⌉.
3. Generate DPF for N/κ λ-bit PRG seeds, with one seed punctured:

(a) Sample random r ← {0, 1}λ. (To hide punctured key)
(b) Let fr

α′ be the point function with input domain [N/κ] and range {0, 1}λ.
(c) Run (kDPF

0 , kDPF
1 )← DPF.Setup(1λ, fr

α′)
4. Generate DCF for N/κ κ-bit “output corrections”, corresponding to β ∈ {0, 1}κ for i < α′ and 0κ

for i ≥ α′

(a) Let fβ
<α′ be the comparison function with input domain [N/κ] and range {0, 1}κ.

(b) Run (kDCF
0 , kDCF

1 )← DCF.Setup(1λ, fβ
<α′).

5. Generate κ-bit punctured correction value (for prefix α′)
(a) Evaluate party 1’s keys at α′, to get y1,α′ = DPF.Eval(kDPF

1 , α′) and z1,α′ =
DCF.Eval(kDCF

1 , α′) ∈ {0, 1}κ.
(b) Compute u = G(y1,α′). Parse as u = (u1, . . . , uκ) ∈ ({0, 1}ℓ)κ.
(c) For each i ∈ [κ]:

– Let j = (α′ − 1) · κ+ i
– Compute masked output CWi = ui ⊕ πi(zi,α′,j)⊕ fβ,π⃗

<α (j) ∈ {0, 1}ℓ.
(d) Let CW = (CW1, . . . , CWκ).

6. Output ((kDPF
0 , kDCF

0 , CW,α), (kDPF
1 , kDCF

1 )).

FullEval(σ, kσ):

1. Parse key as k0 = (kDPF
0 , kDCF

0 , CW,α) or k1 = (kDPF
1 , kDCF

1 )
2. Compute (yσ,1, . . . , yσ,N/κ) = DPF.FullEval(σ, kDPF

σ ) in ({0, 1}λ)N/κ.
3. Compute (zσ,1, . . . , zσ,N/κ) = DCF.FullEval(σ, kDCF

σ ) in ({0, 1}κ)N/κ.
4. For i = 1, . . . , N :

(a) Let i′ = ⌈i/N⌉ and j = i mod κ, mapped into [κ]
(b) Let vσ,i = G(yσ,i′)j ⊕ πi(zσ,i′).

5. If σ = 0:
(a) Let α′ = ⌈α/κ⌉.
(b) Let (v0,(α′−1)·κ+1, . . . , v0,(α′−1)·κ+κ) := CW .

6. Output (vσ,1, . . . , vσ,N ).

Fig. 4: Known-index projected-payload interval FSS
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Game 4. In this hybrid, we replace the DCF key kDCF
0 with one using the payload β′. Game 4 is

indistinguishable from Game 1, by the security of DCF.
Games 5 onwards. Here, we reverse the steps of the previous hybrids, except using β′ in place of β

to generate the correction words. The final hybrid is the same as the one we started with, except using
β′ instead of β, which completes the argument.

The case when party 1 is corrupted is straightforward, since key k1 only contains a DPF key and an
DCF key. Security in this case is then immediate, from the underlying security of these two primitives. ⊓⊔

Complexity. The size of each party’s key is exactly that of a DPF key and DCF key of domain size N/κ
and respective ranges {0, 1}λ, {0, 1}κ. Party 0 additionally has κℓ+logN bits for the correction word and
α. The asymptotic complexity of the setup algorithm is that of the setup for DPF and DCF, plus O(ℓκ) =
O(κ), assuming ℓ is constant and the PRG has constant overhead. The DPF setup costs O(log(N/κ)λ,
while the DCF setup costs O(log(N/κ)(λ+ κ), so the overall cost is dominated by O(log(N/κ)(λ+ κ).

In FullEval, both parties compute one FullEval for each of DPF and DCF, plus generate Nℓ pseudo-
random bits using G, and Nℓ XORs to add the projected z bits. Party 0 then replaces ℓκ of these bits
with CW , depending on α′. If α′ is encoded in k0 as a one-hot vector, this can be done with 2Nℓ extra
operations. We therefore get costs of

C0
FSS(λ) = CDPF(λ) + CDCF(λ) +Nℓ+ (1− σ)2Nℓ

3.4 Extension to Multi-Point/Multi-Interval Functions.

All the constructions we present in this section are described for single-point functions, or single-interval
functions. They can all easily be extended to multi-point functions for t points (α1, β1), . . . , (αt, βt), or
multi-interval functions, as used in our main constructions. If the indices αi are known to have a regular
pattern (as in LPN with regular noise), we can simply concatenate the outputs of t independent instances
of single-point DPF, with a domain size of N/t. The resulting complexity is t times that of the N/t-point
DPF.

4 Constant-Overhead PCG for OT from Primal LPN

In this section we give a PCG for OT with constant overhead in Figure 5. An inherent limitation to this
approach is that primal LPN is limited to subquadratic stretch.

First, following Alekhnovich [Ale03], we will consider a primal code generation procedure that outputs
matrices G that are very sparse. In particular, G will be sampled uniformly at random subject to
the constraint that every row has exactly d 1’s. Alekhnovich already conjectured this is hard when
d = 3 if N, t = O(n), where the noise is sampled to have weight t. Polynomial-time attacks exist with
N = Ω(nd/2) [App16,BSV19]: one hopes for there to be two rows of G which agree (which occurs with

probability (N2 )
(nd)

). This is the same as saying the dual distance of G is 2.

However, as discussed in Section 2.3 when the dual distance D is larger we obtain security against
linear tests: we achieve security 2−λ when Dt ≥ (ln 2)λN/2. In general, for any γ > 0 it is feasible to
have a d-sparse matrix G ∈ {0, 1}N×n with dual distance D = Ωd(n

γ) and N = n
1−γ
2 d+γ . In particular

we can choose γ = 9/10 to get D = Θd(n
9/10) and N = n

d+18
20 , so if we wish to have Nλ = O(tD) to

guarantee exponentially small in λ security against linear tests we may choose t = Θd(λn
d

18+d ).
We must also be careful in light of the attack by Arora and Ge [AG11], which is effective when

N = Ω(n2). For this reason, we will ensure N = o(n2).
In what follows (and in the rest of the paper), we assume the existence of an explicitly generated

matrix G with sparsity d = O(1) for which the primal (RegNt ({0, 1}),G, {0, 1})-LPN(n,N) holds with
n, t ≤ N1−γ for some γ > 0. Alternatively, we conjecture that the randomized expander generation
algorithm from [AK19] can be used to efficiently generate such G with negligible failure probability.

We show security of the PCG in the theorem below, and then analyze its overhead.

Theorem 30. Let N = N(λ), n = n(λ), t = t(λ), κ = κ(λ) ∈ N, let ℓ, d ∈ N be constants and let C a
primal code generation algorithm with sparsity d (i.e., generating code matrices where each row has at
most d non-zero entries). If the (primal) (RegNt (F2),C,F2)-LPN(n,N)-assumption holds, if G : {0, 1}κ →
{0, 1}N is a correlation-robust ℓ-local PRG, and if FSS = (Setup,FullEval) is a known-index regular t-
point FSS, then the PCG as defined in Figure 5 is a PCG for generating N instances of the bit-OT
correlation.
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Construction PCGprimal
OT

Parameters:

– Security parameter λ ∈ N, matrix parameters N = N(λ), n = n(λ) ∈ N with N > n, constant
matrix sparsity parameter d ∈ N, noise weight t = t(λ) ∈ N, local PRG input length κ = κ(λ) ∈ N,
constant locality ℓ ∈ N.

– A primal sparse code generation algorithm C returning matrices in {0, 1}N×n with d non-zero
entries per row and a public matrix G

$← C(N,n,F2) sampled according to C.
– A constant-overhead known-index regular t-point FSS FSS = (Setup,FullEval) over domain [N ]

and range {0, 1}ℓ.
– A correlation-robust ℓ-local PRG G : {0, 1}κ → {0, 1}N with G(x) = P1(π1(x))∥ . . . ∥PN (πN (x))

for all x ∈ {0, 1}κ.

Correlation: Outputs N tuples ((b, w), (w0, w1)), where b, w0, w1 are random bits and w = wb.

Gen:

– Pick a local PRG seed x
$← {0, 1}κ at random.

– Pick an LPN seed s⃗
$← {0, 1}n at random.

– Generate a random additive secret sharing of r⃗ := (s1 · x, s2 · x, . . . , sN · x), i.e., choose r⃗1 $←
({0, 1}κ)n and set r⃗1 := r⃗0 ⊕ r⃗.

– Choose regular noise positions α⃗ $← [N/t]t at random.
– Set βi := παi+

N
t
·(i−1)(x) ∈ {0, 1}

ℓ for each i ∈ [t] and set β⃗ := (β1, . . . , βt).

– Set (K0,K1)← FSS.Setup(1λ, α⃗, β⃗).
– Set k0 := (s⃗, r⃗0, α⃗,K0) and k1 := (x, r⃗1,K1) and output (k0, k1).

Expand: On input (σ, kσ):

1. If σ = 0, parse k0 as (s⃗, r⃗0, α⃗,K0) and proceed as follows:
– Let µ⃗ ∈ {0, 1}N be the regular noise vector defined by α⃗, i.e.,

µj =

{
1 if j = αi +

N
t
· (i− 1)

0 else
.

– Set b⃗ := G · s⃗⊕ µ⃗ ∈ {0, 1}N .
– Set y⃗0 := G · r⃗0 ∈ ({0, 1}κ)N . //Note that we only need the ℓ entries πj(y⃗

0
j ) ∈ {0, 1}ℓ to

continue. Towards constant overhead this step can therefore be computed in N · d · ℓ ∈ O(N)
operations (by only computing relevant parts of the matrix-vector product).

– Compute v⃗0 ← FSS.FullEval(0,K0) ∈ ({0, 1}ℓ)N .
– For each j ∈ [N ], compute wj := Pj(πj(y

0
j )⊕ v0j ) ∈ {0, 1}.

– Output {(bj , wj)}j∈[N ].
2. If σ = 1, parse k1 as (x⃗, r⃗1,K1) and proceed as follows:

– Set y⃗1 := G · r⃗1 ∈ ({0, 1}κ)N .
– Compute v⃗1 ← FSS.FullEval(1,K1) ∈ ({0, 1}ℓ)N .
– For j ∈ [N ], b ∈ {0, 1}, compute wj,b := Pj(πj(y

1
j )⊕ v⃗1j ⊕ b · πj(x⃗)).

– Output {(wj,0, wj,1)}j∈[N ].

Fig. 5: Constant-overhead PCG for N instances of random bit-OT.
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Proof. Correctness. We show correctness in two steps. First, we show that indeed the output corre-
lation generated is bit-OT. Next, we show that the output distribution of each party individually is
indistinguishable from random. Together, these imply correctness.

Towards well-formedness of the correlation, we have to show the following.

– If bj = 0, then πj(y0j )⊕ v0j = πj(y
1
j )⊕ v1j .

– If bj = 1, then πj(y0j )⊕ v0j = πj(y
1
j )⊕ v1j ⊕ πj(x).

Recall that µ⃗ ∈ {0, 1}N is the regular noise vector defined by α, i.e.,

µj =

{
1 if j = αi +

N
t · (i− 1)

0 else
.

Thus, for j ∈ [N ] it holds

πj(x · µj) =

{
πj(x) if j = αi +

N
t · (i− 1)

0 else
=

{
βi if j = αi +

N
t · (i− 1)

0 else
.

By the correctness of the multi-point FSS FSS, we have

v0j ⊕ v1j = FullEval(0,K0)j ⊕ FullEval(1,K1)j =

{
βi if j = αi +

N
t · (i− 1)

0 else
,

which yields
v0j ⊕ v1j = πj(x · µj) = πj(x) · µj .

Further, recall that it holds
r⃗0 ⊕ r⃗1 = r⃗

and thus
y⃗0 ⊕ y⃗1 = G · r⃗0 ⊕G · r⃗1 = G · r⃗.

Now, recalling rj = sj · x for all j ∈ [N ], we have that

(G · r⃗)j = (G · s⃗)j · x = (⃗b⊕ µ⃗)j · x,

where the last equality follows by the definition of b⃗. This implies

y0j ⊕ y1j = (bj ⊕ µj) · x

and thus
πj(y

0
j )⊕ πj(y1j ) = πj(y

0
j ⊕ y1j ) = πj((bj ⊕ µj) · x) = πj(x) · (bj ⊕ µj),

by the linearity of the projection map πj . Altogether, we obtain

πj(y
0
j )⊕ πj(y1j )⊕ v0j ⊕ v1j = πj(x) · (bj ⊕ µj)⊕ πj(x) · µj =

{
0 if bj = 0

πj(x) if bj = 1
,

as required.
It remains to show pseudorandomness of the individual output shares. Note that for correlations such

as the bit-OT correlation, pseudorandomness of the individual output shares follows from security of the
PCG. For completeness, we still give a proof of pseudorandomness in the following.

We start by showing pseudorandomness of Expand(0, k0). The proof proceeds via series of games.

– Game 0: Generate the output {(bj , wj)}j∈[N ] according to Expand(0, k0).
– Game 1: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N uniformly at random, other-

wise proceed as in Expand(0, k0).
– Game 2: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N and v⃗0 ← ({0, 1}ℓ)N uniformly

at random, otherwise proceed as in Expand(0, k0).
– Game 3: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N and w⃗ $← {0, 1}j∈[N ] uniformly

at random.
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By the (RegNt (F2),C,F2)-LPN(n,N)-assumption, we have that Game 0 and Game 1 are computation-
ally indistinguishable. The indistinguishability of Game 1 and Game 2 is a straightforward consequence
of the pseudorandomness of FSS.FullEval(0,K0) (Remark 14). Finally, observe that by the pseudorandom-
ness of G, it follows that for random input the output of G′ : ({0, 1}κ)N → {0, 1}N , (v⃗j) 7→ (Pj(v⃗j))j∈[N ]

is indistinguishable from random.9 This implies that Game 2 and Game 3 are indistinguishable.
It is left to consider pseudorandomness of Expand(1, ·). As before, the proof proceeds via a sequence

of games.

– Game 0: Generate the output {(wj,0, wj,1)}j∈[N ] according to Expand(1, k1).
– Game 1: Generate {(wj,0, wj,1)}j∈[N ] by sampling v⃗1

$← ({0, 1}ℓ)N uniformly at random, and oth-
erwise according to Expand(1, k1).

– Game 2: Generate {(wj,0, wj,1)}j∈[N ] by sampling v⃗1
$← ({0, 1}ℓ)N and w⃗1

$← {0, 1}N uniformly at
random, and otherwise proceed as in Expand(1, k1).

– Game 3: Generate the output {(wj,0, wj,1)}j∈[N ] by sampling w⃗0, w⃗1
$← {0, 1}N uniformly at random.

The indistinguishability of Game 0 and Game 1 follows by the pseudorandomness of FSS.FullEval(1,K1).
The indistinguishability between Game 1 and Game 2 follows by the correlation-robustness of the PRG
G.10 Finally, the indistinguishability between Game 2 and Game 3 follows by the pseudorandomness
of G, as before.

Security. It remains to show pseudorandomness of the other party’s output, even given one key. More
precisely, for σ ∈ {0, 1} we have to show computational indistinguishability of

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),Rσ ← PCG.Expand(σ, kσ)} and

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),R1−σ ← PCG.Expand(σ, k1−σ),

Rσ
$← RSample(σ,R1−σ)}

where RSample is the reverse sampling algorithm for the bit-OT correlation.
We start by proving the claim for σ = 0. To that end, we have to show that even given k1 = (x⃗, S1,K1),

{(bj , wj)}j∈[N ] is pseudorandom conditioned on wj = wj,bj , where {(wj,0, wj,1}j∈[N ] ← Expand(1, k1). By
correctness, it suffices to show that b⃗ is indistinguishable from random, even given k1 = (x⃗, S1,K1). In
the following, we first alter the key generation to achieve that k1 contains no information about b⃗, and
then use the LPN assumption to switch b⃗ to random.

– Game 0: Generate the keys (k0, k1) by proceeding as in Gen(1λ). Further, generate {(bj , wj)}j∈[N ]

according to Expand(0, k0).
– Game 1: Generate the keys (k0, k1) by proceeding as in Gen(1λ). Further, compute b⃗ according to

Expand(0, k0) and set wj := wj,bj for all j ∈ [N ], where {(wj,0, wj,1}j∈[N ] ← Expand(1, k1).
– Game 2: Generate the keys (k0, k1) by additionally sampling α⃗′ $← [N/t]t uniformly at random

and setting β′
i := παi′+

N
t ·(i−1)(x) ∈ {0, 1}ℓ for each i ∈ [t] and β⃗′ := (β1, . . . , βt). Set (K0,K1) ←

Setup(1λ, α′, β′), and otherwise proceed as in Gen(1λ). To compute Expand(0, k0) proceed as in Game
1.

– Game 3: Generate the keys (k0, k1) as in Game 2. Further, generate {(bj , wj)}j∈[N ] by sampling
b⃗

$← {0, 1}N uniformly at random and setting wj := wj,bj for all j ∈ [N ], where {(wj,0, wj,1}j∈[N ] ←
Expand(1, k1).

By the correctness of the PCG, it follows that Game 0 and Game 1 are identical. Further, note that
the output of Expand(1, k1) in Game 1 is independent from FSS.FullEval(1,K1). By the security of the
multi-point FSS FSS we thus have that Game 1 and Game 2 are computationally indistinguishable.
In game Game 2 the key k1 contains no information about b⃗. The indistinguishability of Game 2 and
Game 3 is thus a direct consequence of the (RegNt (F2),C,F2)-LPN(n,N)-assumption.

It is left to consider the case σ = 1. Here, we have to show that even given k0 = (s⃗, S0, α⃗,K0),
{(wj,0, wj,1)}j∈[N ] is pseudorandom conditioned on wj,bj = wj , where {(bj , wj)}j∈[N ] ← Eval(0, k0).
Again, the proof proceeds via a series of games. Here, we crucially rely on the correlation-robustness of
G.
9 Note that this indistinguishability is even information-theoretic, since any bias in the output of a predicate

could be used by a computational distinguisher to attack the underlying PRG G.
10 Note that here we rely on correlation-robustness with shift ∆ = (∆1, . . . ,∆N ) sampled uniformly at random,

so in some sense the weakest form of correlation-robustness.
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– Game 0: Generate the keys (k0, k1) by proceeding as in Gen(1λ). Further, generate {(wj,0, wj,1)}j∈[N ]

according to Eval(1, k1).
– Game 1: Generate the keys (k0, k1) by proceeding as in Gen(1λ). Compute v1j = v0j ⊕ πj(x⃗) · µj for
j ∈ [N ], where v⃗0 is as computed by Eval(0,K0) (instead of calling FullEval(1,K1) to obtain v⃗1).
Otherwise, proceed as in Eval(1, k1) to generate {(wj,0, wj,1)}j∈[N ].

– Game 2: Generate the keys (k0, k1) by additionally sampling x′
$← {0, 1}κ uniformly at random,

setting β′
i := παi+

N
t ·(i−1)(x

′) ∈ {0, 1}ℓ for each i ∈ [t] and β⃗′ := (β′
1, . . . , β

′
t). Set (K0,K1) ←

Setup(1λ, α′, β′), and otherwise proceed as in Gen(1λ). To compute Eval(1,K1) proceed as in Game
1.

– Game 3: Generate the keys (k0, k1) as in Game 2. Further, generate {(wj,0, wj,1)}j∈[N ] by sam-
pling wj,1−bj

$← {0, 1} uniformly at random and setting wj,bj := wj for each j ∈ [N ], where
{(bj , wj)}j∈[N ] ← Eval(0, k0).

Recall from the proof of correctness that it holds v0j ⊕ v1j = πj(x) ·µj , so the transition from Game 0 to
Game 1 is perfectly indistinguishable. Since the output of Expand(1, k1) is independent of the output of
FSS.FullEval(1,K1), the transition from Game 1 to Game 2 is indistinguishable by the security of the
multi-point FSS FSS. Finally, recall from the proof of correctness that it holds

πj(y
0
j )⊕ πj(y1j )⊕ v0j ⊕ v1j = bj · πj(x).

Setting ∆j := v0j ⊕ πj(y0j ) for j ∈ [N ], we obtain that in Game 2, wj,b is computed as

wj,b := Pj(πj(y
1
j )⊕ v1j ⊕ b · πj(x)) = Pj(∆j ⊕ bj · πj(x)⊕ b · πj(x)).

We thus obtain

wj,b =

{
Pj(∆j) if b = bj

Pj(∆j ⊕ πj(x)) if b ̸= bj
.

The transition from Game 2 and Game 3 is thus indistinguishable as a consequence of the correlation-
robustness of G, recalling that in both games the key k0 is independent of the seed x. ⊓⊔

Lemma 31. The PCG.Gen algorithm in Fig. 5 has circuit size O(κ · n + CFSS.Setup). Furthermore, if
Cσ

FSS(λ) is the cost of FSS.FullEval(σ, ·) and CP is an upper bound on the cost of evaluating one predicate
in the local PRG G, then the PCG.Expand(σ, ·) phase has circuit size

ℓdN + Cσ
FSS(λ) + (1− σ)dN + (1 + σ)(CP + 1)N.

So, if FSS has constant overhead then PCG.Expand has constant overhead.

Proof. For key generation, generating the secret shares r⃗0, r⃗1 requires O(n ·κ) operations. The remainder
of the setup is dominated by FSS.Setup, giving O(κ · n+ CFSS.Setup(λ)).

For expansion, the cost derivation is as follows.

– Computing each entry of b⃗ (for σ = 0) can be done with d XORs, for a total of dN gates.
– Since one only has to compute the ℓ-bit projections πj of y⃗0, y⃗1 (as explained in the protocol

description), these cost at most ℓdN XOR gates.
– Computing v⃗σ costs Cσ

FSS(λ) ·N gates.
– Each wj (for σ = 0) or wj,0, wj,1 (σ = 1), can be computed with CP + 1 gates, resulting in either

(CP + 1)N (for σ = 0) or 2(CP + 1)N (σ = 1) gates for the last step.
⊓⊔

We can instantiate the FSS construction with the naïve “square-root” construction of known-index
DPF from Section 3.1. This gives Cσ

FSS(λ) ≤ Cprg(ℓ) + (1 − σ)2ℓ. With regular noise, the setup cost of
the FSS is O(tλ

√
N/t) = O(λ

√
Nt). For the PCG to be sublinear, we therefore get the constraint that

κn+ λ
√
Nt = o(N).

Based on the above analysis, we now obtain our main result on maliciously secure bit-OT, by replacing
PCG.Gen with a secure 2-PC protocol.

Corollary 32. Suppose OT exists. Suppose the (RegNt (F2),C,F2)-LPN(n,N)-assumption holds for some
n, t,N and matrix G with constant sparsity d, and suppose there exists a correlation-robust ℓ-local PRG
for constant ℓ that stretches N1−ε to N bits for some ε ∈ (0, 1), where 19ε/20 ≥ 20

d+18 and 0.9 ·(19ε/20)+
9ε/10 > 1. Then, there exists a protocol for securely computing N instances of random bit-OT with
malicious security, o(N) communication and an average, amortized per-party computation of ℓ(d+ 1) +
d
2 + Cprg(ℓ) +

3
2 (CP + 1) Boolean gates per OT.
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Proof. Assuming OT and using standard 2-PC protocols like [IPS08], there is a polynomial p such that
for all λ and circuits C, there is a malicious 2-PC protocol that securely computes C with computation
complexity O(|C|)·p(λ). Based on Lemma 31 and plugging in the square-root FSS construction, we obtain
a protocol that securely computes the PCG.Gen algorithm from Fig. 5 with complexity (κn + λ

√
Nt) ·

p(λ). Following [BCG+19b, Theorem 19], by running the 2-PC protocol and then locally evaluating
PCG.Expand, the resulting protocol securely realizes the functionality for N instances of random bit-OT.

We show how to choose parameters such that the complexity of the 2-PC phase is sublinear in N for
sufficiently large N . This means the p(λ) overhead of 2-PC amortizes and the total computational cost is
dominated by the expand phase. With κ = N1−ε, we set n = N19ε/20 and t = N9ε/10. Further, we obtain
complexities of κn = N1−ε/20 and λ

√
Nt = λN

1
2+

9
20 ε. These are both sublinear in N . Regarding security

of primal-LPN, note that by assumption we have n ≥ N20/(d+18), which is enough to give dual distance
D = Θ(n9/10). We also have tn9/10 = Ω(Nλ) for large enough N by assumption, giving exponential
security in λ.

Finally, to compute the computational complexity of PCG.Expand, we plug in the cost of the square-
root FSS construction to the formula from Lemma 31, and average the result over the two parties σ = 0
and σ = 1. This is possible as random bit-OT is symmetric, so the parties can run two instances of the
protocol of size N/2, reversing the roles of sender and receiver. ⊓⊔

Concrete Complexity. We now estimate the constant overhead of our construction, at least asymp-
totically as N grows large. We need to choose the LPN degree d and ℓ-local correlation-robust PRG,
which determines the predicate cost CP and the PRG seed size κ = N1−ε bits. We also need to instan-
tiate the PRG used in the FSS scheme, for which we use a 5-local PRG, giving Cprg(ℓ) = CP5

ℓ = 4ℓ
(unlike the other PRG, this one only needs to have constant stretch, since it can be used iteratively).
Using the XOR-MAJ4,5 predicate (see Section C.1) in our PCG, we have ℓ = 9, CP = 17 and a plausible
stretch of κ2.49, giving ε = 1 − 1/2.49. This satisfies 19ε/20 > 20

d+18 for d = 18, and furthermore that
0.9 · (19ε/20) + 9ε/10 > 1. Note further that 19ε/20 > 0.5, so n = N19ε/20 = ω(

√
N), ruling out the

Arora-Ge attack [AG11]. Furthermore t = N9ε/10 = o(n), which is necessary for building on LPN with
regular noise. Overall, we get a cost of 243 gates per party.

Remark 33 (Iterative constant overhead). If the FSS scheme supports single evaluation Eval with constant
cost c ∈ O(1), the above construction yields a PCG with iterative constant overhead, i.e., where a single
bit-OT can be computed at constant cost. This property in fact already holds of the square-root FSS
construction when instantiated with a local PRG.

Remark 34 (Building on LPN with standard noise). To build on LPN with the more standard Bernoulli
noise, one has to replace the t-regular FSS by a more general multi-point FSS. Known-index multi-point
FSS with constant overhead can be obtained generically from single-point FSS with constant overhead
via batch codes. For details we refer to [BCGI18].

5 Constant-Overhead PCG for OT from Dual LPN

In this section we provide a PCG for OT with constant computational overhead based on a dual-LPN
assumption. This will allow us to achieve an arbitrary polynomial stretch.

Repeat-Accumulate (RA) Codes. We consider the following dual code generation procedure, which
essentially outputs generator matrices for repeat-accumulate (RA) codes.

Definition 35. Let d,N ∈ N with d ≥ 3 and let M = dN . A repeat-accumulate (RA) matrix H is a
matrix of the form H = BA, where B ∈ {0, 1}N×M has exactly d nonzero entries per row and 1 nonzero
entry per column and A ∈ {0, 1}M×M is an accumulator matrix which has 1’s on and below the main
diagonal.

The code {u⃗⊤ ·BA : u⃗ ∈ {0, 1}N} is well-studied in coding theory (it is called a repeat-accumulate
(RA) code). In particular, for fixed γ > 0 it is known that they achieve minimum distance D =M1−2/d−γ

with good probability over a random choice of B. This means that if e⃗ $← RegMt ({0, 1}), recalling that
the bias of the dot-product between a vector of weight D and e⃗ is at most e−2tD/M we will require
t ≥ ln 2 · λ ·M2/d+γ .

Unfortunately, the failure probability is not negligible (an inspection of the proof of [KZCJ07, The-
orem 1] shows that it is roughly of the order M−γd/2). Thus, as before we will assume access to a
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explicitly generated RA matrix H = BA and assume that the dual (RegMt ({0, 1}),H, {0, 1}-LPN(N, dN)
holds with respect to it.11

Construction PCGdual
OT

Parameters:

– Security parameter λ ∈ N, matrix parameters M = M(λ), N = N(λ) ∈ N with M = dN for
constant matrix sparsity parameter d ∈ N, noise weight t = t(λ) ∈ N, local PRG input length
κ = κ(λ) ∈ N, constant locality ℓ ∈ N.

– An RA matrix H = BA ∈ {0, 1}N×M for which the dual (RegMt ({0, 1}),H, {0, 1})-LPN(N, dN)
holds. Let Sj for j ∈ [N ] denote the support of the j-th row of B (each of which has size d) and
for i ∈ [M ] let τ(i) ∈ [N ] denote the nonzero coordinate of the i-th column of B. //Note that
Sj = {i ∈ [M ] : τ(i) = j} = τ−1(j).

– A constant overhead regular known-index projected-payload t-interval FSS FSS = (Setup,Eval)
over domain [M ] with output bit length κ and projected output length ℓ.

– A correlation-robust ℓ-local PRG G : {0, 1}κ → {0, 1}N with G(x) = P1(π1(x))∥ . . . ∥PN (πN (x))
for all x ∈ {0, 1}κ.

Correlation: Outputs N tuples ((b, w), (w0, w1)), where b, w0, w1 are random bits and w = wb.

Gen:

– Pick a local PRG seed x
$← {0, 1}κ at random.

– Choose regular noise positions α⃗ $← [M/t]t at random.
– Set β := x ∈ {0, 1}κ.
– Denote ψ⃗ = (πτ(1), . . . , πτ(M)).
– Set (K0,K1)← FSS.Setup(1λ, (α⃗, β, ψ⃗)).
– Set k0 := (α⃗,K0) and k1 := (x,K1) and output (k0, k1).

Expand: On input (σ, kσ):

1. If σ = 0, parse k0 as (α⃗,K0) and proceed as follows:
– Let a⃗ ∈ {0, 1}M be the regular interval noise vector defined by α⃗, i.e., ai is equal to the parity

of |{ι ∈ [t] : αι + (M/t) · (ι− 1) ≤ i}|.
– Compute b⃗ := B · a⃗.
– Compute v⃗0 ← FSS.FullEval(0,K0) ∈ ({0, 1}ℓ)M .
– For j ∈ [N ] compute wj := Pj

(⊕
i∈Sj

v0i

)
.

– Output {(bj , wj)}j∈[N ].
2. If σ = 1, parse k1 as (x,K1) and proceed as follows:

– Compute v⃗1 ← FSS.FullEval(1,K1) ∈ ({0, 1}ℓ)M .
– For j ∈ [N ], b ∈ {0, 1} compute wj,b := Pj

((⊕
i∈Sj

v1i

)
⊕ b · πj(x)

)
.

– Output {(wj,0, wj,1)}j∈[N ].

Fig. 6: Constant-overhead PCG for N instances of random bit-OT.

Theorem 36. Let N = N(λ), t = t(λ), κ = κ(λ) ∈ N, let ℓ, d ∈ N be constants, let M = dN and
let H = BA be an N ×M repeat-accumulate matrix. If the dual (RegMt ({0, 1}),H, {0, 1})-LPN(N,M)-
assumption holds, if G : {0, 1}κ → {0, 1}N is a correlation-robust ℓ-local PRG, and if FSS is a known-
index projected-payload t-interval FSS, then the PCG as defined in Figure 6 is a constant-overhead PCG
for generating N instances of the bit-OT correlation.

Proof. Correctness. As in the primal case, proving correctness consists of two steps. First, a demonstration
that the output correlation is indeed bit-OT; second, that each parties bits individually look uniformly
random.

11 Instead of RA codes we could have used a code of Tillich and Zémor [TZ06]; however the effect on the
computational complexity is essentially nil, so we have chosen to just present the RA-code based construction.
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For the first step, for each j ∈ [N ] we need to show⊕
i∈Sj

v0i =
⊕
i∈Sj

v1i ⊕ bj · πj(x),

which is the same as ⊕
i∈Sj

v0i ⊕
⊕
i∈Sj

v1i = bj · πj(x).

Recall a⃗ ∈ {0, 1}M denotes the interval noise vector defined by α⃗, i.e., ai is the parity of |{ι ∈ [t] :
αι + (M/t) · (ι− 1) ≤ i}|. Thus, by correctness of the FSS scheme, we have⊕

i∈Sj

v0i ⊕
⊕
i∈Sj

v1i =
⊕
i∈Sj

v0i ⊕ v1i =
⊕
i∈Sj

FullEval(0,K0)i ⊕ FullEval(1,K1)i

=
⊕
i∈Sj

ai · πτ(i)(x) =
⊕
i∈Sj

ai · πj(x) = πj(x) ·
⊕
i∈Sj

ai = πj(x) · bj .

Thus, the output correlation is indeed a bit-OT.
Now, we show that each of the output shares are individually pseudorandom. For the pseudoran-

domenss of Expand(0, k0), consider the following sequence of games.

– Game 0: Generate the output {(bj , wj)}j∈[N ] as in Expand(0, k0).
– Game 1: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N uniformly at random, other-

wise proceed as in Expand(0, k0).
– Game 2: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N and v⃗0

$← ({0, 1}ℓ)M uni-
formly at random, but otherwise proceed as in Expand(0, k0).

– Game 3: Generate the output {(bj , wj)}j∈[N ] by choosing b⃗ $← {0, 1}N and w⃗ $← {0, 1}N .

The computational indistinguishability of Game 0 and Game 1 follows from the dual (RegMt ({0, 1}),H,
{0, 1})-LPN(N,M) assumption. The indistinguishability of Game 1 and Game 2 is a direct consequence
of the pseudorandomness of FSS.FullEval(0,K0) (Remark 14). For the indistinguishability of Game 2
and Game 3, first note that if v⃗0 $← ({0, 1}ℓ)M uniformly at random, then since S1, . . . , SN give a
partition of [M ] each

⊕
i∈Sj

v0i is uniformly random. By the pseudorandomness of G, it must be that

the string
(
Pj

(⊕
i∈Sj

v0i

))
j∈[N ]

statistically indistinguishable from random (as a noticeable bias would

give a distinguisher for G). It follows that Game 2 and Game 3 are indistinguishable.
We now consider Expand(1, k1), and again demonstrate its pseudorandomness via a sequence of games.

– Game 0: Generate the output {(wj,0, wj,1)}j∈[N ] according to Expand(1, k1).
– Game 1: Generate {(wj,0, wj,1)}j∈[N ] by sampling v1 $← ({0, 1}ℓ)M uniformly at random, and oth-

erwise proceeding as in Expand(1, k1).
– Game 2: Generate the output {(wj,0, wj,1)}j∈[N ] by sampling v1 $← ({0, 1}ℓ)M and w⃗1

$← {0, 1}N
uniformly at random, and otherwise proceeding as in Expand(1, k1).

– Game 3: Generate the output {(wj,0, wj,1)}j∈[N ] by sampling w⃗0, w⃗1
$← {0, 1}N uniformly at ran-

dom.

The computational indistinguishability of Game 0 and Game 1 follows from the pseudorandomness
of FSS.FullEval(1,K1) (Remark 14). The computational indistinguishability of Game 1 and Game 2
follows from the correlation-robustness of the PRG G, with the shift (∆1, . . . ,∆N ) chosen as ∆j = πj(x).
Finally, the (even statistical) indistinguishability of Game 2 and Game 3 follows from the fact that
the predicates Pj cannot have noticeable bias, since for each j,

⊕
i∈Sj

v1i is uniformly random.
Security. We now verify the pseudorandomness of the other party’s output, even given one key. That

is, for each σ ∈ {0, 1}, we show the computational indistinguishability of the following distributions:

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),Rσ ← PCG.Expand(σ, kσ)} and

{(k1−σ, Rσ) | (k0, k1) $← PCG.Gen(1λ),R1−σ ← PCG.Expand(σ, k1−σ),

Rσ
$← RSample(σ,R1−σ)}.

Above, RSample is the reverse sampling algorithm for the bit-OT correlation.
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Suppose first σ = 0. To prove the above claim, we must show that given k1 = (x,K1), the output
{(bj , wj)}j∈[N ] ← Expand(0, k0) is pseudorandom conditioned on wj = wj,bj , where {(wj,0, wj,1)}j∈[N ] ←
Expand(1, k1). Given the conditioning, this amounts to showing that b⃗ is indistinguishable from random
even given (x,K1). To do this, we again use a sequence of games.

– Game 0: Generate the keys (k0, k1)← Gen(1λ) and generate {(bj , wj)}j∈[N ] according to Expand(0, k0).
– Game 1: Generate the keys (k0, k1)← Gen(1λ) and then generate b⃗ according to Expand(0, k0) and

generate w⃗ by setting wj = wj,bj for all j ∈ [N ] where we have generated {(wj,0, wj,1)}j∈[N ] ←
Expand(1, k1).

– Game 2: To generate the keys (k0, k1), sample an independent α⃗′ $← [M/t]t, and let (K0,K1) ←
FSS.Setup(1λ, (α⃗′, β, ψ⃗)). Subsequently output k0 = (α⃗,K0) and k1 = (x,K1). Then compute b⃗ and
w⃗ as in Game 1.

– Game 3: Generate keys (k0, k1) as in Game 2. Then, sample b⃗ $← {0, 1}N uniformly at random.
Finally, compute w⃗ as in Game 1.

First, the correctness of the PCG promises that Game 0 and Game 1 are identical. Next, note that the
secrecy assumption of the FSS scheme tells us that even given β the distributions of the keys (K0,K1) in
Game 1 and Game 2 are indistinguishable, as the corresponding Leak1’s are the same. This implies that
Game 1 is computationally indistinguishable from Game 2. Lastly, the computational indistinguisha-
bility of Game 2 and Game 3 follows from the dual (RegMt ({0, 1}),H, {0, 1})-LPN(N,M))-assumption,
using the fact that k1 is independent of α⃗ in both of these games.

Next, suppose σ = 1. In this case, we have to show that even given k0 = (α⃗,K0) the output
{(wj,0, wj,1)}j∈[N ] ← Expand(1, k1) is pseudorandom conditioned on wj = wj,bj , where {(bj , wj)}j∈[N ] ←
Expand(0, k0). Given the conditioning, this amounts to showing that wj,1−bj is indistinguishable from
random even given (α⃗,K0). In this case we consider the following games.

– Game 0: Generate the keys (k0, k1)← Gen(1λ) and generate {(wj,0, wj,1)}j∈[N ] according to Expand(1, k1).
– Game 1: Generate the keys (k0, k1)← Gen(1λ). To compute v⃗1 we first compute v⃗0 ← FSS.FullEval(0,K0)

and then set v1i = v0i ⊕(ai ·πσ(i)(x)) for all i ∈ [M ]. Otherwise, proceed as in Expand(1, k1) to generate
{(wj,0, wj,1)}j∈[N ].

– Game 2: To generate the keys (k0, k1), sample an independent x′ $← {0, 1}κ, define β′ := x′, and
let (K0,K1) ← FSS.Setup(1λ, (α⃗, β′, ψ⃗)). Subsequently output k0 = (α,K0) and k1 = (x,K1). Then
compute {(wj,0, wj,1)}j∈[N ] as in Game 1.

– Game 3: Generate keys (k0, k1) as in Game 2. Then, after generating {(bj , wj)}j∈[N ] ← Expand(0, k0),
generate {(wj,0, wj,1)}j∈[N ] by setting wj,bj := wj and sampling wj,1−bj

$← {0, 1} uniformly at ran-
dom for all j ∈ [N ].

First, we note that Game 0 and Game 1 are indistinguishable as we have v0i ⊕ v1i = ai · πσ(i)(x) for
all i ∈ [M ]. Next, note that by the secrecy assumption of the FSS scheme we have that keys gener-
ated via Setup(1λ, fβ,π⃗

τ

<α⃗ ) are indistinguishable from those generated via FSS.Setup(1λ, fβ
′,π⃗τ

<α⃗ ), as the
corresponding Leak0’s are the same. Thus, we have that Game 1 and Game 2 are indistinguishable.
Finally, for the computational indistinguishability of Game 2 and Game 3, we use the correlation-
robustness of G. For j ∈ [N ] set ∆j :=

⊕
i∈Sj

v0i . By the definition of v⃗0 and v⃗1 (see Game 1) we have

∆j =
(⊕

i∈Sj
v1i

)
⊕ bj · πj(x) (cf. the earlier proof of correctness). Under this definition we find

wj,b = Pj

⊕
i∈Sj

v1i

⊕ b · πj(x)
 =

{
Pj(∆j) if bj = b

Pj(∆j ⊕ πj(x)) if bj ̸= b
.

Using that k0 is independent of x, the correlation robustness of G yields the computational indistin-
guishability of Game 2 and Game 3, as desired. ⊓⊔

Lemma 37. The PCG.Gen algorithm in Fig. 6 has circuit size O(t log(N/t)+CFSS.Setup(λ)). Furthermore,
if Cσ

FSS(λ) is the cost of FSS.FullEval(σ, ·) and CP is an upper bound on the cost of evaluating one predicate
in the local PRG G, then the PCG.Expand(σ, ·) phase has circuit size

Cσ
FSS(λ) + (1− σ)(2Nd− 1) + (dℓ+ CP )N + σ((d+ 1)ℓ+ CP )N .

Proof. For the key generation step, we have the following costs:
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– Sampling α⃗ $← [M/t]t takes O(t log(M/t)) = O(t log(N/t)) operations.
– The setup step for the FSS keys takes time CFSS.Setup(λ) by assumption.

For the expansion steps, we have the following costs. When σ = 0:

– Determining a⃗ can be done with M − 1 = Nd− 1 XOR operations.
– Computing b⃗ := B · a⃗ takes Nd XOR operations.
– FSS.FullEval(0,K0) has a circuit of size Cσ

FSS(λ) by assumption.
– Lastly, each wj can be computed with d ℓ-bit XORs followed by a computing the predicate Pj , so

computing w⃗ can be done in time (dℓ+ CP )N bit operations.

When σ = 1, we may remove the costs of the first two steps. The next cost is Cσ
FSS(λ) for the FSS.FullEval(1,K1)

step. Lastly computing all the wj,0 takes (dℓ + CP )N bit operations as before, whereas computing all
the wj,1 takes ((d+ 1)ℓ+ CP )N operations. ⊓⊔

Corollary 38. Suppose OT exists. Suppose the (RegMt (F2),H,F2)-LPN(N,M)-assumption holds for
some RA matrix H with M = dN for constant integer d, and suppose there exists a correlation-robust
ℓ-local PRG for constant ℓ that stretches N1−ε to N bits for some ε > 0. Then, there exists a protocol
for securely computing N instances of random bit-OT with malicious security, o(N) communication and
an average, amortized per-party computation of

3

2
dℓ+ d+

5ℓ

2
+

3

2
CP + Cprg(2ℓ) +

1

κ
Cprg(2λ+ κ) + 3

Boolean gates per OT. In particular, if Cprg(k) = O(k) for integer k, then the amortized per-party
computation is constant.

This proof is similar to that of Corollary 32.

Proof. Assuming OT and using standard 2-PC protocols like [IPS08], there is a polynomial p such that
for all λ and circuits C, there is a malicious 2-PC protocol that securely computes C with computation
complexity O(|C|)·p(λ). Using Lemma 37, |C| is of order O(t log(N/t)+CFSS.Setup(λ)). Our construction of
a multi-interval projected-payload FSS from Section 3.3 gives CFSS.Setup(λ)) = O(log(N/κ)(λ+κ)). Thus
we obtain a protocol securely computing PCG.Gen from Figure 6 with complexity O(log(N/κ)(λ+ κ) +
t log(N/t))p(λ), after which the parties can locally run PCG.Expand: this securely realizes the N -instance
of random bit-OT functionality.

Recall that, for γ > 0, we may take t = Md/2+γ to get Dt = ω(N), where D = M1−d/2−γ/2 is
achievable as distance for the matrix generated by H. This yields exponential in N security against
linear attacks. We also take κ = N1−ϵ; these settings imply O(log(N/κ)(λ+ κ) + t log(N/t)) = o(N) · λ,
i.e., the total computational cost is sublinear in N and therefore dominated by the expansion phase for
large enough N .

To obtain the computational complexity of PCG.Expand, we again plug in the computation cost,
CFSS(λ)

σ, of our multi-interval projected-payload FSS from Section 3.3, into Lemma 37. CFSS(λ)
σ in

turn depends on the costs of the known-index distributed point function (DPF) from Subsection 3.1 (the
logarithmic construction with truncation) and the known-index interval FSS (or distributed comparison
function, or DCF for short) from Subsection 3.2. The complexity of the DPF is at most Cprg(2ℓ)+(1−σ)4ℓ.
For the DCF, note that it is over a domain of size N/κ, so the amortized cost is

1

κ
(Cprg(2λ+ ℓ) + 2κ(1− σ)(3κ+ 4λ)) =

Cprg(2λ+ κ)

κ
+ 2 + (1− σ)

(
3 + 4

λ

κ

)
.

For large enough N (and hence, κ) the 4λ
κ term is negligible. Combining these values with the other costs

from Lemma 37 yields the per-party cost, which we can again average using the same trick as before
(each party is the receiver for N/2 instances and the sender in the remaining). ⊓⊔

Concrete Complexity. Choose d = 3. Now we choose the P5 predicate for the local PRG so that ℓ = 5
and CP = 4. Further we use a constant stretch PRG for the FSS satisfying Cprg(ℓ) = 4ℓ. Asymptotically
we then compute 91 bit operations per output, beating the primal construction. Furthermore, note with
this value of d we are stretching roughly N2/3 bits to N bits (we can choose t =M2/3+ε). For general d we
can get stretch (dN)2/d+ε bits to N bits, yielding arbitrary polynomial stretch (although the complexity
per OT output does increase commensurately).
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6 Beyond Oblivious Transfer

In this section we discuss applications of our main result to constant-overhead implementations of other
secure computation tasks. For simplicity, we refer here only to the two-party case, though most of the
results in this section apply also to MPC with a constant number of parties with the same asymptotic
cost. We will also refer to security against malicious parties by default.

One of the main open questions about the asymptotic complexity of cryptography is the possibility
of securely computing Boolean circuits with constant computational overhead. While in the semi-honest
model such a result can be based on local PRGs [IKOS08], extending this to the malicious model was
posed as an open question.12 The overhead of the best known protocols grows polylogarithmically with
the security parameter and the circuit size [DIK10].

Our main result allows us to make progress on this question, by obtaining partial positive results and
reducing the general question to simpler questions.

6.1 General Protocols with Relaxed Security

Our work gives the first constant-overhead protocol for (malicious bit-)OT. However, extending this
to general functionalities is challenging. While it is well-known that OT is complete for secure com-
putation [Kil88, IPS08], the best known protocols for Boolean circuits in the OT-hybrid model have
polylogarithmic overhead [DIK10,GIW16]. In contrast, in the semi-honest OT-hybrid model, a simple
“textbook” protocol [GMW87,Gol09], commonly referred to as the (semi-honest) GMW protocol, achieves
perfect security with a small constant overhead.

A key observation from [GIP+14] is that this textbook protocol actually achieves a nontrivial notion
of security even against malicious parties: it is secure up to additive attacks. For Boolean circuits, this
means that the adversary’s attack capability is limited to choosing a subset of the circuit wires that are
toggled. This is formalized by modifying the ideal functionality to take from the adversary an additional
input bit for each wire, specifying whether to insert a NOT gate into the middle of the wire. Combining
this with a standard composition theorem [Can00,Gol09], we get the following application of our main
result.

Theorem 39 (Constant overhead with additive attacks). Suppose there exists a constant-overhead
OT protocol (with security against malicious parties). Then there exists a constant-overhead protocol for
evaluating Boolean circuits with security up to additive attacks.

Additive attacks can render security meaningless for some applications. For instance, capturing a
zero-knowledge proof as a secure computation of the verification predicate, a malicious prover can make
the verifier accept a false statement by simply toggling the final decision bit.

In some other cases, however, security up to additive attacks is still meaningful. Consider a secure
computation task that has long inputs and a short output, such as applying a complex search query to a
big database or a data-mining algorithm to the union of two databases. In such cases, it is often hard to
reason about the security features of an ideal-model implementation, except for the syntactic guarantee
that a malicious party can only learn a small amount of information about the honest party’s input. The
same kind of guarantee is given by a protocol with security up to additive attacks. In contrast, applying
the constant-overhead semi-honest protocol from [IKOS08] to such a functionality may allow a malicious
party to learn the entire input of the honest party.

6.2 Leveraging Perfect Security

Consider the case of evaluating N instances of a constant-size f on different sets of inputs. Our question
in this case is similar in spirit to the notion of rate of a channel in information theory. Can we securely
realize N copies of f using Boolean circuits of size O(N)?

If f admits a perfectly secure protocol in the OT-hybrid model, then the protocol necessarily uses
a fixed number of bit operations, independent of any security parameter. Combining N instances of
such a protocol with the constant-overhead OT from this work, we get a constant-overhead protocol for
evaluating N instances of f .
12 In fact, the question is open even in the simpler special case of zero-knowledge functionalities. A solution for

this special case would imply a solution for the general case by applying the GMW compiler [GMW87] to a
constant-overhead protocol with semi-honest security.
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Theorem 40 (Constant overhead from perfect security). Let f be a constant-size functionality
that can be computed with perfect (malicious) security in the OT-hybrid model. Then, a constant-overhead
OT protocol implies a constant-overhead protocol for computing N instances of f .

Proof. Let πf be a perfectly secure protocol for f in the OT-hybrid model, and let c be the number of OT
invocations made by πf . Note that since f is independent of the security parameter λ and πf has perfect
security, c must also be independent of λ. Then, N instances of f can be realized using cN = O(N)
instances of OT, which using a constant-overhead OT (and standard MPC composition [Can00,Gol09])
can be realized by circuits of size O(N). ⊓⊔

The existence of perfectly secure protocols in the OT-hybrid model is still quite far from understood.
There are negative results for functionalities with big inputs (assuming that the protocol’s running time
must be polynomial in the input length), as well as for constant-size two-sided functionalities delivering
outputs to both parties [IKM+13]. The general case of constant-size one-sided functionalities is still open,
but positive results for natural functionalities appear in the literature.

Early examples include other flavors of OT, including 1-out-of-k bit-OT, its extension to string-OT
(of any fixed length) [BCR86], and instances of “Rabin-OT” that correspond to erasure channels with a
rational erasure probability [IPS08].

Perfectly secure protocols for a much broader class of one-sided functionalities were recently obtained
in [AP21]. This class includes natural functionalities such as small instances of the millionaire’s problem,
as well as almost all Boolean one-sided functionalities where the party receiving the output has a smaller
input domain than the other party.

Realizing a BSC. An even simpler corollary of Theorem 40 is a constant-overhead protocol for securely
realizing N instances of a binary symmetric channel (BSC). The feasibility and complexity of securely
realizing BSC and other channels was studied in several previous works [IKOS09b,KMN22,ANP+22].

Corollary 41 (Constant-overhead BSC). Suppose there exists a constant-overhead OT protocol with
security against malicious parties. Then there exists a constant-overhead protocol for realizing N instances
of the BSC0.25 functionality, which takes a bit b from the sender and delivers b⊕ e to the receiver, where
e = 1 with probability 0.25 and e = 0 otherwise.

Proof. By Theorem 40, it suffices to show that BSC0.25 perfectly reduces to OT. Consider a deterministic
functionality f that takes bits b, eS1 , eS2 from the sender and bits eR1 , eR2 from the receiver, and delivers
b⊕((eS1 ⊕eR1 )∧(eS2 ⊕eR2 )) to the receiver. Let Cf be a Boolean circuit computing f in the natural way. By
the abovementioned theorem of [GIP+14], there is a perfectly secure protocol for Cf in the OT-hybrid
model with security up to additive attacks. We argue that applying this protocol with randomly chosen
inputs eS1 , eS2 , eR1 , eR2 yields a perfectly secure protocol for BSC0.25 in the OT-hybrid model. Indeed, letting
e = (eS1 ⊕ eR1 ) ∧ (eS2 ⊕ eR2 ), it is not hard to see that a single malicious party cannot bias nor learn any
information about e by toggling wire values of Cf . Furthermore, toggling b or the output can be trivially
simulated in the ideal model. ⊓⊔

6.3 Reducing the Main Open Question to Simpler Questions

Finally, while we leave open the existence of constant-overhead protocols for general Boolean circuits,
our result for OT allows us to reduce this question to a question about a special kind of fault-tolerant
circuits.

An Algebraic Manipulation Detection (AMD) circuit [GIP+14] for f is a randomized circuit Ĉ that
computes f while resisting additive attacks in the following sense: the effect of every additive attack on
the wires of Ĉ can be simulated by an ideal additive attack on the inputs and outputs of f . As before,
in the Boolean case an additive attack can toggle an arbitrary subset of the wires. More formally:

Definition 42 (Boolean AMD circuit). Let C : {0, 1}n → {0, 1}k be a (deterministic or randomized)
Boolean circuit. We say that a randomized Boolean circuit Ĉ : {0, 1}n → {0, 1}k is an ϵ-secure AMD
implementation of C if the following holds:

– Completeness. For all x ∈ {0, 1}n, Ĉ(x) ≡ C(x).
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– Security against additive attacks. For any additive attack A, toggling a subset of the wires of Ĉ, there
exist distributions ∆in over {0, 1}n and ∆out over {0, 1}k such that for every x ∈ {0, 1}n it holds that

SD
(
C̃(x), C(x⊕∆in)⊕∆out

)
≤ ϵ,

where C̃ ← A(Ĉ) and SD denotes statistical distance.

Boolean AMD circuits are motivated by the goal of obtaining efficient secure computation proto-
cols in the OT-hybrid model. Indeed, applying the semi-honest GMW protocol [GMW87,Gol09] to the
AMD circuit Ĉ, with a suitable encoding to protect the input and output, yields a secure protocol for
C [GIP+14,GIW16]. Combined with a constant-overhead OT protocol, this reduces an affirmative answer
to the main open question to the design of constant-overhead AMD circuits.

Theorem 43 (Cf. [GIW16], Claim 18). Suppose that every Boolean circuit C admits a 2−λ-secure
AMD implementation Ĉ of size O(|C|)+ poly(λ) · |C|0.9. Then, a constant-overhead OT protocol implies
a constant-overhead protocol for general Boolean circuits.

The main result of [GIW16] is a construction of AMD circuits with polylogarithmic overhead (in
|C|, λ). Whether this can be improved was left open, but the question was further reduced to the design
of two kinds of simple protocols in the honest-majority setting: a protocol that only provides semi-
honest security (with a constant fraction of corrupted parties) and a protocol that only guarantees the
correctness of the output. This should be contrasted to the approach from [IPS08,DIK10], which reduces
the question to the design of honest-majority protocols with security against malicious parties.
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A The IKOS Construction

An alternative method for achieving semi-honest Oblivious Transfer (OT) extension with constant mul-
tiplicative overhead was put forth by the work of Ishai, Kushilevitz, Ostrovsky, and Sahai [IKOS08]
(hereafter “IKOS”), assuming a polynomial-stretch PRG in NC0. As discussed below, the IKOS approach
suffers from attack under malicious sender and does not seem amenable to low-overhead hardening to
malicious agents. Within the semi-honest regime, we present a comparison of the concrete efficiency in
terms of Boolean operations and bits communicated per resulting OT correlation, as compared to our
constructions.

IKOS construction overview. Assume the existence of a polynomial-stretch pseudorandom generator
G : {0, 1}κ → {0, 1}N with constant locality d. Consider the goal of producing N pseudorandom bit-OT
correlations. The IKOS construction proceeds as follows.
1. Perform κ instances of pseudorandom string-OT, where each instance has string length L · N/κ,

where L is a constant to be determined later. This step can be achieved with O(N) total cost, via a
simple “hybrid encryption” technique for extending short string-OT to long string-OT [IKNP03] (see
cost analysis below).

2. Consider the desired N pseudorandom OT two-party functionality

g(x, (yi,0, yi,1)
N
i=1) = ((yi,σi

)Ni=1, ∅),

where x ∈ {0, 1}κ, (yi,0, yi,1) ∈ {0, 1}2, and σi = G(x)i for each i ∈ [N ]. The constant locality of G
implies that g possesses a decomposable affine randomized encoding (DARE) over F2 of total size
O(n) [IK02]. The decomposability property implies that each bit of the randomized encoding can be
computed as a function of randomness together with a single input bit variable, xj or yi,b. (DARE
over F2 can be viewed as an can be viewed an abstraction of a perfectly secure garbled circuit.)

3. The OT sender computes all symbols of the DARE, where for each element depending on an (un-
known) input bit xj it prepares two options: one for xj = 0, and an alternative for xj = 1.

4. The OT sender and receiver convert the κ pseudorandom string OTs from step 1 to chosen-message
string OTs, where for each j ∈ [κ]:
– The jth selection bit is taken to be xj ,
– The jth string message pair is defined by the concatenation of all DARE symbols depending on

bit xj . Each symbol is of length L bits.
5. As a result of the previous step, the OT receiver learns the full DARE of the function g for the

correct inputs, and uses this to evaluate its designated output (yi,σi
)Ni=1, for σi = G(x)i.

Insecurity of IKOS against malicious parties. Consider the above procedure within a string OT hybrid
model; i.e., given access to string OTs generated with security against malicious parties. The attack space
of a malicious receiver in the final OT protocol is limited to its choice of xj selection bits, which does
not constitute an attack. In contrast, however, a malicious sender may provide malformed string message
pairs, inconsistent with any fixed choice of input bits (yi,0, yi,1)

N
i=1.

It is not clear how to augment the protocol to prevent such attack, without requiring the sender
to somehow prove in zero knowledge that its messages are formed properly. Obtaining zero-knowledge
proofs for Boolean circuits with constant computational overhead is a major open problem in this area,
and even purely heuristic constructions are not known. Alternatively, one could try to apply special-
purpose cut-and-choose techniques such as those used for protecting efficient OT extension protocols
against malicious parties [KOS15, Roy22]. However, these techniques are inherently tied to string-OTs
whose length is proportional to a security parameter, and seem to require (at least) a polylogarithmic
computational overhead when adapted to the case of bit-OT.

A.1 Concrete Efficiency of Semi-Honest IKOS

We consider a concrete instantiation of the above framework. Recall the target is generation of N pseu-
dorandom bit-OT correlations.

Choice of local PRG. For the constant-locality PRG, we take the locality-5 Goldreich PRG with XOR-
AND predicate P5, as defined by

P5(x1, x2, x3, x4, x5) = x1x2 ⊕ x3 ⊕ x4 ⊕ x5.

Based on [YGJL22], with this predicate, the PRG plausibly has stretch κ1.19 when κ ≥ 4096. Larger
stretches can be obtained using more complex predicates, but this reduces the efficiency of the construc-
tion.
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Size of DARE of OT functionality g. For each output i ∈ [n], the ith function output of g can be expressed
as a linear combination yi,0 ⊕ (yi,0 ⊕ yi,1)σi, which further expands as yi,0 ⊕ (yi,0 ⊕ yi,1)(xj1xj2 ⊕ xj3 ⊕
xj4⊕xj5), where each index j1, . . . , j5 is dictated by the ith local PRG output predicate. In what follows,
we will denote these simply by x1, x2, x3, x4, x5 for notational simplicity.

Depending on the value of (yi,0, yi,1) ∈ {0, 1}2, each output bit of g corresponds to one of four possible
functions in the input x: Either (x1x2 ⊕ x3 ⊕ x4 ⊕ x5), 1⊕ (x1x2 ⊕ x3 ⊕ x4 ⊕ x5), the constant function
0, or the constant function 1. We give a DARE for each of these 4 cases below:

1) DARE for (x1x2 ⊕ x3 ⊕ x4 ⊕ x5) can be constructed with L = 7 bits:(
x1 ⊕ r1,
x1r2 ⊕ r1r2 ⊕ r3,

x2 ⊕ r2,
x2r1 ⊕ r4,

x3 ⊕ r5, x4 ⊕ r6, x5 ⊕ r3 ⊕ r4 ⊕ r5 ⊕ r6
)
,

where given DARE values (z1,1, z1,2, z2,1, z2,2, z3, z4, z5), reconstruction of the function output is
computed as z1,1z2,1 ⊕ z1,2 ⊕ z2,2 ⊕ z3 ⊕ z4 ⊕ z5. Note that 6 of the 7 DARE values are jointly
distributed uniformly over the choice of randomness (r1, . . . , r6), and the final value (i.e., z5) is fully
determined given the previous 6 and the corresponding g function output.

2) DARE for 1 ⊕ (x1x2 ⊕ x3 ⊕ x4 ⊕ x5) can be given identically as above, but with the 7th term
x5 ⊕ r3 ⊕ r4 ⊕ r5 ⊕ r6 replaced by x5 ⊕ r3 ⊕ r4 ⊕ r5 ⊕ r6 ⊕ 1.

3/4) DARE for the constant functions 0 or 1 can be given by 6 random elements (without dependence on
x) together with the corresponding 7th element to yield the correct output.

In each of these 4 cases, the resulting 7 DARE elements have identical distributions as for (x1x2 ⊕
x3 ⊕ x4 ⊕ x5) above.

Cost of underlying string OTs. The length of the required string OT message pairs is dictated by the
size of the DARE representing the outputs of the function g. Each of the N output OT correlations
contributes L = 7 DARE bit symbols, whose values each depends on one selection bit xj . For simplicity
of analysis, assume the input-dependency graph of the Goldreich local PRG is symmetric, for which
each input bit participates in each role of output computations with equal frequency. (In general, these
numbers can be within some small bounded difference without loss of generality.) This means that each
bit xj will select between two messages of length 7N/κ.

First consider the cost of generating pseudorandom string OTs of the appropriate parameters. As-
suming a setup with κ OTs of length λ, this costs:

– Sender: Cprg(14N)
– Receiver: Cprg(7N), plus 4N gates to compute G(x)

where, recall that Cprg(n) measures the cost of producing n pseudorandom bits using some PRG.
Now, consider the cost of converting these pseudorandom string OTs to chosen-message, for the

specific DARE messages. We observe that the selection bits xj may remain pseudorandom. In addition,
recall that 6 of 7 DARE bits for each output are pseudorandom. This means that of the 14 total bits
(corresponding to the 7 bit values depending on xj = 0 or xj = 1), 6 may remain uncorrected, in turn
implicitly defining the random r1, . . . , r6. The remaining 8 bit values are then computed and set by
reverse-computing the corresponding ri values as necessary.

We now count the exact number of gates required for the sender to compute its OT messages:

– OT1: First message defines r1, second message is r1 ⊕ 1 (cost: 1 NOT)
– OT2: First message defines r2, second message is r2 ⊕ 1 (cost: 1 NOT)
– OT3: First message defines r3 ⊕ r1r2, second message is this ⊕r2 (cost: 1 XOR for second message,

1 AND + 1 XOR to get r3)
– OT4: first message defines r4, second message r1 ⊕ r4 (cost: 1 XOR)
– OT5: first message gives r5, second message is r5 ⊕ 1 (cost: 1 NOT)
– OT6: first message gives r6, second message is r6 ⊕ 1 (cost: 1 NOT)
– OT7: set first message to r3 ⊕ r4 ⊕ r5 ⊕ r6, second message to this ⊕1 (cost: 1 NOT + 3 XOR)

For each of OTs 1–6, the sender must compute an additional XOR, to get the correction bit that is
sent to the receiver to fix the second message. For OT7, both messages need to be fixed. This stage costs
an additional 8 XORs, plus sending the 8 correction bits to the receiver.

The total cost (for case (1) of the DARE) is: 5 NOT, 1 AND and 13 XOR gates.
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For case (2), we get the same plus 1 extra NOT. For case (3) (constant function 0), the cost is: 1
AND + 12 XOR (8 XOR to fix non-random OT messages, 1 AND + 4 XOR to fix the result of the
DARE). For case (4), there is 1 additional NOT to invert the result.

Ignoring NOT gates, 2 of the above 4 cases cost 14 gates, while the last 2 cost 13. Since these each
occur with probability 1/4, the average cost is 13.5 gates.

Meanwhile, for each of its N outputs, the receiver uses 1 AND gate plus 5 XOR gates to evaluate the
DARE expression.

Combined IKOS costs. Summing up, we get the following overall costs to produce N instances of random
bit-OT:

– Setup: κ base OTs of λ-bit strings
– Communication: 8N bits from sender to receiver
– Sender computation: Cprg(14N) + 13.5N
– Receiver computation: Cprg(7N) + 10N

B Analysis of Sparse LPN

The main result of this section is:

Proposition 44. Let n,N ∈ N. For constant d ≥ 2 there exists a constant Kd > 0 such that the
following holds for every γ > 0. For sufficiently large n, there exists a matrix G ∈ {0, 1}N×n with
d-sparse rows so that every nonzero vector u⃗ satisfying u⃗⊤ · G = 0⃗ satisfies HW(u⃗) ≥ nγ/Kd, and
furthermore N ≥ n(1−γ)d/2+γ .

Following [MST03b,CRR21], in order to show the existence of a d-sparse matrix G with good dual
distance properties (which thereby implies resistance to linear tests) we show that there is at [N ] × [n]
bipartite matrix with left-degree d which has the unique-neighbours property. This is implied by > d/2
expansion.

We now make this more precise. Let (V1, V2, E) be a bipartite graph with left vertex set V2 = [N ]
and right vertex set V2 = [n]. For a subset S ⊆ V = V1 ∪V2 we denote by Γ (S) = {u ∈ V : vu ∈ E}, i.e.,
the neighbours of S. For a vertex u ∈ Γ (S) we call u a unique-neighbour of S if |Γ ({u}) ∩ S| = 1, i.e., u
is incident to exactly one vertex in S.

Now, there is a natural translation between such bipartite graphs and matrices in {0, 1}N×n by taking
adjacency matrices. Consider the adjacency matrix G of a graph G and a vector u⃗ ∈ {0, 1}N ; we would
like to come up with a simple condition implying u⃗⊤G ̸= 0⃗. This exactly means that, if S ⊆ [N ] is the
support of u⃗, we have that there is an “odd neighbour” of S, i.e., a vertex v ∈ Γ (S) for which |Γ ({v})∩S|
is odd. This is certainly implied by |Γ ({v})∩S| = 1, i.e., the condition of v being a unique neighbour of
S.

So, to guarantee G has dual distance at least D it suffices to argue that every subset S ⊆ [N ] has
a unique neighbour in the corresponding graph G. Recall that we are interested in matrices for which
every row has d nonzero entries; this is equivalent to the corresponding graph G having left-degree d.

To guarantee that a subset S ⊆ [N ] has a unique neighbour, observe that it suffices to show that
|Γ (S)| > (d/2)|S|. Indeed, if there is no unique neighbour of S then every v ∈ Γ (S) is adjacent to at least
2 vertices in S, implies |Γ (S)| ≤ (d/2)|S|. Thus, the existence of a unique neighbour for every subset
S ⊆ [N ] of size at most D is guaranteed by (D, d/2)-expansion: i.e., the property that for all S ⊆ [N ]
with |S| ≤ D we have |Γ (S)| ≥ (d/2)|S|.

Due to the above the discussion, the following lemma implies Proposition 44.

Lemma 45. Let n,N ∈ N. For constant d ≥ 2 there exists a constant Kd > 0 such that the following
holds for every γ > 0. For sufficiently large n, there exists a (D, d/2)-bipartite expander graph with N
left vertices, n right vertices, and left degree d with N ≤ n(1−γ)d/2+γ and D ≤ nγ/Kd.

Proof. We proceed via the probabilistic method: we sample a graph and show that it has the desired
properties with positive probability. Consider a random bipartite graph with left vertex set V1 = [N ] and
right vertex set V2 = [n] obtained by for each vertex v ∈ V1 sampling a random subset of d vertices from
V2 and connecting itself to it. Then, for a subset S ⊆ V1 of size i on the left and a subset of size d ∗ i/2
on the right we have that the probability that all of the edges leaving S are incident to vertices in T is
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)b.
To bound this sum, we use different bounds for different values of i. For i = 2 the contribution is

(Kd · 1
nγ )

d−2. For i = 3 the contribution is (Kd · 3
2nγ )

3d/2−3. For i = 4, . . . , log2 n each term is at most
(Kd · log

2 n
2n

γ )2d−4, so the total contribution from these terms is at most log2 n · (Kd · log
2 n

2n
γ )2d−4. Finally,

for the terms i = log2 n + 1, . . . , D the bound is at most (1/2)(d/2−1) log2 n, so the total contribution
from these terms is at most D · (1/2)(d/2−1) log2 n. Recalling the choice of D ≤ nγ/Kd, each of these
contributions tends to 0 as n→∞. The lemma follows.

Remark 46. Before concluding this section, we recall that if N = Ω(n2) then sparse primal LPN is
susceptible to an attack by Arora and Ge [AG11]. Thus, in setting parameters we will ensure N = o(n2).

C Instantiating the Correlation-Robust Local PRG

Random Local Functions, i.e. function f(x) = P1(π1(x)|| · · · ||Pm(πm(x)) where the πj : {0, 1}n → {0, 1}ℓ
are subset projection functions and the Pj are simple predicates over {0, 1}ℓ, were initially introduced
by Goldreich in [Gol00] in an attempt to identify the simplest possible one-way function. When m≫ n,
it has been conjectured that for suitable predicates and if the subsets corresponding to the πj ’s form a
good expander, random local functions are actually pseudorandom generators in NC0.

The existence of PRGs in NC0 was first considered by Cryan and Miltersen in [CM01]. Applebaum,
Ishai, and Kushilevitz [AIK04, AIK08] showed that pseudorandom generators with linear stretch m =
O(n) exist in a complexity class as low as NC0

4 (the class of constant depth, polysize circuits where
each output bit depends on at most 4 input bits), under standard assumptions for the case of PRG
with sublinear stretch, and under an Alekhnovich-style LPN assumption for the case of PRG with linear
stretch. In the polynomial stretch regime, Mossel, Shpilka, and Trevisan [MST03a] gave a concrete
candidate PRG in NC0, by instantiating a random local function with d = 5, and the predicate

P5 : (x1, x2, x3, x4, x5) 7→ x1 + x2 + x3 + x4x5 .

They proved that this PRG fools F2-linear distinguishers for a stretch up to m(n) = n1.25−ε (for an
arbitrary small constant ε). This result was later extended to a larger stretch n1.5−ε in [OW14]. Sub-
sequently, there have been many studies of this PRG and variants with larger stretch [BQ09, App12,
OW14,CEMT14,App15,ABR16,AL16,LV17,BCG+17b,CDM+18].

C.1 Properties of the Predicates

Applebaum and Lovett [AL16] put forward the conjecture that for an appropriate choice of the projection
functions πj , a local PRG is secure as soon as the predicates satisfy three properties: (1) high resiliency,
(2) high bit-fixing degree, and (3) high rational degree. They formalized this conjecture by proving that
predicates satisfying the above properties yield local PRGs that withstand two powerful classes of attacks:
F2-linear attacks and algebraic attacks. Below, we recall the result of Applebaum and Lovett, and prove
that all three properties are preserved under shifts. In particular, this implies that instantiating P with
a predicate satisfying (1), (2), and (3) also yields a plausible construction of correlation-robust PRG,
since all predicates Pi : x→ P (x⊕∆i) satisfy the same properties, and therefore neither linear attacks
nor algebraic attacks can contradict the correlation-robustness of the PRG.

Definition 47 (Predicate properties). For a predicate P : {0, 1}ℓ → {0, 1}:
13 Note that the i = 1 case never fails by construction.
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– P has resilience k if it has no nontrivial correlation with any linear combination of less than or equal
to k of its input bits. That is,

Ez∈{0,1}ℓ [(−1)P (z)+⟨z,γ⟩] = 0

for all γ ∈ {0, 1}ℓ with hamming weight ≤ k.
– P has r-bit-fixing degree e if, taking the minimum over all restrictions of P by fixing r bits, the

minimal F2-degree of a restriction is e.
– P has rational degree e if there exist Q,R : {0, 1}ℓ → {0, 1} of degrees degF2

(Q),degF2
(R) ≤ e, where

R ̸= 0, such that P (z)R(z) +Q(z) = 0 ∀z ∈ {0, 1}ℓ.

Note the theorems of Applebaum-Lovett are expressed with n copies of the same predicate P ; however,
the proofs of the corresponding theorems use only the fact that each predicate individually satisfies the
relevant properties.

Theorem 48. [ [AL16] (Thm 1.1.2 & 1.4.2)]

1. Let P be a predicate with resilience k and r-bit-fixing degree e. Then for any s > 1 and ϵ > 0, if
k, r, e ≥ Ω(s/ϵ) then P is s-pseudorandom against F2-linear tests.

2. Let P be a predicate with rational degree e. Then for any s, if e > 8s+ 1 then P is s-pseudorandom
against algebraic tests.

Proposition 49 (Predicate properties preserved under shift). Consider a Boolean predicate P :
{0, 1}ℓ → {0, 1}. Then for any ∆ ∈ {0, 1}ℓ,

– If P (x) is k-resilient, then P (x+∆) is k-resilient.
– If P (x) has r-bit-fixing degree e, then P (x+∆) has r-bit-fixing degree e.
– If P (x) has rational degree d, then P (x+∆) has rational degree d.

Proof. The k-resilience of P (x +∆) follows from the observation that if z $← {0, 1}ℓ then also z +∆ is
uniformly random, so

Ez∈{0,1}ℓ [(−1)P (z+∆)+⟨z,γ⟩] = Ez∈{0,1}ℓ [(−1)P (z+∆)+⟨z+∆,γ⟩+⟨∆,γ⟩]

= (−1)⟨∆,γ⟩Ez∈{0,1}ℓ [(−1)P (z+∆)+⟨z+∆,γ⟩]

= (−1)⟨∆,γ⟩ · 0 = 0.

For the remaining two properties, we simply require the fact that degree of polynomials is preserved
under additive shifts of inputs. Indeed, if we can fix e bits of P (x) and then it is equal to a degree r
polynomial Q(x), then P (x+∆) after fixing these same e bits is equal to Q(x′ +∆′) where x′, ∆′ is the
restriction of x,∆ to these e bits, and Q(x′ + ∆′) has degree r. Similarly, if P (z)R(z) + Q(z) = 0 for
all z ∈ {0, 1}ℓ then P (z +∆)R(z +∆) +Q(z +∆) = 0 for all z ∈ {0, 1}ℓ and Q(z +∆), R(z +∆) have
degree equal to deg(Q),deg(R), respectively.

Concrete Choices of Predicate. In this work, we will explicitly work with two constructions of
correlation-robust local PRGs based on the following two predicates. Firstly, the P5 predicate given
above, which plausibly is secure with stretch n1.5−ε. We use this both as a general-purpose PRG (which
allows arbitrary stretch when used iteratively), as well as for the correlation-robust PRG in our dual-LPN
construction.

Secondly, in our primal-LPN construction, we use the arity 9 predicate P9 := XOR-MAJ4,5, defined
as

XOR-MAJ4,5(x1, . . . , x9) = x1 + x2 + x3 + x4 +majority(x5, . . . , x9) ,

where the sum is computed modulo 2. This predicate is 4-resilient, has 2-bit fixing degree 2, and has
rational degree 3 (see, e.g., [AL16, Corollary 1.2]). By Theorem 48, it follows that it could plausibly
achieve stretch n2.5−ε (see also [DMR21, Theorem 1] and the surrounding discussion). Lastly, we remark
that it is possible to compute this predicate with 17 operations.
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