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#### Abstract

. NIST has already published the first round of submissions for additional post-quantum signature schemes and the only isogeny-based candidate is SQIsign. It boasts the most compact key and signature sizes among all post-quantum signature schemes. However, its current implementation does not address side-channel resistance. This work is the first to identify a potential side-channel vulnerability in SQIsign. At certain steps within the signing procedure, it relies on Cornacchia's algorithm to represent an integer as a sum of squares of two integers. This algorithm in turn uses a 'half-GCD' (half-greatest common divisor) sub-routine based on Euclid's division algorithm which has often been exploited for side-channel attacks. We show that if the inputs of Cornacchia's algorithm leak, then one can retrieve the signing key in polynomial time. Also, since there is no constant-time implementation for SQIsign, we propose two timing attack-resistant versions of Cornacchia's algorithm. The first version uses a constant-time 'half-GCD' algorithm that runs a fixed number of times for a given upper bound based on the bit-size of the inputs. The second version is based on the two-dimensional lattice reduction algorithm. We show that randomizing the starting basis with an unimodular matrix would make the execution time independent of the input.
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## 1 Introduction

The currently deployed cryptographic primitives largely rely on the mathematical hard problems of integer factorization and discrete logarithms. Peter Shor in 1994 published a breakthrough algorithm [Sho94, Sho97] to factor large integers (which was super-polynomial in time in classical computers) in polynomial time with the use of quantum computing. From then on, the looming threat of large-scale quantum computers has led to immense research in the field of post-quantum cryptography. In 2016 NIST started the procedure to standardize post-quantum Key Encapsulation Mechanisms (KEMs) and digital signature schemes [Nata]. In the initial rounds of evaluation, the main criterion was the theoretical security of the submitted schemes. But moving forward, NIST has broadened its assessment criteria to also include implementation aspects such as performance and resistance to side-channel attacks (SCA). The process is currently in Round 4 and the first winners have been announced in 2022. Three digital signature schemes were chosen for standardization: Dilithium $\left[\mathrm{DKL}^{+} 18\right]$, Falcon and SPHINCS+ $\left[\mathrm{BHK}^{+} 19\right]$. While all these schemes have their merits, NIST deemed the portfolio of signature schemes not diverse enough and announced a new call for "additional signatures" [Natb] in 2023, exclusively devoted to post-quantum signature schemes. The first round of submissions have been released in June.

Among the diverse range of submissions (code-based, multivariate-based, MPC-based etc.), the only isogeny-based candidate is SQIsign [CSCRSDF ${ }^{+}$23].

Isogeny-based schemes date back to Couveignes's seminal paper [Cou97] which was then rediscovered by Rostovtsev and Stolbunov [RS06]. Improving on Couveignes's original approach, De Feo and Galbraith constructed SeaSign [DFG19] using the Fiat-Shamir protocol with aborts technique. Then Beullens, Kleinjung and Vercauteren proposed CSi-FiSh [BKV19] which uses Couveignes' original idea combined with a record class group computation. CSi-FiSh achieves respectable performance but it is currently infeasible to instantiate it for higher security levels and it potentially does not reach NIST level I security [Pei20],[BS20]. An alternative option came in the form of SCALLOP [ $\left.\mathrm{FFK}^{+} 23\right]$ but it is also currently too slow for applications. All these signatures are based on cryptographic group actions (of which CSIDH [CLM $\left.{ }^{+} 18\right]$ and SCALLOP are examples $\left[\mathrm{FFK}^{+} 23\right]$ ).

Taking inspiration from SIDH one can also build signature schemes based on the pure isogeny problem which could actually remain unaffected by recent SIDH attacks [CD22, MMP ${ }^{+}$23, Rob23], such as the work by [DFDGZ23]. This scheme however is based on an identification system with low soundness and thus, has to be repeated many number of times resulting in big signature sizes.

A completely different approach for constructing signatures from isogenies was proposed by Galbraith, Petit and Silva [GPS17](GPS). Their signature relies on the observation that one can compute isogenies between curves of known endomorphism rings. Based on this observation they designed an identification scheme reminiscent of graph isomorphism. For this they rely on a quaternion version of the isogeny path-finding problem which was efficiently solved by Kohel, Lauter, Petit and Tignol, hence dubbed the KLPT algorithm [KLPT14]. The advantage of the GPS signature scheme is that its security is based on the endomorphism ring problem which is the fundamental hard problem in isogeny-based cryptography. However, it has a constrained challenge space as it allows bit-long challenges. In 2020 De Feo, Kohel, Leroux, Petit and Wesolowski proposed SQIsign [DFKL+ 20] which improves upon the GPS scheme in many ways and provides a much better performance. SQIsign stands out among all its isogeny-based predecessors as well as the rest of its NIST counterparts because it is the most compact post-quantum signature to date.

Within the framework of the NIST standardization process, submissions are clearly required to provide comprehensive assessments of the state of cryptanalysis, specifically pertaining to their security assumptions and their resilience against side-channel attacks. While there is a plethora of side-channel literature in case of most lattice-based candidates ([RRCB20, $\mathrm{REB}^{+} 22, \mathrm{XPR}^{+} 22$, PPM17], to name only a few), side-channel analysis of SQIsign present a stark contrast. Indeed, there exists several isogeny-based side-channel works that target, for instance, point-doubling operations or scalar multiplications on elliptic curves and propose adequate countermeasures $\left[\mathrm{RJB} 19, \mathrm{PCK}^{+} 23\right.$, SST04, $^{\text {DFEMG }}{ }^{+} 22$, CMRS22, ZYD ${ }^{+}$20, GLK21, MCR19, OAYT19, $\left.\mathrm{BBC}^{+} 21\right]$. However, SQIsign is yet to undergo any rigorous cryptanalysis on its quaternion side and as mentioned in its 'specifications' document [CSCRSDF $\left.{ }^{+} 23\right]$ submitted to NIST, it also lacks a side-channel resistant implementation which is important for practical applications. This implies that several subroutines within SQIsign are non-constant time such as, computing the Hermite Normal Form (HNF) of a matrix or solving diophantine equations (one instance of which we address in this paper) which are fundamental to SQIsign's quaternion arithmetic. This work is the first to undertake one such endeavour on two fronts for SQIsign: on one hand, we analyze its quaternion-based algorithms to look for potential side-channel vulnerabilities, and on the other hand, we also provide constant-time alternatives for some selected algorithms as the first step towards a full constant-time SQIsign implementation. The first part of our work is intended to serve as a reference for any cryptanalyst who wants to target SQIsign but is intimidated by its sheer complexity. Also, the conventional countermeasures in elliptic-curve cryptography often revolve around protecting the scalar multiplication
using several techniques such as masking, blinding or algorithmic modifications. However, conventional countermeasures that are effective in the context of pure elliptic curve (or quaternion) arithmetic would not be directly applicable here. Hence, in the second part of our work we put significant efforts to devise countermeasures that fit the requirements of the scheme without greatly increasing its conceptual or computational complexity.

### 1.1 Our contributions

SQIsign's success of achieving the most compact key and signature sizes resides in its mathematical foundations. The complex signing procedure makes an immediate in-depth cryptanalysis seem quite daunting. This might urge an adversary to identify points of attack within the 'simpler' building blocks. We discuss one such potential cryptanalytic starting point. In particular, we highlight an instance of Cornacchia's algorithm within SQIsign's signing routine that could make it susceptible to side-channel attacks because it involves Euclid's division algorithm which has been shown to be vulnerable to sidechannel attacks [AGS07, AT07, ASS17, AB20]. Moreover, the current implementation of Cornacchia's algorithm in SQIsign is indeed not constant-time.

- For our first contribution, we start by considering a general attack model of a powerful adversary capable of using one or more forms of side-channel attack techniques to exploit the possible side-channel vulnerabilities of the 'leaky' Euclid's algorithm within SQIsign. We then present a detailed polynomial-time key recovery method that reveals the secret signing key to the adversary under the aforementioned hypothesis. We show that the knowledge of Cornacchia's inputs allows the attacker to obtain a feasibly 'small' set of possible intermediate values, which can ultimately reveal the entire signing key (Theorems listed in fig. 1).
In our next contribution, we only consider a specific timing-attack model and provide constant-time/time-independent solutions for Euclid's and Cornacchia's algorithms in order to realize a constant-time implementation of SQIsign. These alternative algorithms are also of independent interest as they are integral subroutines of many important quaternion functions in SQIsign.
- We propose a constant-time half-GCD algorithm that can replace the current nonconstant time version. We give shape to our proposed algorithm by introducing a parameter to control the execution steps and making considerable tweaks to the underlying idea of Euclid's algorithm. We verify our constant-time claim experimentally and report comparison results with its non-constant time counterpart.
- Since solving an equation of the form ' $x^{2}+y^{2}=m$ ' using Cornacchia's algorithm is equivalent to finding the shortest vector in a suitable two-dimensional lattice, we propose lattice reduction as a replacement for Cornacchia's algorithm. We add an additional basis-randomization step to ensure that the computations within the algorithm no longer correlate with the initial secret-dependent inputs of the algorithm. Using leakage-detection tests, we compare our randomized lattice reduction algorithm with its non-constant time counterparts.


### 1.2 Organization of the paper

In Sec. 2, we give all the important background information necessary for our paper. The design rationale of SQIsign spans over a vast range of topics related to elliptic curves and quaternion algebra. Many minute details of its construction are not intuitive and can only be understood after an in-depth study of the scheme. We provide explanations only for a handful of carefully selected topics to make our results comprehensible to the reader.

Sec. 3 presents an observation which could lead to a polynomial-time key recovery. We show that if an attacker (using simple timing or power or more advanced side-channel techniques) is able to guess the input variables to Cornacchia, then it can successfully recover the signing key in polynomial time. While we do not present any experimental attack, we propose a theoretical key-recovery procedure which is applicable in any attack scenario that can retrieve the inputs of Cornacchia. Sec. 4 describes constant-time implementations of Cornacchia, as a starting point towards making SQIsign's signature generation resistant to side-channel attacks. We provide performance results in Sec. 5 In Sec. 6 we provide insights into future directions that would motivate greater research towards exploring the potentials of SQIsign and realizing a more practical, side-channel resistant implementation.

## 2 Preliminaries

In this section we cover certain mathematical and algorithmic topics necessary to present our results. For more details on elliptic curves we urge the reader to refer to [Sil09] and for quaternion algebras we refer to [Voi21].

### 2.1 Notation

We use the notations $\mathbb{F}_{q}, \mathbb{Z}$ and $\mathbb{Q}$ to denote a finite field of order $q$, the set of integers and rational numbers respectively. $H$ represents a quaternion algebra over $\mathbb{Q}$. Multiplication between integers, reals or quaternion elements is shown using ' $\because$ ', whereas ' $*$ ' represents a matrix multiplication. The dot product between two vectors is given by $(\cdot \mid \cdot)$ and their norm is denoted by $\|\cdot\|$. The floor function is represented by the symbol $\lfloor\cdot\rfloor$. The $p$-adic valuation of an integer is denoted by $\nu_{p}$. Bitwise AND, right and left shift operations are represented by the symbols ' $\mathcal{E}$ ', ' $\ll$ ' and ' $\gg$ ' respectively.

### 2.2 Supersingular elliptic curves

Let $E_{1}$ and $E_{2}$ be elliptic curves defined over some finite field $\mathbb{F}_{q}$. An isogeny is a nonzero rational map that sends the point of infinity of $E_{1}$ to the point of infinity of $E_{2}$. Alternatively, one can also define isogenies as rational maps which are simultaneously group homomorphisms. An isogeny is a finite map of curves, thus, induces a finite field extension on the function fields of the elliptic curves. An isogeny is called separable if the said field extension is separable. The degree of the isogeny is defined as the degree of the field extension. If an isogeny is separable, then its degree is equal to the size of its kernel. For every isogeny $\phi: E_{1} \rightarrow E_{2}$ there exists a dual isogeny $\hat{\phi}: E_{2} \rightarrow E_{1}$ which has the same degree as $\phi$ and $\phi \circ \hat{\phi}$ is the multiplication-by-deg $(\phi)$ map (this is also true if they are composed in the other order). Two elliptic curves $E_{1}$ and $E_{2}$ are isomorphic if and only if there exists a degree 1 isogeny between them. To every elliptic curve $E$ defined over $\mathbb{F}_{q}$ one can associate an element of $\mathbb{F}_{q}$ called the $j$-invariant, denoted by $j(E)$. Two elliptic curves defined over $\mathbb{F}_{q}$ are isomorphic if and only if their $j$-invariants coincide.

An endomorphism of $E$ is an isogeny from $E$ to itself. In order to obtain a ring structure, the zero map is also considered to be an endomorphism. Endomorphisms thus form a ring under addition and composition. If $E$ is defined over $\mathbb{F}_{q}$, then its endomorphism ring is never equal to $\mathbb{Z}$ (i.e., only contains scalar multiplications) but in most cases it is still commutative (an order in a quadratic field). If the endomorphism ring of $E$ is commutative, then we call $E$ ordinary, otherwise $E$ is supersingular. In this paper we will only be looking at supersingular elliptic curves. Supersingular elliptic curves can all be defined over $\mathbb{F}_{p^{2}}$. One can detect supersingularity efficiently by computing its number of points over $\mathbb{F}_{p^{2}}$ (as an equivalent definition of supersingularity is that the trace of Frobenius is divisible by $p$ ).

### 2.3 Quaternion algebras and the Deuring correspondence

As mentioned before, the endomorphism ring of a supersingular elliptic curve is a noncommutative ring. In this subsection, we give more details about the endomorphism ring and introduce an important categorical equivalence, called the Deuring correspondence. A rational quaternion algebra $H$ is a central simple algebra of dimension four over $\mathbb{Q}$. It always has a presentation $i^{2}=a, j^{2}=b, i j=-i j$ where $1, i, j, i j$ constitute a $\mathbb{Q}$-basis and $a, b \in \mathbb{Q}^{*}: H(a, b)=\mathbb{Q}+i \mathbb{Q}+j \mathbb{Q}+k \mathbb{Q}$. An order in a quaternion algebra is a subring that contains 1 and also contains a $\mathbb{Q}$-basis of the algebra. An order is called maximal if it is maximal with respect to inclusion.

Let $B_{p, \infty}$ be the quaternion algebra ramified at $p$ and infinity. In the special case where $p \equiv 3(\bmod 4)$ this just amounts to $i^{2}=-1$ and $j^{2}=-p$. The endomorphism ring of a supersingular curve over $\mathbb{F}_{p^{2}}$ is a maximal order in $B_{p, \infty}$. Furthermore, every maximal order in $B_{p, \infty}$ is the endomorphism ring of a supersingular elliptic curve. It is also well-understood when non-isomorphic curves have isomorphic endomorphism rings, namely if and only if they are Frobenius conjugates. The Deuring correspondence is a correspondence between isomorphism classes of supersingular elliptic curves over $\mathbb{F}_{p^{2}}$ and isomorphism classes of maximal orders in $B_{p, \infty}$. The Deuring correspondence is two-to-one in most cases and one-to-one if and only if the curve can be defined over $\mathbb{F}_{p}$. This relation has considerably more structure than just some map between sets. One can consider supersingular elliptic curves together with isogenies, so we need to define the quaternion analogue of an elliptic curve isogeny.

The analogue of an isogeny with domain $E$ is a left ideal of $\operatorname{End}(E)$. The way to associate a left ideal to an isogeny is as follows. Let $\phi: E \rightarrow E_{A}$ be an isogeny whose kernel is a subgroup $G$. Then one can take the set of all endomorphisms of $E$ which vanish on $G$. It is easy to see that this set is a left ideal. In the reverse direction we can take a left ideal $I$ of $\operatorname{End}(E)$ and intersect all the kernels of the endomorphisms in $I$. This provides us a subgroup which we denote by $E[I]$. Then there is a unique isogeny with kernel $E[I]$ which will be the isogeny associated to $I$. The norm of the ideal is defined as the greatest common divisors of all the norms in $I$ and is equal to the degree of the associated isogeny.

A natural question is how do we get the "codomain" for a given left ideal $I$. This is provided by the right order $\mathcal{O}_{r}(I)=\left\{\beta \in B_{p, \infty} \mid I \beta \subseteq I\right\}$. A connecting ideal between $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ is a left ideal of $\mathcal{O}_{1}$ whose right order is isomorphic to $\mathcal{O}_{2}$. An Eichler order is the intersection of two maximal orders. It encodes a particular connecting ideal as $\mathcal{O}_{1} \cap \mathcal{O}_{2}=\mathbb{Z}+I$ where $I$ is a left ideal of $\mathcal{O}_{1}$ and a right ideal of $\mathcal{O}_{2} . \mathcal{O}_{1} \cap \mathcal{O}_{2}$ is a $\mathbb{Z}$ sub-lattice of $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ of the same index (sometimes called the level) which is equal to the norm of the ideal $I$.

### 2.4 KLPT and SQIsign

In isogeny-based cryptography the natural algorithmic problem is finding isogenies between supersingular elliptic curves. A more specific problem is when the degree, say, $d$ of the isogeny is also specified. When $d$ is small this problem is quite easy, hence, the interesting case is when $d$ is large. In that case however, just writing down the output (essentially polynomials of degree $d$ ) might be problematic for a generic $d$. Therefore, it is rather natural to restrict to degrees which are smooth and quite naturally to the case where $d=l^{k}$ and $l$ is a small prime (e.g., 2 or 3 ).

These problems are all thought be hard even for a quantum computer. Due to Deuring correspondence, there is a natural quaternion analogue of this problem. Namely given two maximal orders, find a connecting ideal of norm $l^{e}$. Such a connecting ideal should exist for a large enough $e$. Even though it is the exact analogue of a hard problem, it admits a polynomial time algorithm, discovered by Kohel, Lauter, Petit and Tignol [KLPT14]. We briefly sketch the idea of the KLPT algorithm here.

For simplicity we will assume that $p \equiv 3(\bmod 4)$ (the general case is not much harder). The first observation is that if one wants to find a path between two maximal orders, then it is actually enough to connect both maximal orders to one specific order and concatenate the paths. This special order, denoted by $\mathcal{O}_{0}$ is the endomorphism ring of the elliptic curve $y^{2}=x^{3}+x$ and contains $1, i, j$ (it is actually generated as a $\mathbb{Z}$-module by $1, i,(1+j) / 2$ and $(i+i j) / 2)$. From now on we assume that we are looking for a connecting ideal between $\mathcal{O}_{0}$ and some other maximal order $\mathcal{O}$. One finds a connecting ideal $I_{0}$ using an algorithm of Kirschmer and Voight [KV10]. Naturally, the norm of this ideal is not likely to be of the form $l^{e}$, hence our goal is to find an equivalent left ideal of $\mathcal{O}_{0}$ such that its norm is $l^{e}$. This is basically equivalent to finding some element in $I_{0}$ whose norm is $n\left(I_{0}\right)=l^{e}$. The next important intermediate step is that one finds an equivalent ideal of prime norm $N$. This is easy as one just scans through elements of $I_{0}$ and since primes are relatively dense, one will find a suitable element very efficiently. So our goal is to find $\beta \in I$ such that $n(\beta)=N l^{e}$. The next observation is that $\mathcal{O}_{0} / N \mathcal{O}_{0}$ is isomorphic to $M_{2}(\mathbb{Z} / N \mathbb{Z})$ and an explicit isomorphism can be computed efficiently. Take into consideration an endomorphism $\gamma \in \mathcal{O}_{0}$ of norm $N l^{e_{0}}$ for some $e_{0}$ (this involves solving a very simple quadratic equation and can be done using RepresentInteger as in alg. 1 [DFKL ${ }^{+} 20$ ] or its slightly modified version in [DFLLW23]) . Then one can view $\mathcal{O}_{0} \gamma$ as a left ideal in $\mathcal{O}_{0} / N \mathcal{O}_{0}$ which is going to be a proper left ideal. $I$ can also be viewed as left ideal in $\mathcal{O}_{0} / N \mathcal{O}_{0}$ and is also a proper left ideal as $n(I)=N$. In $M_{2}(\mathbb{Z} / N \mathbb{Z})$ every proper left ideal is isomorphic and differs only by a right multiplication which can be computed easily. Thus one can compute $\mu \in \mathcal{O}_{0}$ such that $\left(\mathcal{O}_{0} \gamma\right) \mu \equiv I\left(\bmod N \mathcal{O}_{0}\right)$. Here everything is only determined modulo $N \mathcal{O}_{0}$, hence, there is large variety of choices for $\mu$. If one manages to choose a $\mu$ whose norm is $l^{e_{1}}$, then $\beta=\gamma \cdot \mu$ is going to be an appropriate choice. However, in general, this lifting problem can be hard. The observation of KLPT is that the lifting problem is actually easy if $\mu$ is a $\mathbb{Z}$-linear combination of $j$ and $i j$ (we will call this set $j \mathbb{Z}[i])$. This algorithm is called StrongApproximation in alg. 2 [KLPT14]. Luckily $\mu$ can be chosen that way. The crucial detail of the KLPT algorithm is the lifting procedure which only works in this specific scenario, as one would need $j \mathbb{Z}[i]$ to be contained in $\mathcal{O}_{0}$.

One way to interpret KLPT is that if one has two supersingular elliptic curves with known endomorphism rings, then one can compute an isogeny between them (a task that is deemed hard otherwise). This motivates the following sigma protocol which is the high-level idea of SQIsign [DFKL ${ }^{+} 20$ ]. The public key is a supersingular elliptic curve $E$ and let $E_{0}$ be the supersingular elliptic curve, $y^{2}=x^{3}+x$. Let $\operatorname{End}\left(E_{0}\right)=\mathcal{O}_{0}$ and let $\operatorname{End}(E)=\mathcal{O}$. Here $\mathcal{O}_{0}$ and $\mathcal{O}$ are connected by a secret left ideal $I_{\tau}$ of large prime norm. The secret key is the endomorphism ring of $E$. The main steps of the sigma protocol are the following. The prover computes an isogeny, $\phi: E_{0} \rightarrow E_{1}$ and sends $E_{1}$ to the verifier. The verifier sends a challenge isogeny, $\psi: E_{1} \rightarrow E_{2}$ to the prover. The prover responds with an isogeny between $E$ and $E_{2}$ of the degree $l^{e}$. The verifier accepts if the isogeny is indeed between those two curves and has the correct degree (of the form $l^{e}$ ).

The degree condition is necessary as otherwise a malicious prover could take an isogeny from $E$ to $E_{1}$ as a commitment and then concatenate it with the challenge isogeny. Since one can translate endomorphism rings through isogenies [GPS17], the endomorphism ring of $E_{2}$ can be computed by the prover. The naive approach here is to use the KLPT algorithm to provide an isogeny between $E$ and $E_{2}$. However, the KLPT isogeny has the peculiar feature that it always goes through $E_{0}$. This could reveal the secret key (i.e., the endomorphism ring of $E$ ) after one response. SQIsign uses a modified version of KLPT which connects $E$ and $E_{2}$ in a direct fashion, not leaking (conjecturally) any information about the endomorphism ring of $E$. This can be done by deriving a quaternion analogue of commutative isogeny diagrams. One constructs a left $\mathcal{O}_{0}$-ideal of the correct norm and pushes it forward via $I_{\tau}$ to a left ideal of $\mathcal{O}$. Of course the difficulty here is to ensure that the right order of this left ideal is isomorphic to $\operatorname{End}\left(E_{2}\right)$. This is ensured by using the

Eichler order $\mathcal{O}_{0} \cap \mathcal{O}$ and other techniques developed in KLPT.
In order to be able to respond to the verifier one has to translate the aforementioned ideal into an isogeny. There are two issues that arise in practice. First, the norm of the ideal obtained this way is large, hence its kernel will be defined over a large extension field. Second, it is not obvious how one can evaluate elements of $B_{p, \infty}$ as endomorphisms. The first issue is solved by cutting up the ideal into smaller chunks, such that for every chunk the kernel is defined over a small extension field.

The second issue is more complicated, furthermore, there is a difference between the original SQIsign construction [DFKL ${ }^{+} 20$ ] and the improved version [DFLLW23]. First we recall the original construction. Let $\alpha \in \mathcal{O}$ and we would like to evaluate it on certain points. Now $\alpha$ corresponds to an endomorphism of $E$ which (by abuse of notation) we will also denote by $\alpha$. The order $\mathcal{O}_{0}$ has the special property that every element of $\mathcal{O}_{0}$ can be evaluated in a natural fashion (as $i$ corresponds to the automorphism $(x, y) \mapsto(-x, i y)$ and $j$ corresponds to the Frobenius endomorphism). If $\alpha$ is in the Eichler order $\mathcal{O}_{0} \cap \mathcal{O}$, then we can evaluate it in $\mathcal{O}_{0}$. In order to evaluate it on $\mathcal{O}$ we need to use KLPT to translate it to $E$.

In the improved version [DFLLW23] they do not need to evaluate all endomorphisms of the Eichler order $\mathcal{O}_{0} \cap \mathcal{O}$, just a well-chosen one. This is accomplished with the SpecialEichlerNorm given in alg. 3 (that uses a slightly different version of StrongApproximation called the FullStrongApproximation) which provides a $\beta \in \mathcal{O}$ with a specific norm and some extra property. Now these special elements are used throughout the ideal to isogeny translation algorithm and KLPT is no longer needed. This results in a considerable speed-up, the main reason being that that a much better prime $p$ can be chosen this way.

We have omitted many details from [DFKL $\left.{ }^{+} 20\right]$ and [DFLLW23] but we will recall three algorithms in its entirety here as they will be relevant to our attack: RepresentInteger, StrongApproximation, and SpecialEichlerNorm.

```
Algorithm 1 RepresentInteger \({ }_{\mathcal{O}_{0}}(M)\) [DFKL \(\left.{ }^{+} 20\right]\)
Require: \(M \in \mathbb{Z}\) such that \(M>p\).
Ensure: \(\gamma=x+y i+z j+t i j \in \mathcal{O}_{0}\) with \(n(\gamma)=M\).
    Set \(m=\left\lfloor\sqrt{\frac{M}{p \cdot(1+q)}}\right\rfloor\) and sample random integers \(z, t \in[-m, m]\).
    Set \(M^{\prime}=M-p \cdot f(z, t) . \quad \triangleright f(z, t)=z^{2}+t^{2}\)
    if Cornacchia \(\left(M^{\prime}\right)=\perp\) then
        Go back to Step 1.
    else
        \(x, y \leftarrow \operatorname{Cornacchia}\left(M^{\prime}\right)\).
    end if
    \(\gamma=(x+i y+j(z+i t))\).
    return \(\gamma\).
```


### 2.5 Side-channel attacks

Even though the mathematical 'hard' problem at the core of a cryptographic primitive ensures theoretical security, its practical implementation often leaks fatal intermediate information. An adversary can observe and exploit these side-channel leaks. There are a few different classes of such side-channel attacks, some target the physical characteristics of a system while others measure changes in the timing or power consumption associated with the operations being executed. These classes can again be categorized depending on whether they use measurements from just one execution of the algorithm (called

```
Algorithm 2 StrongApproximation [DFKL \({ }^{+}\)20]
Require: Prime \(N, l\) a non quadratic residue modulo \(N\), and \(C, D \in \mathbb{Z}\).
Ensure: \(\mu=\lambda \cdot \mu_{0}+N \cdot \mu_{1}\), with \(\mu_{0}=j(C+i D), \mu_{1} \in \mathcal{O}_{0}\) such that \(n(\mu)=l^{e_{1}}\) for some
    \(e_{1} \in \mathbb{N}\).
    Select \(e_{1} \geq p \cdot N^{4}\) and adjust the parity so that \(\frac{l^{e}}{p \cdot\left(C^{2}+q D^{2}\right)}\) is a quadratic residue
    \(\bmod N\). Its square root is denoted by \(\lambda\).
    Select \(z, t\) such that \(l^{e}-p \cdot f(\lambda C+N z, \lambda D+N t)=0 \bmod N^{2}\).
    Set \(M=\frac{l^{e}-p \cdot f(\lambda C+N z, \lambda D+N t)}{N^{2}}\).
    if Cornacchia \((M)=\perp\) then
        Go back to Step 2.
    else
    \(x, y \leftarrow \operatorname{Cornacchia}(M)\).
    end if
    return \(\mu=\lambda j(C+i D)+N(x+i y+j(z+i t))\).
```

```
Algorithm 3 SpecialEichlerNorm \((\mathcal{O}, I, K)\) [DFLLW23]
Require: \(\mathcal{O}\) a maximal order, \(I\) a \(\left(\mathcal{O}_{0}, \mathcal{O}\right)\)-ideal and \(K\) a left \(\mathcal{O}\)-ideal of norm \(l\).
Ensure: \(\beta \in \mathcal{O} \backslash(\mathbb{Z}+K)\) of norm dividing \(T^{2}\).
    Set \(L=\) RandomEquivalentPrimeldeal \((I), N=n(L)\) and compute \(\alpha\) such that \(L=I \alpha\).
    Compute \(K^{\prime}=\alpha^{-1} \cdot K \cdot \alpha\).
    Compute \((C: D)=\) EichlerModConstraint \((L, 1,1)\).
    Enumerate all possible solutions of \(\mu=\) FullStrongApproximation \((N, C, D)\) until \(\mu \notin\)
    \(\mathbb{Z}+K^{\prime}\). If it fails, go back to Step 1.
    return \(\beta=\alpha \cdot \mu \cdot \alpha^{-1}\)
```

single-trace attacks) or more (called multi-trace attacks). Some popular forms of sidechannel analysis techniques include Simple or Differential Power Analysis (SPA/DPA), timing-based, memory cache-based, profiling side-channel etc.

As mentioned earlier, attacks on elliptic curve-based cryptosystems often (not always, such as in the case in SIKE [CD22, MMP ${ }^{+}$23, Rob23]) target point-doubling or scalar multiplications. While SQIsign also has elliptic curve computations and so could have potential elliptic curve-based vulnerabilities worth exploring, what makes it interesting is that there are other possibilities of attack scenarios due to additional quaternion arithmetic. We explore one such scenario: Euclid's GCD algorithm. Many of its versions have been found to be 'leaky' in side-channel literature, [AGS07, AT07, ASS17, AB20]. These works focus on mounting single-trace attacks. Since these attacks target just one execution of the algorithm, they are a more serious threat than multi-trace attacks relying on statistical analysis of several measurements to gain useful secret information. For example, [AGS07] presented a theoretical attack on this algorithm by proposing a model that relates its execution flow with the inputs. More specifically, the authors use a Simple Branch Prediction Analysis (SBPA) attack strategy to exploit timing differences in the execution flow and recover the inputs. This GCD algorithm can also be terminated 'half-way', leading to a sub-quadratic algorithm known as 'half-GCD'. SQIsign uses the half-GCD algorithm within one of its subroutines, the Cornacchia's algorithm to express an integer as a sum of two squares. In this paper, we show how an adversary can guess the signing key of SQIsign if they are able to exploit the side-channel vulnerabilities of Euclid's algorithm. To mitigate timing vulnerabilities of their current non-constant time implementations, we provide constant-time algorithms (the timing complexity is independent of the input).

### 2.6 Algorithms: Cornacchia and Euclid

Cornacchia's algorithm [Cor08] states that, for two co-prime integers $m$ and $d$, the solution of the diophantine equation, $x^{2}+d \cdot y^{2}=m$, in coprime integers $x$ and $y$ (if any) is given by the Euclid's algorithm applied to the pair $\left(x_{0}, m\right)$ where $x_{0}$ is any root of $x^{2} \equiv-d$ $(\bmod m)$. The algorithm stops when in the successive sequence $\left(r_{n}\right)$ of remainders, it finds an $r_{k}$ satisfying the relation, $r_{k}^{2}<m \leq r_{k-1}^{2}$. In practical implementations, this translates to employing the 'half-GCD' algorithm. The solution is then, $\left(x=r_{k}, y=\sqrt{\frac{m-r_{k}^{2}}{d}}\right)$ if $y$ is an integer, otherwise the process is repeated with another modular square root $x_{0}^{\prime}$ until all such roots get exhausted. SQIsign implements a version of the Cornacchia's algorithm for $d=1$. We mention this algorithm in alg. 4 from [CSCRSDF $\left.{ }^{+} 23\right]$.

```
Algorithm 4 Cornacchia ( \(m\) ) [Cor08]
Require: \(m \in \mathbb{Z}\)
Ensure: \(x, y \in \mathbb{Z}\) s.t. \(x^{2}+d \cdot y^{2}=m\).
    Compute \(u=\sqrt{-d}(\bmod m)\).
    Compute \(r_{k}=\operatorname{halfgcd}(u, m)\).
    Check, \(\sqrt{\left(m-r_{k}^{2}\right) / d} \in \mathbb{Z}\).
    if False then
        go to step 1 for a new \(u\).
    else
        \(x=r_{k}, y=\sqrt{\left(m-r_{k}^{2}\right) / d}\).
    end if
    return \(x, y\)
```

```
Algorithm 5 halfgcd \((m, u)\) [Lon23]
Require: \(m, u \in \mathbb{Z}\).
Ensure: \(a \in \mathbb{Z}\).
    Set \(l=\lfloor\sqrt{m}\rfloor\)
    Set \(a, b=m, u\)
    while \(a>l\) do
        Compute \(r=a(\bmod b)\).
        Set \(a, b=b, r\).
    end while
    return \(a\)
```

The sub-routine halfgcd in alg. 4 is just the Euclid's algorithm terminated 'half-way', that is, when the condition of $r_{k}<\sqrt{m}$ is met, as given in alg. 5. Euclid's algorithm is a sequence of recursive steps used to compute the greatest common divisor (GCD) of two integers. For two integers $a, b \in \mathbb{Z}$ and assuming that $a>b$, it can be visualized as a sequence of linear combinations of successive quotients $q_{i}$ and remainders $r_{i}$ such that, $r_{i+1}=r_{i-1}-q_{i+1} \cdot r_{i}$. If after certain $N$ steps of the algorithm, the remainder $r_{N}=0$ then the last non-zero remainder $r_{N-1}$ is the GCD of $a$ and $b$, that is, $r_{N-1}=\operatorname{gcd}(a, b)$.

### 2.7 Lattices and Lagrange reduction

A lattice $L$ of dimension $r$ is a discrete subgroup of $\mathbb{R}^{n}$. In other words, $L=\left\{\sum_{i=1}^{r} c_{i} \mathbf{v}_{\mathbf{i}}\right.$ : $\left.c_{i} \in \mathbb{Z}, i \in\{1,2, \cdots, r\}\right\}$. Thus a lattice consists of all $\mathbb{Z}$-linear combinations of linearly independent vectors $\mathbf{v}_{\mathbf{i}} \in \mathbb{R}^{n}$. The vectors $\mathbf{v}_{\mathbf{i}}$ comprise a 'basis' $\beta$ of the lattice. A basis $\beta$ can also be represented by a matrix $B$ of row vectors such as,

$$
B=\left[\begin{array}{c}
\mathbf{v}_{\mathbf{1}} \\
\vdots \\
\mathbf{v}_{\mathbf{r}}
\end{array}\right]=\left[\begin{array}{ccc}
v_{11} & \cdots & v_{1 n} \\
\vdots & \ddots & \vdots \\
v_{r 1} & \cdots & v_{r n}
\end{array}\right]
$$

A lattice $L$ usually has an infinite number of bases. If $\left\{\mathbf{v}_{\mathbf{1}}, \cdots, \mathbf{v}_{\mathbf{r}}\right\}$ is a basis then another basis would be $\left\{\mathbf{v}_{\mathbf{1}}, \cdots, \mathbf{v}_{\mathbf{i}-\mathbf{1}}, \mathbf{v}_{\mathbf{i}}+k \cdot \mathbf{v}_{\mathbf{j}}, \mathbf{v}_{\mathbf{i}+\mathbf{1}}, \cdots, \mathbf{v}_{\mathbf{r}}\right\}$, where $i \neq j$ and $k \in \mathbb{Z}$. The volume of the lattice $L$ is given by $\mathrm{V}(L)=\sqrt{\operatorname{det}(G)}$, where $G=B * B^{T} \in \mathbb{R}^{r \times r}$ is the associated 'Gram matrix'. Transitioning between basis matrices, say $B$ and $B^{\prime}$ is usually equivalent to multiplying one of the basis matrices with an unimodular matrix $M$ over $\mathbb{Z}$, i.e., $B^{\prime}=M * B$. The volume of the lattice however, is invariant, $\sqrt{\operatorname{det}(G)}=\sqrt{\operatorname{det}\left(G^{\prime}\right)}$. A lattice basis transition is necessary, for example, when one wants to find a "nice" basis for the lattice. A measure for how "nice" the basis is could be found in the 'orthogonality
defect' of a basis. The more orthogonal (lesser defect) the vectors are, the "nicer" is the basis. The orthogonality defect is defined as, $\operatorname{def}\left(\mathbf{v}_{\mathbf{1}}, \cdots, \mathbf{v}_{\mathbf{r}}\right)=\frac{\left\|\mathbf{v}_{1}\right\| \cdots\left\|\mathbf{v}_{\mathbf{r}}\right\|}{\operatorname{Vol}(L)} \geq 1$.

Lattice basis reduction refers to techniques that are used to transform a given lattice basis into a "nice" lattice basis consisting of vectors that are short and close to orthogonal. This means that algorithms for lattice reduction aim to reduce the orthogonality defect of the starting basis as much as possible. Reduction of two dimensional lattice bases in $\mathbb{R}^{2}$ was given by Lagrange and Gauss. The LLL algorithm [LLL82] is used for higher dimension lattices. It generalizes the Lagrange-Gauss algorithm and uses the Gram-Schmidt orthogonalization process. Here, we make use of the algorithm by Lagrange-Gauss given in alg. 6 which we will call 'Lagrange Reduction' from hereafter. An ordered basis with $\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}} \in \mathbb{R}^{2}$ is called Lagrange-reduced if $\left\|\mathbf{v}_{\mathbf{1}}\right\| \leq\left\|\mathbf{v}_{\mathbf{2}}\right\| \leq\left\|\mathbf{v}_{\mathbf{2}}+k \cdot \mathbf{v}_{\mathbf{1}}\right\|, \forall k \in \mathbb{Z}$. This algorithm is closely related to Euclid's algorithm and we give a brief of the discussion by [Gal12]. For $x, y \in \mathbb{Z}$ the Euclid's algorithm produces a sequence of integers $r_{i}, s_{i}, t_{i}$ satisfying $x \cdot s_{i}+y \cdot t_{i}=r_{i}$ such that $\left|r_{i} \cdot t_{i}\right|<|x|$ and $\left|r_{i} \cdot s_{i}\right|<|y|$. The initial values are: $r_{-1}=x, r_{0}=y, s_{-1}=1, s_{0}=0, t_{-1}=0, t_{0}=1$. Then the lattice $L$ generated by the basis matrix $B$ with the following structure, $B=\left[\begin{array}{cc}0 & y \\ 1 & x\end{array}\right]=\left[\begin{array}{cc}s_{0} & r_{0} \\ s_{-1} & r_{-1}\end{array}\right]$, contains vectors of the form $\left(s_{i}, r_{i}\right)=\left(t_{i}, s_{i}\right) * B$. These vectors are shorter with smaller orthogonality defect than the starting basis vectors of the lattice. The worst-case complexity of Alg. 6 has been studied extensively by [Lag80, Val91] which also discusses the worst-case input types.

```
Algorithm 6 LagrangeReduction \((u, v)\)
Require: \(\mathbf{u}, \mathbf{v} \in \beta(L) \subseteq \mathbb{Z}^{2}\).
Ensure: \(\mathbf{u}, \mathbf{v}\) two minimal basis vectors.
    \(B 1=\|\mathbf{u}\|^{2}\).
    Compute \(\mu=\left\lfloor\frac{(\mathbf{u} \mid \mathbf{v})}{B 1}\right\rfloor\).
    Compute \(\mathbf{v}=\mathbf{v}-\mu \cdot \mathbf{u}\).
    \(B 2=\|\mathbf{v}\|^{2}\).
    while \(B 2<B 1\) do
        Swap \(\mathbf{u}\) and \(\mathbf{v}\).
        \(B 1=B 2\)
        Compute \(\mu=\left\lfloor\frac{(\mathbf{u} \mid \mathbf{v})}{B 1}\right\rfloor\).
        Compute \(\mathbf{v}=\mathbf{v}-\mu \cdot \mathbf{u}\).
        \(B 2=\|\mathbf{v}\|^{2}\).
    end while
    return \(u, v\)
```


## 3 Vulnerabilities of Cornacchia and retrieval of signing key

In order to formulate a theoretical polynomial-time key recovery procedure, the attack model we assume is that of a powerful adversary capable of employing side-channel attack techniques such as SPA, DPA, timing, profiling-based attacks, or even a combination of them. With this assumption in mind, we begin our analysis of the various quaternionspecific algorithms in SQIsign's signing routine. As mentioned previously, there are several non-constant time avenues of the quaternion-specific algorithms that could be a potential target for side-channel attacks. SQIsign represents elements of $B_{p, \infty}$ as a 5 -tuple of integers in $\mathbb{Z}^{5}$ and hence, quaternion arithmetic boils down to linear algebra and integer arithmetic [CSCRSDF ${ }^{+} 23$, Section 2.4]. In the context of linear algebra, computing the HNF of a matrix (or a lattice) is an important operation and is potentially non-constant time. However, we set our focus on integer arithmetic and especially on

Cornacchia's algorithm because of two primary reasons: first, it makes use of Euclid's algorithm which, as mentioned previously in Sec. 2.5, has been shown to be vulnerable under various side-channel attack techniques and so it is a plausible candidate for our hypothetical adversary. The second reason is that both Euclid's (central in SQIsign's integer arithmetic [CSCRSDF ${ }^{+}$23, Section 2.4.1]) and Cornacchia's algorithm (one of the quaternion building blocks for solving norm equations, [ $\mathrm{CSCRSDF}^{+} 23$, Section 2.5.1]) are important subroutines of SQIsign and in one instance within the signing routine, Cornacchia's algorithm directly involves the secret endomorphism ring. As a result, if an adversary can exploit side-channel leakages from Cornacchia to obtain its inputs, they can obtain SQIsign's secret signing key (this is shown by the red dotted path in fig. 1), as we demonstrate later in this section.
Remark 1. In this paper we consider both the original version $\left[\mathrm{DFKL}^{+} 20\right]$ and the improved version [DFLLW23] of SQIsign. The version [CSCRSDF ${ }^{+}$23] submitted to NIST is, for our purposes, essentially the same as [DFLLW23]. Nevertheless changes can be made (e.g., SQISignHD [DLRW23] is a somewhat different construction) and we would like to initiate new methods that might be interesting for future applications as well.

In the context of SQIsign the relevant Cornacchia variant is when one wants to represent an integer $m$ as a sum of two square integers, $x^{2}+y^{2}$. In actual implementation [Lon23], the authors use an 'extended' version of the algorithm which we mention in alg. 7 referred to as ExtendedCornacchia $(M)$. It ensures that the input $m$ to Cornacchia is almost always a prime and definitely odd. This primality assurance is implemented using the following two procedures: a check to ensure that $M$ and $h_{3}=\prod p_{i}$ (for $p_{i}$ congruent to $3(\bmod 4)$ and $3 \leq p_{i} \leq 83$ ) are co-prime, and, repeated divisions by 2 and all primes $q_{j}$ congruent to 1 $(\bmod 4)$ for $2 \leq q_{j} \leq 101$ until the highest exponents of all these primes have been removed from $M$ (to represent this repeated division in alg. 7 we use $h_{1}=2^{\nu_{2}} \cdot 5^{\nu_{5}} \cdot 13^{\nu_{13}} \cdots \cdot 101^{\nu_{101}}$ with $\nu_{j}$ denoting the p -adic valuation of $q_{j}$ w.r.t $M$ ). These specific numbers are chosen by the authors of the implementation [Lon23]. The resultant 'unfactored' part $m$ is then expected to be prime.

```
Algorithm 7 ExtendedCornacchia( \(M\) ) [Lon23, DFKL \({ }^{+}\)20]
Require: \(M \in \mathbb{Z}\).
Ensure: \(x, y \in \mathbb{Z}\) such that \(x^{2}+y^{2}=m\) where \(m\) is computed from \(M\).
    \(h_{1}=2^{\nu_{2}} \cdot 5^{\nu_{5}} \cdot 13^{\nu_{13}} \cdots \cdot 101^{\nu_{101}}\)
    \(h_{3}=3 \cdot 7 \cdots 83 \quad \triangleright\) Product of all \(3(\bmod 4)\) primes until 101
    if \(\operatorname{gcd}\left(M, h_{3}\right)==1\) then
        Compute \(m=\frac{M}{h_{1}}\).
        Compute \(x, y=\) Cornacchia \((m)\).
        return \(x, y\)
    end if
```

Let us assume that an attacker is able to observe and then analyse the variations in the number of times the division step runs within the halfgcd (step 2 of alg. 4) sub-routine in alg. 5 through side-channel analysis of Euclid's algorithm such that it reveals $m$. From experimental observations we found that in large number of instances $(\sim 40 \%)$ of the signing algorithm either $M=m$ or, $M=2 \cdot m$. We assume $m=M$ and show how one can retrieve the output of StrongApproximation using $M$ in Theorem 1.

Theorem 1. Suppose we have a way of retrieving outputs and inputs of Cornacchia. Then one can obtain the output of StrongApproximation in KLPT if the output size $l^{e}$ is known.
Proof. Since we have access to Cornacchia inputs and outputs, we know $M$ and $x, y$ such that $M=x^{2}+y^{2}$. Then one has the equality

$$
\begin{equation*}
M N^{2}=l^{e}-p \cdot\left((\lambda C+N z)^{2}+(\lambda D+N t)^{2}\right) \tag{1}
\end{equation*}
$$



Figure 1: Steps for signing key recovery
and hence, $M N^{2} \equiv l^{e}(\bmod p)$. Since $M$ and $l^{e}$ are known, we have two choices for $N$ modulo $p$. In KLPT, $N \approx \sqrt{p}$ which gives us the exact value of $N$. Indeed, every residue has 2 square roots modulo $p$, namely some $a$ and the other $p-a$. This implies that the other square root of $N^{2}$ will be bigger than $p / 2$. Equation 1 implies that we know $(\lambda C+N z)^{2}+(\lambda D+N t)^{2}$. From this one can solve the equation $(\lambda C+N z)^{2}+(\lambda D+N t)^{2}=$ $x_{0}^{2}+y_{0}^{2}$ and compute all solutions $x_{0}, y_{0}$. Usually there should only be a few solutions here, so by testing we may assume that we have found $\lambda C+N z$ and $\lambda D+N t$. The output of StrongApproximation is $\mu=N x+N y i+(\lambda C+N z) j-(\lambda D+N t) i j$, and thus, we have found $\mu$ as we now know every coordinate of $\mu$.

Proposition 1. Suppose we have a way of retrieving outputs and inputs of Cornacchia. Then we can obtain a small set of valid outputs (amongst which is the actual output) $\gamma$ of RepresentInteger $\mathcal{O}_{0}$ in polynomial time if either of the following conditions is satisfied:

- $n(\gamma)$ is of the form $N l^{e}$ where l, e are known and $N<p$.
- $n(\gamma)=M<p \log (p)^{c}$ for some constant $c$

Proof. First one can obtain $M^{\prime}$ as the input of Cornacchia in Step 3 of alg. 1. From this we know $x, y$ along with $M^{\prime}$ such that $x^{2}+y^{2}=M^{\prime}$. Now we split our algorithm into two cases depending on which condition is satisfied.

If the first condition is satisfied, then we know that $n(\gamma)=M=N l^{e}$ where $l^{e}$ is known and $N<p$. We also know that $M=M^{\prime}-p \cdot\left(z^{2}+t^{2}\right)$ (Step 2, alg. 1) where we know $p$ and $M^{\prime}$ but don't know $z$ and $t$. This implies that we know $M$ modulo $p$. Now as $M=N l^{e}$ and $l^{e}$ is known and coprime to $p$, we can obtain $N$ modulo $p$ by modular inversion. Since $N<p$, we have obtained $N$ exactly which implies that we have obtained $M$ as well. This in turn implies that $z^{2}+t^{2}$ is known and we can compute $z, t$ with Cornacchia. There are usually not too many solutions to choose from and all the possible solutions can be computed from factoring $z^{2}+t^{2}$ (in practice this is a small number).

If the second condition is satisfied, then we can proceed in a similar fashion. Here we just need to guess $M$. The condition $M<p \log (p)^{c}$ implies that $m$ is small thus one has only $O\left(\log (p)^{c}\right)$ choices for $z, t$.

Theorem 1 and Proposition 1 are the main building blocks of our attacks. We will provide two key recovery methods, one on the original SQIsign construction [DFKL ${ }^{+}$20] and one on the newer version [DFLLW23]. First we focus on the original construction.

Theorem 2. Suppose we have a way of retrieving outputs and inputs of Cornacchia. Then one can retrieve the output ideal of the KLPT algorithm.

Proof. The KLPT algorithm, as mentioned before (and described in [KLPT14]) has three main steps. First computing $\gamma$ which is the output of the RepresentInteger ${ }_{\mathcal{O}_{0}}$ algorithm. Then computing a $\mu_{0}$ such that $\left(\mathcal{O}_{0} \gamma\right) \mu \equiv I\left(\bmod N \mathcal{O}_{0}\right)$ and then lifting $\mu_{0}$ to $\mu$ whose norm is $l^{e}$. Then $\gamma \cdot \mu$ will be an element of $I$ of norm $N l^{e}$ which provides an equivalent ideal $I J$ of norm $l^{e}$. Theorem 1 implies that we can obtain $\mu$ and Proposition 1 implies that we can obtain $\gamma$. Putting these together we obtain $\gamma \cdot \mu$ which is exactly needed to get the output of KLPT.

Remark 2. Proposition 1 might not be strictly necessary in certain contexts if the algorithm RepresentInteger $\mathcal{O}_{0}$ is performed deterministically as one can just recompute the algorithm offline. The reason is that 1 also provides $N$ (not just $\mu$ ), hence if $l^{e}$ is chosen deterministically one does not need to use the Cornacchia oracle again. Actually, if $N$ is a prime congruent to 1 modulo 4 , often one just chooses $e_{0}=0$.

Corollary 1. Suppose we have a way of retrieving outputs and inputs of Cornacchia. Then we can get the signing key in SQIsign [DFKL+20] in polynomial time.

Proof. We focus on $\left[\mathrm{DFKL}^{+} 20\right.$, Algorithm 9] which provides the ideal-to-isogeny translation. In Step 2, KLPT is used to obtain an equivalent ideal $J$ which is a connecting ideal between $\mathcal{O}_{0}$ and $\mathcal{O}$ where $\mathcal{O}$ is the endomorphism ring of the public curve. Theorem 2 implies that we can get $J$ which immediately reveals $\mathcal{O}$ as the right order of $J$ is isomorphic to $\mathcal{O}$.

Theorem 2 is not directly applicable to the new SQIsign version [DFLLW23] as in the ideal-to-isogeny translation algorithm KLPT is no longer used. Instead of computing with entire endomorphism ring, the algorithm SpecialEichlerNorm is called which computes a well chosen endomorphism of the appropriate maximal order. In the next theorem we show how to apply 1 to obtain the signing key.

Theorem 3. Suppose we have a way of retrieving outputs and inputs of Cornacchia. Then we can retrieve the signing key in the improved version of SQIsign [DFLLW23] in polynomial time.
Proof. We target Step 5 of SpecialEichlerNorm which is a call to StrongApproximation algorithm. Theorem 1 implies that we can obtain $\mu$ using our Cornacchia approach. Furthermore, the proof of Theorem 1 implies that we also retrieve $n(L)=N$ as $N<p$. Our goal is to compute generators for the ideal $L$ as then the right order of $L$ will be $\mathcal{O}$ that reveals the endomorphism ring of the public curve (as the first input of SpecialEichlerNorm is the order $\mathcal{O}$ ). Now $\mu \in \mathbb{Z}+L$, so $\mu$ alone is not enough to retrieve $L$. Since $\mu \in \mathcal{O}_{0}$ one can write it as a $2 \times 2$ matrix with entries from $\mathbb{Z} / N \mathbb{Z}$ via the explicit isomorphism $\mathcal{O}_{0} / N \mathcal{O}_{0} \cong M_{2}(\mathbb{Z} / N \mathbb{Z})$. Elements in $L$ have the property that when they are written as $2 \times 2$ matrices, they are not invertible as their norms are divisible by $N$. Now $\mu=\lambda+\sigma$ where $\lambda \in \mathbb{Z}$ and $\sigma \in L$ hence one needs to figure out the value of $\lambda$. Since $N \mathcal{O}_{0}$ is contained in $L$, actually, $\lambda$ is only determined modulo $N$. Also, since elements in $L$ correspond to matrices that are not invertible, $\mu-\lambda$ is not an invertible matrix which is equivalent to $\lambda$ being an eigenvalue of $\mu$. Eigenvalues can be computed efficiently as $N$ is a prime number. In general $\mu$ has two eigenvalues which provides two possible choices $\lambda_{1}$ and $\lambda_{2}$ for $\lambda$. Elements in $L$ correspond to a set of matrices in $M_{2}(\mathbb{Z} / N \mathbb{Z})$ whose kernel contains a particular cyclic subgroup of $(\mathbb{Z} / N \mathbb{Z})^{2}$ (or equivalently a point in $\left.\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})\right)$. Hence for both $\lambda_{i}$ 's we compute the kernel of $\mu-\lambda_{i}$ and compute the
corresponding ideal $L_{i}$. By computing right orders we get two candidates $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ for $\mathcal{O}$. Then we compute the supersingular elliptic curves corresponding to these orders and choose the one whose $j$-invariant matches that of the public curve. The last step can be accomplished in polynomial time and is quite practical using the methods of SQIsign or that of [EPSV23].

Remark 3. It would be tempting to attack SigningKLPT [CSCRSDF ${ }^{+}$23, Algorithm 17] using our methods as that is common in both versions as the difference lies in the ideal to isogeny translation algorithm. However, the StrongApproximation algorithms used there will reveal the endomorphism ring corresponding to the pushforward of the secret ideal hence it is not immediate how one would get the signing key from that information. We leave this as an open problem for the future.

## 4 Timing attack-resistant alternatives

In this section, we only take into consideration a timing-attack based adversary who can exploit the non-constant time property of Cornacchia's algorithm and propose two different alternatives that are either constant-time or time-independent. For the first one, we present a constant-time replacement of the halfgcd algorithm (or, Euclid's algorithm, at the lowest level of the algorithm hierarchy) that we call C-halfgcd. As the second timingindependent alternative, we suggest replacing Cornacchia altogether by a two-dimensional (Randomized) LatticeReduction algorithm (at a higher level of the algorithm hierarchy). Also, proposing constant-time solutions for Euclid's algorithm has a wider and more independent scope because it is one of the fundamental functions that many high-level quaternion-based algorithms depend on, some of which we mention later in this section. We duly note that countermeasures against adversaries using attack techniques like SPA, DPA, etc., make sense only after realizing a complete constant-time implementation. Hence, in this work we focus exclusively on this starting point.

### 4.1 Constant-time half-GCD

One way of mitigating the attack lies in the use of a constant-time implementation of the halfgcd algorithm. A work by [BY19] proposes certain tweaks such that the iterations within the GCD algorithm no longer depend on the inputs but on auxiliary parameters. It follows an algorithmic flow similar to Stein's [Ste67] binary-GCD algorithm. [BY19] introduces a function called the 'divstep', which is the actual constant-time element in the algorithm. The function, divstep : $\mathbb{Z} \times \mathbb{Z}_{2}^{*} \times \mathbb{Z}_{2} \rightarrow \mathbb{Z} \times \mathbb{Z}_{2}^{*} \times \mathbb{Z}_{2}$ is defined as,

$$
\operatorname{divstep}(\delta, a, b)= \begin{cases}(1+\delta, b,(b-a) / 2), & \text { if } \delta>0 \text { and } b \text { is odd } \\ (1-\delta, b,(b+(b \quad(\bmod 2)) \cdot a) / 2), & \text { otherwise }\end{cases}
$$

where $\mathbb{Z}_{2}$ is the ring of 2-adic integers (not the finite field) and $\mathbb{Z}_{2}^{*}$ is its group of units. In this GCD implementation, the auxiliary parameter $\delta$ depends on the maximum of the two input sizes, $k$, i.e., for two inputs $a$ and $b,|a|<2^{k},|b|<2^{k}$. The algorithm is constant-time if $k$ is constant. It then calculates an integer $n$ under a special function of $k$, iterations $(k)$ and this integer $n$ serves as an upper bound of the number of iterations [BY19, Theorem 11.2]. It ensures that whenever divstep is executed $n$ times with initial inputs $(a, b)$, the sequence of intermediate values $a_{i}$ and $b_{i}$ are updated in a way such that, $a_{n} \rightarrow \pm \operatorname{gcd}(a, b)$ and, $b_{n} \rightarrow 0$.

However this algorithm cannot be trivially ported into a half-GCD algorithm as we demonstrate with the following two examples:

- Let us assume that we need to apply Cornacchia's algorithm to two integers, $M=$ $7349, u=2061$. Note that $\lfloor\sqrt{M}\rfloor=85$. Starting with $a_{n}=M, b_{n}=u$, a half-GCD algorithm would terminate as soon as it encounters an $a_{i}<85$. In such a scenario, Euclid's algorithm stops at the first such $a_{i}$, namely, $a_{5}=82$ such that the square root of $M-a_{i}$ is also an integer. Hence, $(82,25)$ are valid solutions of Cornacchia. However, the constant GCD algorithm oscillates between positive and negative values. Although it comes across $b_{24}=25$, the values of the preceding steps are already $b_{25}=50$ or $\left|b_{31}\right|=48$. If we were to use Cornacchia's bound-check naively, this algorithm would wrongly terminate at $\left|b_{31}\right|$ or $b_{25}$ and Cornacchia would then begin a second run with a new modular square root.
The constant-time GCD algorithm [BY19] produces the two sequences, $a_{i+1}, b_{i+1}=$ $\operatorname{divstep}\left(a_{i}, b_{i}\right)$ for $i \in[0, n]$ as shown in fig 2. The steps that the usual Euclid's algorithm follows is given in fig 3 .

| a 7349 | 2061 | 2061 | 2061 | -661 |  | -661 |  | 661 | -661 | -661 | -66 | -20 | -209 | -209 | -209 | -209 | -209 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b 2061 | -2644 | -1322 | -661 | -1361 |  | -1011 |  | 836 | -418 | -209 | 226 | 113 | -48 | -24 | -12 | -6 | -3 |
| [ ${ }^{\text {n }} 42$ | 41 | 40 | 39 | 38 |  | 37 |  | 36 | 35 | 34 | 33 | 32 | 31 | 30 | 29 | 28 | 27 |
| $\downarrow$ 年 conta. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathbf{a}$ -3 | $-3\|-3\|$ | -3\| | -3\|-3 | -3 1 | 1 | 11 |  | 1 | , |  |  |  |  |  |  |  |  |
| b 103 | $50 \mid 25$ | 11 | $4{ }^{4} 2$ | 1 | 2 | 1 |  | 10 | 0 $\cdot \cdots$ |  |  |  |  |  |  |  |  |
| $\mathbf{n}$ 26 | $25 \mid 24$ | $23 \mid$ | 22.21 | 2011 | 191 | 181 | 716 | $6 \mid 15$ | 5... | 1 |  |  |  |  |  |  |  |

Figure 2: Constant-time $\operatorname{gcd}(7349,2061)$

| $\mathbf{a}$ | 7349 | 2061 | 1166 | 895 | 271 | 82 | 25 | 7 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |\(\left|\begin{array}{c|c|c|c|c|c|c|c|}\hline \mathbf{b} \& 2061 \& 1166 \& 895 \& 271 \& 82 \& 25 \& 7 <br>

4 \& 3 \& 1 <br>
\hline \mathbf{n} \& 10 \& 9 \& 8 \& 7 \& 6 \& 5 \& 4\end{array}\right|\)

Figure 3: Euclid's gcd $(7349,2061)$

- Next, we apply both GCD algorithms to another pair of integers, $(61,11)$, where 11 is a modular square root of 61 . Euclid's algorithm would terminate at the very first iteration, $61=11 \cdot 5+6$, because $6^{2}<61$. It is easy to see that $(6,5)$ is also a valid solution of the equation, $x^{2}+y^{2}=61$. In contrast however, the constant-time GCD algorithm does not come across either of the values, 6 or 5 , as shown in fig 4 . In this case again, it would have to re-run the algorithm with another possible modular square root of 61 .

| $\mathbf{a}$ | 61 | 11 | 11 | -7 | -7 | -7 | -7 | -7 | -1 | -1 | -1 | $\cdots$ | -1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{b}$ | 11 | -25 | -7 | -9 | -8 | -4 | -2 | -1 | 3 | 1 | 0 | $\cdots$ | 0 |
| $\mathbf{n}$ | 22 | 21 | 20 | 19 | 18 | 17 | 16 | 15 | 14 | 13 | 12 | $\cdots$ | 1 |

Figure 4: Constant-time $\operatorname{gcd}(61,11)$
Therefore, taking inspiration from [BY19] and applying the iteration bound of $n$, we propose a constant-time half-GCD algorithm in 8 . We take into account two sequences and make them converge to specific values. Our sequences of intermediate values are $n$-terms long, with $n$ being calculated based on the size of the input as in [BY19]. We compute the same intermediate values as the usual Euclid's algorithm. In fact, we can make use of Cornacchia's bound check, $l$ (used as an input to alg. 8 and assumed to have
been computed in constant-time) to control the first sequence $\left(a_{i}\right)_{i \in\{0, n\}}$ in our algorithm in such a way that it converges to the half-GCD. The value of the variable 'sign' (step 8, alg. 8) becomes 0 as soon as the algorithm encounters a value less than $l$. The second sequence $\left(b_{i}\right)_{i \in\{0, n\}}$ then converges to 0 , it reaches 0 when the value of $a_{i}$ at a certain step $i$ is approximately less than half of the initial value, thus freezing the value of the sequence $\left(a_{i}\right)_{i \in\{0, n\}}$ at the half-GCD. It is this sequence that helps us achieve constant time, as past a certain point $i$ in the iterations, the intermediate values no longer change till the end of $n$ iterations.

```
Algorithm 8 C-halfgcd ( \(M, u, l\) )
Require: \(M, u, d\) such that \(u^{2} \equiv-d \bmod M \quad \triangleright d=1\) in SQIsign
Require: \(l=\lfloor\sqrt{M}\rfloor\)
Ensure: \(x, y\) such that \(x^{2}+d \cdot y^{2}=M\)
    \(k=\max (n b i t(M), n b i t(u)) \quad \triangleright \operatorname{nbit}()\) returns the bit-size of the input
    \(n=\) iterations \((k)\)
    \(a, b=M, u\)
    while \(n>0\) do
        \(c=\max (a, b)\)
        \(k_{c}=\operatorname{nbit}(c)\)
        \(\operatorname{sign}=\operatorname{msb}(l-c) \quad \triangleright\) Considering two's complement representation
        \(b=\min (a, b, c) \cdot \operatorname{sign}\)
        \(a=\max (a, b, c)-(\min (a, b, c) \ll \alpha) \quad \triangleright \alpha=0\), or, nbit \((\max )-n b i t(\min )-1\).
        \(n=n-1\)
    end while
    \(x=a, y=\sqrt{\frac{M-x^{2}}{d}}\)
    return \(x, y\)
```

Theorem 4. The algorithm for C -halfgcd given in 8 is correct and terminates in constanttime for a given size of the inputs.

Proof. First, we prove correctness. Without loss of any generality, let, $a>b$ such that, $n b i t(a) \geq n b i t(b)$ and hence, $k=n b i t(a)$ in Step 1. Let the number of iterations of the while loop be $n$ as per the function iterations $(k)$. When $n=1, c=a$ in Step 5 and $k_{c}=k$ in Step 6. The variable 'sign' is a boolean value that represents the following conditional statement:

$$
\operatorname{sign}= \begin{cases}0, & \text { if } c<l \\ 1, & \text { else }\end{cases}
$$

Considering a two's complement representation, this means checking the most significant bit of the value of $l-c$. In constant time, 'sign' can be evaluated as, sign $=$ $\left((l-c) \&\left(1 \ll k_{c}\right)\right) \gg k_{c}$. Then, in step 8 , if $\operatorname{sign}=1$, then $b=\min (a, b, c)=\min (a, b)=b$, otherwise $b=0$. Let us assume that in this iteration, $c>l$ so that sign $=1$. In Step 9 the value of $a$ gets updated as, $a \leftarrow a-2^{\alpha} \cdot b$. Indeed, Step 9 is Euclid's division where we interpret these divisions explicitly as repeated subtractions. Moreover, the rationale behind introducing the variable $\alpha$ in alg. 8 , step 9 , can be argued as follows: without $\alpha$, step 9 would include many subtractions which could result in very large worse-case bounds for the algorithm. As a way of optimizing this step, we can merge multiple sequential subtractions by the value of $\min (a, b, c)$ into one subtraction by the value $2^{\alpha} \cdot \min (a, b, c)$. If the minimum and the maximum value have the same number of bits then we set $\alpha=0$, else, $\alpha$ is set to one less than the bit difference of the maximum and the minimum values. Next, for $n=2, c=\max \left(a-2^{\alpha} \cdot b, b\right)$ and so on, such that we get a decreasing sequence of $\left(a_{i}, b_{i}\right)$. As soon as $c<l$, sign becomes 0 and $a_{i}$ is not updated anymore for the remaining
length of $n$. Thus, this becomes equivalent to the scenario where Euclid's algorithm runs until the condition in Step 1 of alg. 5 is met.

The proof that $n \geq 1$ comes directly from [BY19, Theorem 11.2]. The argument for termination is straightforward as the number of times the while loop in Step 4 will run, that is, the value of $n$, is calculated deterministically in Step 2 as a function of the maximum bit-size $k$. After every iteration, $n$ is decremented by 1 and the loop terminates when $n=0$.

Remark 4. Note that the constant-time GCD algorithm in [BY19] is based on Stein's algorithm [Ste67], but alg. 8 follows the flow of Euclid's algorithm as previously discussed. However, the iteration function of [BY19] works directly for alg. 8 (the number of loops can be reduced even further) because of the following reason: in Step 9 of alg. 8, our algorithm performs the following subtraction $a=\max (a, b, c)-(\min (a, b, c) \ll \alpha)$. Here, $\min \ll \alpha$ is one bit smaller than $\max (a, b, c)$ which means that regardless of the bit-size of the inputs, it will take a maximum of two iterations of $n$ for $a$ to decrease by one bit. Since we want to compute the half-GCD, we can estimate that the maximum number of iterations needed would be around $2 \cdot k / 2=k$, where $k$ is described as in Step 2 of alg. 8. Also, since iterations $(k) \sim 3 \cdot k$, hence, the execution time of this algorithm can be improved further by imposing tighter bounds, as we experimentally verify in Sec. 5.3.

Applications of C-halfgcd: Recall that C-halfgcd follows the exact algorithmic flow of Euclid's algorithm and hence, simple modifications in alg. 8 can give us a constant-time Euclid's GCD algorithm as shown in alg. 9. First we set the number of iterations similar to alg. 8 (exact comparison is given in the proof of Corollary 2 since the algorithm needs to find the GCD instead of the half-GCD of the two input integers). Also, the boolean variable 'sign' introduced earlier is no longer useful. Moreover, adding additional steps to compute the Bezout's coefficients during GCD calculation would result in a constant-time Extended GCD (XGCD) algorithm. These algorithms are fundamental building blocks of important quaternion-specific algorithms such as StrongApproximation, RepresentInteger, searching for a generator of an ideal, lattice reduction in higher dimensions such as the LLL (Lenstra-Lenstra-Lovász) algorithm, etc. [CSCRSDF ${ }^{+}$23, Lon23].

```
Algorithm \(9 \mathrm{C}-\operatorname{gcd}(x, y)\)
Require: \(x \in \mathbb{Z}, y \in \mathbb{Z}\)
Ensure: \(a=\operatorname{GCD}(x, y)\).
    \(k=\max (n b i t(x), n b i t(y)) \quad \triangleright n b i t()\) returns the bit-size of the input
    \(n=\) iterations \((k) \quad \triangleright n \approx 3 \cdot k>2 \cdot k\)
    \(a, b=x, y\)
    while \(n>0\) do
        \(c=\max (a, b)\)
        \(b=\min (a, b)\)
        \(a=\max (a, b, c)-(\min (a, b, c) \ll \alpha) \quad \triangleright \alpha=0\), or, nbit \((\max )-n b i t(\min )-1\).
        \(n=n-1\)
    end while
    return \(a\)
```

Corollary 2. The algorithm for C-gcd given in 9 is correct and terminates in constant-time for a given size of inputs.

Proof. In order to prove correctness, observe that the algorithmic flow of C-gcd is exactly the same as that of C-halfgcd except for the fact that the variable 'sign' is no longer being used. From the proof of alg. 8 it is clear that 'sign' was used to ensure that the sequence of
$a_{i}$ 's converges to the half-GCD of the inputs. In the absence of 'sign', alg. 9 will complete a full run of Euclid's algorithm to compute the GCD of the inputs.

The proof of constant-time termination follows from the proof of Theorem 4. Also, since the upper bound of $k$ is already enough for computing the half-GCD of two inputs (Remark 4), an upper bound of $2 \cdot k<\operatorname{iterations}(k)$ will suffice for computing the GCD of given inputs.

### 4.2 Lattice reduction

In SQIsign, Cornacchia is used to write a number as a sum of two squares. In general this can be a hard algorithmic problem as it is essentially equivalent to factoring the number. In SQIsign this is circumvented by iterating until the number to be expressed as a sum of two squares is prime. Here we describe an alternative way to write a prime number $M$ as a sum of two squares. First one computes an integer $u$ such that $u^{2} \equiv-1(\bmod M)$. This can be done efficiently (e.g., choosing a random element and raising it to the $(M-1) / 4$-th power). Then one can look at the lattice $L$ generated by $(1, u)$ and $(0, M)$. This lattice has two properties: every vector $(a, b)$ in this lattice has the property that $a^{2}+b^{2} \equiv 0$ $(\bmod M)$ and, the determinant of the lattice is $M$. Now, Minkowski's convex body theorem (published in [Min10] but the reader is referred to a more modern introduction in [Cas12]) implies that the shortest non-zero vector in this lattice is shorter than $2 M$, hence its length is exactly $M$. Thus solving $x^{2}+y^{2}=M$ amounts to finding the shortest vector in this lattice which can be accomplished efficiently with Lagrange reduction (alg. 6). However, the side-channel resistance of this algorithm is not straightforward as we explain in Sec. 5.2. Thus, in order to have a timing attack-resistant algorithm for Cornacchia, we re-randomize the starting basis of $L$ by multiplying it with a uniformly random matrix of determinant 1 , with 128 -bit uniformly random entries. This process of randomization works similar to masking in side-channel protection. A matrix of determinant 1 (unimodular) is chosen so that the resultant 'randomized matrix' will still represent a basis matrix as has been mentioned in 2.7. The next subsection discusses the methods of generating this matrix in more detail. Due to this randomization trick, the number of executions of the steps from $5-11$ in alg. 6 no longer depend directly on the input basis elements but their random scalar combinations. We present it in alg. 10 with the modular square root $u$ passed as as an input to the function. The computation of modular square root $u$ of $M$ in constant-time can be done using the Fermat theorem: $u=v^{(M-1) / 2}(\bmod M)$, with $v=M-1$. This computation is analogous to constant-time exponentiation done using Montgomery ladder [JY02] and has highly regular execution steps in the form of a multiplication always followed by a squaring irrespective of the processed bit.

```
Algorithm 10 (Randomized) LatticeReduction( \(M, d, u\) )
Require: \(M, d, u\) three integers with \(u^{2} \equiv-d \bmod M \quad \triangleright d=1\) in SQIsign.
Ensure: \(x, y\) such that \(x^{2}+d \cdot y^{2}=0 \bmod M\)
    Set the matrix \(L=\left[\begin{array}{cc}1 & u \\ 0 & M\end{array}\right]\)
    Generate \(S=\left[\begin{array}{ll}r_{0} & r_{1} \\ r_{2} & r_{3}\end{array}\right] \quad \triangleright\) A random matrix of determinant 1.
    Update \(L=S * L\) such that \(\mathbf{l}_{\mathbf{0}}=L[0]\) and \(\mathbf{l}_{\mathbf{1}}=L[1]\).
    Compute \(\mathbf{l}_{\mathbf{0}}, \mathbf{l}_{\mathbf{1}}=\) LagrangeReduction \(\left(\mathbf{l}_{\mathbf{0}}, \mathbf{l}_{\mathbf{1}}\right)\).
    return \(x=\mathbf{l}_{\mathbf{0}}[0], y=\mathbf{1}_{\mathbf{0}}[1]\)
```


### 4.2.1 Generation of the random matrix $S$

There can be many ways of generating a random unimodular matrix. One simple way is to generate only two random integers $r_{0}$ and $r_{1}$, each of 128 bits so that $S=\left[\begin{array}{cc}1 & r_{0} \\ r_{1} & r_{0} \cdot r_{1}+1\end{array}\right]$. However, we explain why this does not lead to a truly randomized lattice reduction algorithm. Let $M$ and $u$ be $\sim k$-bits long. Then the inputs of LagrangeReduction (alg. 6) are $\mathbf{l}_{\mathbf{0}}=\left(1, u+r_{0} \cdot M\right)$ and $\mathbf{l}_{\mathbf{1}}=\left(r_{1}, r_{1} \cdot u+M \cdot\left(r_{0} \cdot r_{1}+1\right)\right)$. Notice that in Step 2, the scalar $\mu$ is calculated via a rounding operation. After the first rounding operation the value of $\mu$ becomes $r_{1}$. Using this value in Step 3 we get, $\mathbf{l}_{\mathbf{0}}=\left(1, u+r_{0} \cdot M\right)$ and $\mathbf{l}_{\mathbf{1}}=(0, M)$. Similarly next, after entering the 'while' loop in Step 5 , the value of $\mu$ is $r_{0}$ due to which $\mathbf{l}_{1}$ and $\mathbf{l}_{\mathbf{0}}$ get updated to the initial matrix $L$ in alg. 10 . Thus with such an $S$, the randomized lattice reduction always takes 2 iterations more than the usual (non-randomized) lattice reduction. This method of generating the random matrix therefore fails to make the execution of the algorithm independent of the inputs.

However, it is also not very feasible to generate 4 distinct 128 -bit random integers while ensuring that $S$ is unimodular at every iteration of the lattice reduction algorithm. Hence, we opt for the following method of generating the matrix $S$ : for each call $i$ of the algorithm, instead of 4 distinct 128 -bit random integers, we sample just one, say, $r_{i}$ and set $R_{i}=\left[\begin{array}{cc}1 & r_{i} \\ 0 & 1\end{array}\right]$. Additionally, we maintain a list of pre-generated random unimodular matrices (except the identity matrix) of the form, $P_{j}=\left[\begin{array}{ll}p_{j_{0}} & p_{j_{1}} \\ p_{j_{2}} & p_{j_{3}}\end{array}\right]$ with much smaller $\left(\log _{2}\left(p_{j_{k}}\right) \ll 128, k \in\{0,1,2,3\}\right)$ random integers. Then for each $i$ one can pick a $j$ such that every entry of the resultant matrix, $S_{i j}=P_{j} * R_{i} * P_{j}^{-1}$ will have similar bit-sizes $(\sim 128)$, thereby preventing irregular-sized components in $\mathbf{l}_{\mathbf{0}}$ and $\mathbf{l}_{\mathbf{1}}$. If $i>j$, then new unimodular matrices can be computed via random product of $P_{j}$ 's, that is, for $t \in\{j+1, \cdots, i\}, P_{t}=P_{j} * P_{j^{\prime}}$.

Let $S=\left[\begin{array}{ll}r_{0} & r_{1} \\ r_{2} & r_{3}\end{array}\right]$ be generated using the above-mentioned method. Then the two vectors that are to be Lagrange-reduced are given by $\mathbf{l}_{0}=\left(r_{0}, r_{0} \cdot u+r_{1} \cdot M\right)$ and $\mathbf{l}_{\mathbf{1}}=\left(r_{2}, r_{2} \cdot u+r_{3} \cdot M\right)$, which clearly have more regular-sized entries. Notice now that $\mu=\frac{r_{0} \cdot r_{2}+\left(r_{0} \cdot u+r_{1} \cdot M\right) \cdot\left(r_{2} \cdot u+r_{3} \cdot M\right)}{r_{0}^{2}+\left(r_{0} \cdot u+r_{1} \cdot M\right)^{2}}$, so that the value of the numerator is roughly of the same bit-size as that of the denominator. Thus, the rounding operation cannot remove the randomness deterministically after two iterations. The $t$-test scores verifying the efficacy of this method against the others are provided in Table 2.

## 5 Results

In this section, we compiled our implementation of all algorithms (alg. 5, 6, 8, 10) in C programming language using gcc-11.4 with optimization flags - O3, hyper-threading support disabled and measured computation time using a single core of an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-8700 processor running at 3.20 GHz on a Desktop computer with Ubuntu 22.04 operating system.

### 5.1 Constant-time verification

To verify that our implementation is indeed constant-time, we make use of the 'ctgrind' library and the 'Valgrind' analysis tool. 'ctgrind' is a library which when combined with the 'Valgrind' tool allows the detection of data-dependent branches in our program. In Table 1 we provide the mean and standard deviation (sd) in terms of cycle counts for C-halfged along with halfged. The standard deviation for the C-halfged is not null despite
the algorithm being constant time because of how an operating system (OS) behaves, that is, constant-time does not imply a constant run-time.

Additionally, in order to compare using a sample-independent parameter, we take into consideration the Coefficient of Variation corresponding to the three algorithms. The Coefficient of Variation $(C V)$ is a measure of of the extent of variability with respect to the mean and is given by the ratio of the standard deviation to the mean. Since $C V_{C-h g c d}<C V_{h g c d}$, we can say that the execution time of halfgcd varies much more than that of C-halfgcd.

Table 1: Cycle count comparison for 10k runs

| Functions | mean (cc) | sd (cc) | CV |
| :---: | :---: | :---: | :---: |
| C-halfgcd | 140,950 | 8,335 | 0.059 |
| halfgcd | 61,676 | 5,871 | 0.095 |

## $5.2 t$-test to distinguish timing dependencies

Unlike C-halfgcd, the lattice reduction algorithm is not constant-time. The process of randomizing the starting basis simply makes the execution time independent of the secret inputs. Thus, the constant-time verification rationale used in the previous subsection will not be viable here. Since randomization as a countermeasure is similar to the masking techniques used in power side channel, hence, we decided to employ the Test Vector Leakage Assessment (TVLA) method introduced in [GJJR11] to check for leakages. We take into consideration our randomized lattice reduction algorithm under two cases: one where the matrix $S$ in alg. 10 is set to the identity matrix (hence alg. 10 reduces to the usual Lagrange reduction) whereas in the second case $S$ consists of uniformly random integers. We run our $t$-test experiment for each of the aforementioned cases with $10^{5}$ sample inputs belonging to two different classes: class 1 consisting of a fixed $M$ and class 2 with varying values of $M$ but of a fixed size (according to SQIsign NIST-I parameters [CSCRSDF $\left.{ }^{+} 23\right]$ ). We also perform a $t$-test for the non-constant time half-GCD (alg. 5) as given in Table 2. We execute these algorithms once by enabling the flag -fno-tree-vectorize to prevent the compiler from doing vectorizations and then by disabling it. Clearly, the half-GCD algorithm has a high $t$-value in both these scenarios. Interestingly, we observe that when the tool is allowed to vectorize, LagrangeReduction has a $t$-score of 4.5 which means that the null hypothesis cannot be rejected with confidence. The randomized lattice reduction algorithm, however, has a $t$-score below 4.5 in both cases as shown in Table 2.

Table 2: $t$-test scores

| Algorithm <br> Mode | halfgcd | LagrangeReduction | (Randomized) LatticeReduction |
| :---: | :---: | :---: | :---: |
| $\times$-fno-tree-vectorize | 16.6 | 4.5 | 2.5 |
| $\checkmark$-fno-tree-vectorize | 15.2 | 2.5 | 2.1 |

### 5.3 Performance results and choice of countermeasures

Based on the targeted level of the algorithmic hierarchy as shown in fig. 1, we report two distinct comparisons. Starting with the lower level, we compare the performance of Chalfged with the non-constant time halfgcd as in alg. 5. The current SQIsign implementation [Lon23] relies on the GMP library for its large-integer arithmetic. Hence, for a fair comparison we also implement a GMP version of C-halfgcd and provide the performance figures in Table 3. Clearly, C-halfgcd has an overhead of roughly $250 \times$ when compared to
the usual halfgcd algorithm. As explained in Remark 4, the iteration bound of C-halfgcd can be improved further by taking $n=$ iterations $(k) / 2$ (denoted as C-halfgcd(2)) or even $n \sim k($ denoted as C -halfgcd(3)). We observe that the cycle count improves proportionately with respect to the bound on $n$.

Then, going up the hierarchical ladder, we give a comparison (again using GMP) of Cornacchia with LagrangeReduction as well as (Randomized) LatticeReduction (assuming that the random unimodular matrices are pre-generated) in Table 4. The run-time of both Cornacchia and LagrangeReduction are similar but the latter exhibits better timing-attack resistance. The (Randomized) LatticeReduction provides the best timing-attack resistance but is $5 \times$ slower. Employing a good Random Number Generator (RNG) is crucial for the success of the randomized lattice reduction algorithm.

Table 3: Cycle count comparison of half-GCD algorithms for 10k runs

| Functions | C-halfgcd | C-halfgcd(2) | C-halfgcd(3) | halfgcd |
| :--- | :---: | :---: | :---: | :---: |
| mean (cc) | 137,296 | 68,855 | 49,645 | 531 |

Table 4: Cycle count of Cornacchia vs lattice reduction algorithms for 10k runs

| Functions | Cornacchia | LagrangeReduction | (Randomized) LatticeReduction |
| :--- | :---: | :---: | :---: |
| mean (cc) | 1,109 | 1,165 | 5,969 |

Therefore, if one aims for for a complete constant-time implementation of SQIsign, one may choose the C-halfgcd algorithm as one can predict and set average/worst-case iteration bounds directly based on a given size of the inputs. If one is intended on a timingattack resistant implementation without compromising too much on performance, then the (Randomized) LatticeReduction is a viable choice. However, looking at the big picture gives us a very different perspective: when compared to the run-times of computation-heavy algorithms such as IdealTolsogeny, these constant-time alternatives will have almost no performance overhead and can be equally suitable for implementation, as demonstrated for C-halfgcd in Table 5. Also, we present a range of cycle counts for the full signing routines because, as already reiterated throughout the text, there are several other non constant-time functions in SQIsign that greatly affect the run-time.

Table 5: Cycle count of non-constant SQIsign vs with C-halfgcd

| Version | Non-constant SQIsign | SQIsign with C-halfgcd |
| :---: | :---: | :---: |
| range (cc) | $(8.680644-15.195743) \times 10^{9}$ | $(8.738787-14.586137) \times 10^{9}$ |

## 6 Conclusion

In this paper, we showed that if inputs and outputs of Cornacchia's algorithm leaks, then one can recover the signing key in SQIsign in polynomial time. This can be a starting point for research on future side-channel attacks on the modified versions of SQIsign $\left[\mathrm{CSCRSDF}^{+} 23\right]$ and to propose efficient countermeasures. We did not demonstrate the experimental method for actually retrieving Cornacchia outputs because the current implementation is not meant to be constant time or resistant to side-channel attacks. Hence, it is a compelling research direction to mount a fine-tuned single trace attack on Cornacchia's algorithm and attack the SigningKLPT algorithm as mentioned in Remark 3.

Additionally, we also proposed two timing-attack resilient alternatives that could replace the non-constant algorithms. The first one is based on lattice reduction techniques in two dimensions. We suggested randomization of the starting lattice basis to eliminate input dependency. The second one is a constant-time half-GCD algorithm. The constant-time
feature of the algorithm comes from setting an upper bound on the iterations based only on the maximum of the input sizes. We also analyzed the performance of our algorithm and verified that it is constant-time using standard tools. A future direction would be to derive tighter bounds of the constant-time half-GCD algorithm that would still ensure correct termination. In fact, coming up with a better bound could significantly improve its performance. The signing procedure of SQIsign is complex and we have not yet proposed a full constant-time implementation but we initiated the first step on the quaternion side, hoping to motivate further cryptanalysis for SQIsign.
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