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Abstract

Lattice-based cryptosystems are some of the primary post-quantum
secure alternatives to the asymmetric cryptography that is used today.
These lattice-based cryptosystems typically rely on the hardness of some
version of either the NTRU or the LWE problem. In this paper, we
present the NTWE problem, a natural combination of the NTRU and
LWE problems, and construct a new lattice-based cryptosystem based on
the hardness of the NTWE problem.

As with the NTRU and LWE problems, the NTWE problem naturally
corresponds to a problem in a q-ary lattice. This allows the hardness of
the NTWE problem to be estimated in the same way as it is estimated for
the LWE and NTRU problems. We parametrize our cryptosystem from
such a hardness estimate and the resulting scheme has performance that
is competitive with that of typical lattice-based schemes.

In some sense, our NTWE-based cryptosystem can be seen as a less
structured and more compact version of a cryptosystem based on the
module-NTRU problem. Thus, parameters for our cryptosystem can be
selected with the flexibility of a module-LWE-based scheme, while other
properties of our system are more similar to those in an NTRU-based
system.

1 Introduction

This NIST standardization process for post-quantum cryptography has
already resulted in four algorithms being selected for standardization.
Three of these selected algorithms are lattice-based and the security of
these schemes rely on the hardness of versions of either the LWE or the
NTRU problem. The origins of the NTRU and LWE problems are quite
different, but the concrete hardness of these problems is currently esti-
mated in very similar ways.

NTRU was introduced more than 25 years ago as a ring-based public
key cryptosystem [12]. The security of this system is based on the hard-
ness of the NTRU problem which, with somewhat different parameters
than those first proposed, has remained hard to solve in practice. While
not originally stated as a lattice-based cryptosystem, an NTRU instance
can easily be interpreted as an instance a special type of structured lattice
problem and the concrete security of current NTRU-based cryptosystems
is typically estimated based on how efficiently this structured lattice prob-
lem can be solved.
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The LWE problem is even more closely related to lattice problems.
It was introduced in 2005 by Regev together with a quantum reduction
from a worst-case lattice problem [19]. As such, the asymptotic security
of LWE-based cryptosystems can be guaranteed as long as there exists
instances of this lattice problem that are hard to solve with a quantum
computer. This reduction does, however, say very little about the concrete
security of typically considered parametrizations of LWE-based cryptosys-
tems [4]. Instead, LWE-based cryptosystems are usually parametrized in
the same way as NTRU-based systems, based on a concrete hardness esti-
mate for the natural lattice problem that corresponds to an LWE instance.

There are several different structured versions of the LWE problem,
with the most prominent being the ring- and module-LWE problems. Es-
pecially the ring-LWE problem is very similar to the NTRU problem,
as it essentially corresponds to an inhomogeneous version of the NTRU
problem. The module-LWE problem can be seen as a somewhat less struc-
tured version of the ring-LWE problem and is thus also quite similar to
the NTRU problem.

While there are results that relate the hardness of versions of the LWE
problem to the hardness of versions of the NTRU problem [18, 23, 24],
these results do not directly relate the security of concrete paramet-
rizations of currently proposed cryptosystems. As such, given similar
parametrization of an NTRU-based and an LWE-based cryptosystem, we
can not directly determine if one of these schemes is more secure than the
other. Although the security of both types of systems are based on simi-
lar assumptions, there is a possibility that an attack lowers the concrete
security of schemes based on one of the assumptions, without directly
impacting schemes based on the other assumption.

Thus, lattice-based cryptography is primarily based on the hardness of
two similar, yet different problems. The worst-case to average-case reduc-
tion which were the reason for the introduction of the LWE problem does
not support the concrete security of typical LWE-based cryptosystems.
Furthermore, the understanding of lattice algorithms have improved sig-
nificantly since the introduction of the NTRU system. Therefore, it is
interesting to investigate what alternative problems we can base the secu-
rity of similar cryptosystems on, and if this would allow any improvements
compared to the schemes that are considered today.

1.1 Our Contribution

In this paper, we introduce and investigate the NTWE problem and cre-
ate an NTWE-based cryptosystem. The NTWE problem can be seen as
a natural combination of the NTRU and module-LWE problems. It is
easily seen that as long as either the NTRU problem or the module-LWE
problem is hard, then so is the NTWE problem.

We can thus parametrize our NTWE-based cryptosystem so that it is
secure as long as either the corresponding NTRU- or LWE-based crypto-
system is secure. As the NTRU and LWE problem are quite similar, one
would typically not consider using a system that relies on an module-LWE-
based and an NTRU-based cryptosystem in parallel. However, this type of
parametrization of our NTWE-based cryptosystem is both more efficient
and compact than simply combining an NTRU-based and a module-LWE-
based cryptosystem and is therefore more interesting.

While we can guarantee that the NTWE problem is no easier than
versions of the NTRU and the LWE problems, it actually seems to be
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significantly harder than the problems that we provably can relate it to.
Similarly to the module-LWE problem, we consider a module versions of
the NTWE problem. A simple reduction shows that the rank k NTWE
problem is no easier than the rank k module-LWE problem. However,
we believe that the rank k NTWE problem is essentially as hard as a
rank k + 1 module-LWE problem.

Similarly to the LWE and NTRU problems, the NTWE problem nat-
urally corresponds to a lattice problem in a q-ary lattice. The lattice
problem for the rank k NTWE problem in is very similar to the lattice
problem for the rank k + 1 module-LWE problem. This motivates our
concrete hardness estimate for the rank k NTWE problem. Furthermore,
we are able to show that a more structured version of the NTWE problem
is at least as hard as the rank k + 1 module-NTRU problem, providing
further motivation for our hardness estimate.

New hardness assumptions must be thoroughly analyzed before signif-
icant confidence can be placed in the security of cryptosystems that rely
on them. However, any assumptions similar to the ones used today can
be more easily trusted. As the NTWE problem naturally corresponds to
a lattice problem, it directly benefits from analysis of similar lattice prob-
lems. Furthermore, due to the similarities between the rank k NTWE
problem and the NTRU and LWE problems in rank k + 1 modules, we
believe that any improved algorithms for the NTWE problem would also
result in increased understanding of these other problems.

We furthermore provide concrete parametrizations of our new NTWE-
based cryptosystem. This includes parametrizations similar to the differ-
ent parametrizations of CRYSTALS-Kyber [22], henceforth referred to
only as Kyber. These parametrizations have essentially the same sized
public-key and ciphertext as in the parametrizations of Kyber that target
the same security level.

A large reason for the relatively small ciphertexts in Kyber is a method
for ciphertext compression. This consists of discarding many of the bits
of the ciphertext, allowing significantly smaller ciphertexts at the cost of
somewhat larger decryption failure probability. In our scheme, we do not
perform any such ciphertext compression but we still have a ciphertext
size that is comparable to that of Kyber. Thus, compared to an LWE-
based scheme without ciphertext compression, our scheme actually has
significantly smaller ciphertexts.

There are multiple reasons to want to avoid ciphertext compression,
one of which may be patent reasons. Although the method for ciphertext
compression that is used in Kyber has not been patented, other versions
of ciphertext compression seem to be protected by a patent. However, to
which extent this patent actually cover the different methods for cipher-
text compression that is performed in LWE-based schemes has not been
entirely clear. This may be a reason to prefer our scheme where no such
ciphertext compression is performed.

Another benefit of not having to use ciphertext compression is that it
may allow more compact schemes that include a zero-knowledge proof that
the ciphertext is correctly formed. Such a zero-knowledge proof seems to
be incompatible with ciphertext compression, and such a scheme would
therefore have to use uncompressed ciphertexts. Therefore, for these types
of applications, the ciphertexts from our cryptosystem would be signifi-
cantly smaller than the ciphertexts in a comparable LWE-based system.
This advantage was one of the primary advantages of NTRU-based sys-
tems compared to LWE-based systems mentioned by Lyubashevsky and
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Seiler in a paper [16] developing a more efficient version of NTRU.
An advantage of our scheme compared to NTRU is its increased flexi-

bility in allowing module versions of the problem. While module versions
of the NTRU problem have been considered [7], this module-NTRU prob-
lem does not seem to be suitable for public key encryption. The size of
the public key in such a module-NTRU-based encryption scheme would
grow with the square of the module rank. This would result in a sig-
nificantly larger public key than in a module-LWE based scheme, where
the size of the public key depends linearly on the module rank. We can
thus consider our NTWE-based cryptosystem as a more compact version
of a cryptosystem based on the module-NTRU problem. Furthermore,
whereas the NTRU problem is significantly easier in an overstretched
parameter regime, it does not seem like there is such an overstretched
parameter regime for the NTWE problem.

Another potential benefit of an NTWE-based cryptosystem compared
to a system based on module-LWE is its resistance against dual lattice
attacks. The two main attacks against LWE-based schemes are the pri-
mal and dual lattice attacks. Recent results have indicated that the
dual attack may be more efficient against concrete cryptosystem param-
eters [11, 17]. Although these results have been questioned [8], increased
resistance against these dual attacks is still preferable.

While it is possible to perform a dual attack against the NTWE prob-
lem, a primal lattice attack against the NTWE problem seems to be sig-
nificantly more efficient for the parameters that we consider in this paper.
However, the dual attack against NTWE does seem to be more efficient
than the primal attack against some parametrizations of this problem.
Thus, the dual attack should still be considered when investigating the
concrete hardness of specific NTWE instances.

For efficiency, we parametrize our cryptosystem using a ring R and
modulos q that enable using the Number Theoretic Transform (NTT) to
efficiently multiply ring elements. Similar to an NTRU-based system, we
require computing inverses of a ring element f in both Rq and Rp, for an
integer q and a small integer p. While the inverse in Rq is efficiently com-
putable by using the NTT, the inverse in Rp is less efficient to compute.
However, this primarily impacts the performance of key generation, and
if the same public-key is used multiple times, this cost may be considered
insignificant.

To improve the efficiency of key generation, we may select f from a dis-
tribution such that the inverse in Rp is trivial, but such that the elements
of f are a factor p larger. This trick results in schemes that are more
efficient than the corresponding module-LWE-based schemes but with a
larger decryption failure probability. If not using this trick to ensure that
the inverse of f in Rp is trivial, the resulting scheme actually has a lower
decryption failure probability than a corresponding module-LWE-based
scheme. Thus, our NTWE-based cryptosystem is either more efficient
with a larger decryption failure probability or less efficient with a smaller
decryption failure than a corresponding module-LWE-based system.

1.2 Paper Outline

We begin the paper with some background in Section 2. Next, in Section 3,
we introduce the NTWE problem and describe its relation to the LWE
and NTRU problems.

In Section 4, we consider the concrete hardness of the natural lattice
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problems that correspond to the NTWE problem. For reference, we also
briefly explain how lattice algorithms are used to solve the NTRU and
LWE problems.

Next, in Section 5 we present our NTWE-based cryptosystem and
compare it to NTRU-based and module-LWE-based cryptosystems and
in Section 6 present some concrete parametrizations of this cryptosystem.

Finally, in section 7, we have some final remarks, including a note
regarding how investigating the concrete hardness of the NTWE problem
could be interesting also due to implications for the LWE and NTRU
problems.

2 Background

2.1 Notation

We denote real matrices by bold upper case letters A,B and real vectors
by bold lower case letters s, e. Vectors and matrices over a number field
are denoted similarly, but with the letters overlined A, s.

We denote probability distributions by calligraphic letters U or by
Greek letters ψ. In particular, we denote the uniform probability distri-
bution over a set S by U(S).

For an arbitrary distribution ψ over a ring R, we let ψ∗ be the dis-
tribution corresponding to invertible elements of ψ. Rejection sampling
from ψ, rejecting all non-invertible elements, allows sampling from this
distribution. For the rings relevant in this work, only a small portion of
the elements are not invertible.

2.2 Lattices

A lattice L is a discrete subgroup of Rd. A lattice can always be described
by a basis B ∈ Rd×k for k ≤ d with L = L(B) = {Bx : x ∈ Zk}. The
determinant of a lattice L is given by

√
det(BTB) for an arbitrary basis

B of L.
We denote the length of the shortest non-zero vector in a lattice L

by λ1(L). For a random d dimensional lattice, we expect the so called
Gaussian Heuristic to hold. This heuristic predicts that the number of
lattice points in a ball of volume V is V/ det(L), which corresponds to
estimating that

λ1 ≈ gh(L) =

√
d

2πe
det(L)1/d . (1)

The Gaussian Heuristic is often assumed to approximately hold even in
some lattices that are not sampled uniformly at random, such as in q-ary
lattices.

2.3 Algebraic Number Theory

A number field K is a finite-degree field extension of the rational num-
bers Q. This corresponds to K = Q(ζ), the rational numbers adjoined
with some element ζ that satisfies f(ζ) = 0 for some irreducible polyno-
mial f ∈ Q[x]. This polynomial is called the minimal polynomial of ζ and
the degree of the number field K is the degree of this polynomial. In this
work, n denotes the degree of number fields where applicable.

The ring of integers OK for a number field K is the set of algebraic
integers in K, meaning that it is the elements in K that are a root of some
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monic polynomial in Z[x]. For the concrete number fields we are consid-
ering in this paper, the ring of integers for the number field K = Q(ζ) is
always equal to Z(ζ), but this is not the case in general. In particular,
we only consider rings isomorphic to Z[X]/(Xn + 1) for n = 2` for some
integer `. These are the rings of integers of power of two cyclotomic fields.

As we only consider rings of integers of power of two cyclotomic fields,
a coefficient representation of elements in OK is suitable. As such, we
represent an element v ∈ OK by the vector v ∈ Zn containing the coef-
ficients of its natural representative in Z[X]/(Xn + 1). We let the norm
‖v‖ be given by the `2 norm of the coefficient vector, which we extend to
modules OkK in the natural way. For an element v in Rk, we also consider
a corresponding matrix in Zkn×n, given by the coefficient vectors of vXi

for every integer i with 0 ≤ i < n.

2.4 LWE and NTRU

The version of the Learning With Errors (LWE) problem considered in
this work is defined in terms of a module-LWE distribution, as defined
below.

Definition 1 (Module-LWE distribution). Let q be a prime and R the
ring of integers for a number field K. For s ∈ Rkq and ψ some distribution
on Rq, a sample from the module-LWE distribution As,ψ is given by
(a, b = a · s + e), where a← U(Rkq ) and e← ψ.

In the original definition of module- and ring-LWE distributions and
problems, the secrets have elements in the dual ideal R∨q and the error
distribution has a continuous support. However, using secret elements in
Rq is equivalent when R is the ring of integers of a power of two cyclotomic
number field [15]. Furthermore, it is easily seen that the problem with a
dicretized error distribution is no easier than the original problem with a
continuous distribution.

The version of the LWE problem that is relevant in this work is the
normal-form decision module-LWE problem, as defined next.

Definition 2 (Normal form decision module-LWE problem). Let q be
a prime, R the ring of integers for a number field K and ψ be some
distribution on Rq. Then, the normal form decision module-LWE problem
is to distinguish samples from As,ψ from uniformly random in Rkq × Rq
when s is a vector with elements sampled from ψ.

We also use the following definition of a decision version of the NTRU
problem, where multiple samples are provided from a distribution. The
NTRU problem is not typically considered in terms of such a distribution
from which it is possible to get multiple samples. However, this multi-
sample problem has been considered previously and does not seem to be
significantly easier than the traditional, single sample, NTRU problem.
Our definition is for a module-version of the NTRU problem and a more
traditional NTRU problem is recovered with module rank k = 1.

Definition 3 (Decision module-NTRU problem). Let k be some integer,
q be some prime, R be the ring of integers for some number field K and ψ
be some distribution on Rq. Let F ∈ Rk×kq have elements sampled from
ψ and assume that F is invertible. Then, the rank k decision module-

NTRU problem is to distinguish samples of the form h = g · F−1 ∈ Rkq
from uniformly random in Rkq where g ← ψk.

6



2.5 Lattice Reduction

In practice, the most efficient algorithm for finding relatively short vectors
in a lattice is the lattice reduction algorithm BKZ [21, 20]. BKZ works
by iteratively improving the lattice basis by solving SVP instances in
projected sublattices of dimension β.

The effectiveness of BKZ is often estimated through its Hermite fac-
tor δβ , with BKZ finding a vector of length δdβ det(L)1/d in a d-dimensional
lattice L. The specific value of this factor depends on the blocksize β BKZ
is used with. A typical estimate is that

δβ =

(
β

2πe
(πβ)1/β

) 1
2(β−1)

(2)

which is heuristically proven to be the asymptotic performance of BKZ
on random lattices [6].

In NTRU and LWE lattices, the secret vectors are significantly shorter
than would be expected in a random lattice. This enables BKZ to recover
the secret vector faster than a simple estimate based on δβ predicts. In-
stead, when estimating the hardness of these problems, one often considers
the so called 2016 estimate [1] that predicts that BKZ with block size β
finds an unusually short vector v in an d-dimensional lattice L if

√
β · ‖v‖√
d

≤ δ2β−dβ det(L)1/d . (3)

A conservative estimate for the cost of using BKZ with block size β is
the core SVP hardness, as introduced in [1]. This estimates that running
BKZ with block-size β is no more expensive than solving a single SVP
instance in dimension β. We further estimate the hardness of SVP in
dimension β based on the performance of known algorithms.

For our parametrizations, we consider the performance of the best
known classical algorithm for solving SVP, ignoring its memory require-
ments and subexponential factors in its running time. This performance

is given by a heuristic algorithm [2] with complexity
√

3/2
β ≈ 20.292β for

lattice dimension β. We represent the core SVP hardness by the logarithm
of this, and thus given by 0.292β.

There are quantum algorithms that solve SVP more efficiently than
this algorithm. However, these algorithms improve attacks against lattice-
based cryptosystems less than Grover’s quantum search algorithm im-
proves attacks against symmetric primitives with comparable classical se-
curity. As such, when comparing the security of a lattice-based crypto-
system with the security of a symmetric primitive, the performance of
current quantum attacks does not have to be considered. In this work, we
therefore do not consider these quantum lattice algorithms, but we still
claim that our system is post-quantum secure.

3 The NTWE Problem

The NTWE problem combines the NTRU and LWE problems in a natural
way. Similarly to the NTRU problem, an instance of the NTWE problem
is of the form h = gf−1 where g ← ψ1 and f ← ψ2. However, unlike
standard NTRU instances, we do not use ψ1 = ψ2, nor do we expect g to
be a small element. Instead, we let the distribution ψ1 be a module-LWE
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distribution and samples from this distribution are thus expected to be
hard to distinguish from uniformly random.

A more formal definition of this problem follows, where we, similarly
to the definition of the LWE problem, consider it in terms of an NTWE
distribution. As with the module-LWE problem, we primarily consider
the problem with the rank k some small integer, while the degree n of the
underlying ring is fixed to some power of two, such as 256.

Definition 4 (NTWE distribution W(s, f, ψ)). Let q be a prime, k be
an integer, n be some power of 2, R = Z[X]/(Xn + 1) and ψ be some
distribution on Rq. Furthermore, let s be a vector in Rkq and f be an in-
vertible element in Rq. A sample from the NTWE distributionW(s, f, ψ)
is given by

(a, b = (a · s + e)f−1) ∈ Rkq ×Rq
where a← U(Rkq ) and e← ψ.

We consider an average case distribution of problem instances where
the secret vector s and secret element f are sampled from the error distri-
bution ψ. This is similar to the normal-form module-LWE problem. The
definition of the search and decision versions of this average-case problem
follows.

Definition 5 (Decision NTWE problem (DNTWE(ψ, h))). Let ψ be
some distribution on Rq and let h be some integer. An instance of the
Decision NTWE problem DNTWE(ψ, h) is given by an unknown distri-
bution D that is either uniformly random or the W(s, f, ψ) distribution
for some s ← ψk and f ← ψ∗. The DNTWE(ψ, h) problem is to deter-
mine which is the case when given at most h samples from the unknown
distribution.

For the search version of the NTWE problem, the actual secrets s, f
used to generate the NTWE distribution need not be recovered. Instead
it suffices to recover sXi and fXi for some i as these alternative solu-
tions would generate the same NTWE distribution as the actual secrets.
Furthermore, for the rings R and error distributions ψ we consider, all of
these solutions are equally likely to be sampled as secrets for the problem
instance.

Definition 6 (Search NTWE problem SNTWE(ψ, h)). Let ψ be some
distribution on Rq and h be some integer. An instance of the Search
NTWE problem SNTWE(ψ, h) is to recover sXi and fXi, for some i,
when given at most h samples from the W(s, f, ψ) distribution, where
s← ψk and f ← ψ∗.

3.1 Relation to Other Problems

It is easily seen that an instance of the search/decision NTWE problem is
at least as hard as an instance of the search/decision rank k module-LWE
problem. This relation is formalized in the following lemma:

Lemma 3.1. Assume that there is an algorithm W that is able to solve the
(search/decision) NTWE problem with advantage ε. Then, using W once,
with a negligible amount of additional computations, provides a solution
to the corresponding (search/decision) normal form rank k module-LWE
problem with advantage ε.

Proof. Given an algorithm that solves the NTWE problem, we can easily
solve the corresponding module-LWE problem. This is accomplished by
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sampling f ← ψ∗ and transforming samples from the input distribution
in the module-LWE problem instance into (a, bf−1).

If the input samples are from a module-LWE distribution, the trans-
formed samples are from an NTWE distribution. With these samples as
input, an algorithm that solves the search NTWE problem recovers sXi

and fXi for some i. As f is known, this allows recovering s and solving
the search module-LWE problem.

If instead the input samples are from an uniformly random distri-
bution, the transformed samples are also from a uniformly random dis-
tribution. As such, using an algorithm that solves the decision NTWE
problem a single time provides a solution to the decision module-LWE
problem with the same advantage.

It is also easily seen that the NTWE problem is no easier than a
similarly parametrized version of the rank 1 module-NTRU problem.

Lemma 3.2. Assume that there is an algorithm W that, when given h
samples from the input distribution, is able to solve the (search/decision)
NTWE problem with advantage ε. Then, using W once, with a negligi-
ble amount of additional computations, provides a solution to a rank 1
(search/decision) NTRU problem with advantage ε. This is accomplished
by using k + h samples from the input distribution in the given instance
of the NTRU problem.

Proof. Let h = gf−1 be h+k samples from the input distribution for the
NTRU problem. By splitting h as (sf−1, ef−1) ∈ Rkq ×Rhq and letting
A ← U(Rh×kq ), we can calculate (As + e)f−1. If the input is an NTRU
distribution, this directly corresponds to h samples from an NTWE distri-
bution. If instead the input is uniformly random, then so are the resulting
h samples.

As such, any algorithm that solves the DNTWE(ψ, h) can be used to
solve the decision NTRU problem by using h+ k NTRU samples. Sim-
ilarly, any algorithm that solves the SNTWE(ψ, h) problem can be used
to solve the search NTRU problem by using h+ k NTRU samples.

Lemma 3.2 ensures that the NTWE problem in rank k modules is at
least as hard as the rank 1 NTRU problem with multiple samples. We do,
however, expect something significantly stronger to hold, namely that the
rank k NTWE problem is at least as hard as the rank k + 1 module-NTRU
problem. Lemma 3.3 below provides motivation for such a statement, as it
shows that if we can solve a special version of the rank k NTWE problem,
then we can also solve the rank k + 1 module NTRU problem.

This special version of the NTWE problem differs from an ordinary
NTWE problem by using an a that is not sampled uniformly at random
and instead from some other distribution. The specific distribution for
which a is sampled from in these special NTWE instances is directly
given by a rank k+ 1 module-NTRU instance. As we do not have a good
definition for this distribution besides for how it appears in the proof, we
only define it as a part of the proof.

Although it is possible that the NTWE problem where a is non-
uniform is a harder problem than NTWE with uniformly random a, we
have no reason to expect this to be the case. Instead, it seems more
natural to assume the opposite, that samples with uniformly random a
are harder to distinguish from uniformly random than those with a from
some other distribution. As such, we consider this lemma to be a strong
argument for why the concrete hardness of the rank k NTWE problem

9



should be comparable to that of rank k + 1 module-NTRU. However, this
lemma does not actually prove that the rank k NTWE problem is at least
as hard as a rank k + 1 NTRU problem.

Lemma 3.3. Assume that there is an algorithm W that solves a deci-
sion version of the NTWE problem where a is not uniformly random and
instead sampled from a special distribution, defined in the proof. If W
achieves an advantage ε, then, using W once, with a negligible amount
of additional computation, provides a solution to the decision rank k + 1
module-NTRU problem with advantage ε. This is accomplished by using
h module-NTRU samples.

Proof. We claim that a sample from a rank k + 1 module-NTRU instance

h = gF
−1

corresponds to a sample from a rank k NTWE instance with a
special structure on a. The a for this sample is the negation of the first k
elements of h, while the b part of the NTWE sample is the final element
of h.

To see this, we write e− hF = 0 with e = g and split h into (−a, b).
Next, we rename the k × (k + 1) dimensional submatrix of F that we
multiply with a to S, while the remaining k + 1 dimensional row we call
f . Thus, aS − bf + e = 0, which corresponds to a sample from k + 1
different NTWE instance. These samples share the same a and have the
same resulting b, but each NTWE instance uses different secrets s, f and
errors e. This is seen by considering a single element, which is given by
as− bf + e = 0, or equivalently (as + e)f−1 = b, if f is invertible.

Additional samples from the NTRU distribution also result in NTWE
samples with the same s and f , but with different a and e. Furthermore,
note that f, e and the elements in s are sampled from ψ, as expected for
the NTWE instance.

The distribution of a in this constructed NTWE distribution is not
uniformly random and instead given by the first k elements from a sample
of the NTRU distribution. As such, each NTRU sample corresponds to
a sample from an NTWE instance where the A matrix is generated with
rows given by samples from an NTRU distribution. Furthermore, in this
NTWE instance, the secrets s and f are part of the matrix F used to
define the NTRU distribution used to generate the A matrix.

If instead given a sample from a uniformly random distribution, split-
ting the sample into −a and b obviously results in a and b that are uni-
formly random. Thus, if we are able to distinguish this special NTWE
instance from uniformly random, then we are also able to distinguish a
rank k + 1 module-NTRU instance from uniformly random.

4 The NTWE Lattice Problems

Both the NTRU problem and the module-LWE problem can be solved by
considering the naturally corresponding lattice problems. Currently, this
approach leads to the best performing algorithms for solving these prob-
lems, and we recall the techniques used below. We expect that the NTWE
problem similarly is best solved by considering lattice problems that natu-
rally correspond to the NTWE problem. We present these NTWE lattice
problems in subsection 4.3 below and compare it to lattice problems in
corresponding NTRU and LWE lattices.

We can not guarantee that there are no other, more efficient, attacks
against the NTWE problem than the ones we consider here. However,
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its similarity to the LWE and NTRU problems motivates us to focus on
attacks similar to the best performing attacks against these problems.

In some sense, the NTWE lattice is a mix between an NTRU lattice
and a module-LWE lattice. We therefore believe that it is likely that
any improved attacks against the NTWE problem would improve our
understanding of the NTRU and LWE problems. In particular, we believe
that a specialized attack against the NTWE problem would likely have
interesting implications for both the NTRU and LWE problem, in some
sense indicating that these problems are hard, but mixing them results in
an easier problem.

4.1 NTRU Problem

In the module-NTRU problem, the input is a matrix H ∈ Rh×kq . In the
search version of the problem, the task is to recover G ∈ Rh×kq ,F ∈ Rk×kq

such that GF
−1

= H and such that all elements in G and F are small.
To state this as a lattice problem, we consider the integer matrices F ∈
Zkn×kn and G,H ∈ Zhn×kn corresponding to F ,G,H. Then, it can be
seen that the (h+ k)n-dimensional lattice spanned by the columns of[

qI H
0 I

]
contains a dense kn-dimensional sublattice given by[

qI H
0 I

] [
?
F

]
=

[
G
F

]
where ? represents the matrix corresponding to modular reduction. Using
lattice reduction methods, this dense sublattice can be found, which solves
both the search and decision NTRU problems.

Depending on the specific parametrization, the lattice reduction algo-
rithms may directly find vectors that directly corresponds to elements of
F and G. If the parameters are chosen in an overstretched regime, the
lattice reduction may first find other vectors in the dense sublattice [9]. In
either case, finding unusually short vectors in the lattice solves the deci-
sion NTRU problem and quickly leads to an attack against NTRU-based
cryptosystems.

4.2 Module-LWE Problem

The Module-LWE problem is typically solved by using lattice reduction
algorithms on one of two different types lattices, corresponding to the dual
and primal lattice attacks.

A Module-LWE instance with h samples is given by a uniformly ran-
dom A ∈ Rh×kq and the vector b = As + e ∈ Rhq , where the elements of e
are sampled from the error distribution ψ. In the normal form version of
the problem, the elements of the secret vector s are also sampled from ψ.
The lattices corresponding to this module-LWE instance are given by the
integer matrices A ∈ Zhn×kn and B ∈ Zhn×n corresponding to A and b.

In the primal attack, the relevant lattice is spanned by the columns ofqI A B
0 I 0
0 0 tI
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where t is a constant typically chosen to be 1. Furthermore, one typically
do not consider this full (h + k + 1)n dimensional lattice, instead only
considering a single column b of the full matrix B, giving a (h+ k)n+ 1
dimensional lattice. Using lattice reduction, we can find the short lattice
vector  e

−s
t

 =

qI A b
0 I 0
0 0 t

 ?
−s
1


where ? gives the modular reductions and s and e are integer vectors
representing s and e respectively. This short vector directly solves both
the decision and search Module-LWE problems.

In the dual attack, the lattice given by

L⊥ = {(x,y) ∈ Z(h+k)n : xA = y mod q}

is considered. The dual attack is based on using lattice reduction in
order to find short vectors in L⊥. Short vectors in L⊥ can be used to
distinguish between samples from a module-LWE instance and samples
from a uniformly random distribution, solving the decision module-LWE
problem.

Given a short vector w in L⊥, the attack works by multiplying samples
b = As + e with w, resulting in wb = y · s + x · e which is small if
x,y, s and e all are short. By using these short lattice vectors, samples
from a module-LWE distribution are thus transformed into small integers.
Meanwhile, multiplying a uniformly random b with such a short vector
results in a uniformly random integer in Zq. As such, short vectors in L⊥

multiplied with samples from a distribution behave noticeably differently
depending on if the distribution is uniformly random or a module-LWE
distribution.

4.3 NTWE Problem

We now present the natural lattices corresponding to the NTWE problem.
These lattices correspond to the lattices used during primal and dual
lattice attacks against the LWE problem. We therefore similarly denote
our algorithms as the primal and dual attacks against the NTWE problem.
Finding short vectors in these NTWE latices allows solving the NTWE
problem.

4.3.1 Primal Attack

A primal attack against the NTWE problem use the same lattice con-
struction as for the primal attack against the LWE problem. In a rank k
NTWE instance with h samples, we are given

(A, b = (A · s + e) · f−1) ∈ Rh×kq ×Rkq

and are either supposed to distinguish these samples from uniformly ran-
dom or use the samples to recover s and f . As with the primal attack
against the LWE problem, this can be stated as finding a short vector in
the lattice generated by the columns ofqI A B

0 I 0
0 0 tI
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where A ∈ Zhn×kn,B ∈ Zhn×n are the matrices corresponding to A and
b respectively, while t is some small constant. In the primal attack against
the module-LWE problem, it is sufficient to consider only a single column
of the matrix B. However, when solving the NTWE problem, the full
matrix B must be accounted for.

This NTWE lattice contains the (h+k+1)n dimensional secret vector e
−s
tf

 =

qI A B
0 I 0
0 0 tI

 ?
−s
f


where ? gives the modular reduction while s and f are the integer vectors
representing s and f .

Using t = 1, with an error distribution that has standard devia-
tion σ, we expect the secret vector to have length approximately σ ·√

(h+ k + 1)n. By the 2016 estimate, detailed in (3), we deem such a
short lattice vector to be recoverable by BKZ with block size β if

βσ ≤ δ2β−(h′+k+1)n
β qh

′/(h′+k+1)

for some h′ ≤ h such that h′n is an integer. Choosing h′ < h corresponds
to ignoring rows of A and B, which decreases both the lattice dimension
and its determinant and sometimes leads to a more efficient attack.

Although the NTWE lattice at first glance may seem similar to the
lattice given by a rank k module-LWE instance with the full B matrix,
there are some significant differences. The known basis for these lattices
are of exactly the same form and, when constructed using the same num-
ber of samples, the lattices have the same determinant. However, in the
rank k module-LWE lattice, the target vectors are shorter than in the
NTWE lattice. Furthermore, in the rank k module-LWE lattice, each of
the secret vectors is known to lie in a specific (k + h)n + 1 dimensional
sublattice, which is not the case in the NTWE problem. Due to these
factors, we believe that the hardness of the rank k NTWE problem is
more comparable to that of the rank k + 1 module-LWE problem.

The lattice constructed in the primal attack against the rank k NTWE
problem is very similar to the lattice used in the primal attack against the
rank k + 1 module-LWE problem. Letting t = 1, and combining all but
one column of B with A into Ã ∈ Zhn×((k+1)n−1), the lattice is given byqI Ã b

0 I 0
0 0 1


where b is the remaining column of B. This lattice is one dimension
smaller than the corresponding lattice for a rank k+1 module-LWE prob-
lem and the Ã matrix is not generated in the same way. However, with
the same number of samples, the lattice determinant is the same as for
the module-LWE lattice and the target vectors are of essentially the same
length.

We can thus in some sense consider the NTWE problem as a more
structured version of the rank k + 1 module-LWE problem, with part
of the Ã matrix not sampled uniformly at random. Furthermore, by
standard estimates for hardness of lattice problems, the primal attack
against the rank k NTWE problem and against rank k + 1 module-LWE
should require approximately as much work.
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Note also that, unlike in the lattice given by a module-LWE instance,
in the NTWE lattice there is not only a single short vector to be found.
Instead the NTWE lattice contains several short vectors that span a dense
n dimensional sublattice. The existence of such a dense sublattice seems to
be the reason for attacks against an overstretched NTRU parameters [13],
but the situation for NTWE is different from NTRU.

In a NTRU lattice, there is an n-dimensional dense sublattice in a
2n-dimensional lattice. Meanwhile, in the NTWE lattice there is an n-
dimensional dense sublattice in a (hn + kn + n)-dimensional lattice. In
this NTWE lattice, the same analysis as for overstretched NTRU does
not apply. It furthermore does not seem like there exist regime where it is
significantly easier to find the dense sublattice in this NTWE lattice than
it is to find the secret vector.

We also also note that we can construct the same lattice for the or-
dinary module-LWE problem, by including the full B matrix. As such,
if there is some parameter regime where there is a behavior similar to
overstretched NTRU, the same behavior also applies to LWE instances.
This limits the potential impact of an overstretched parameter regime on
the NTWE problem, unless there also exists overstretched parameters for
the LWE problem.

Finally, we note that this lattice for the primal attack against the
NTWE problem is very similar to the lattice used when attacking the
NTRU problem. With h = k+ 1, a combination of the A and B matrices
is a (k + 1)× (k + 1) dimensional matrix H. With H being the integer
matrix representing H, a basis matrix for the primal attack is given by[

qI H
0 I

]
.

This lattice is of exactly the same form as the lattice in a rank k + 1
module-NTRU instance, but with part of H uniformly random instead
of given by GF−1. As such, the natural primal lattice for the rank k
NTWE problem is essentially a less structured version of the rank k + 1
module-NTRU lattice, as suggested by Lemma 3.3.

4.3.2 Dual Attack

A dual attack against the NTWE problem is performed in a similar way
to how the dual attack is performed against the LWE problem. By using
a short vector in the lattice

L⊥ = {(x,y) : xA = y mod q}

we are able to transform b from an NTWE distribution into what essen-
tially corresponds to an NTRU sample. This is the case as if w is a short
vector in L⊥ and w is the corresponding vector in Rk then

w · b = w · (A · s + e) · f−1 = (y · s + x · e) · f−1 = gf−1

where g = y · s + x · e is a short element in Rq if w is short. As such,
w · b = gf−1 can be interpreted as an NTRU sample, although with
different distributions for g and f .

Note that, as we consider the norm of the coefficient vector, the norm
of g is dependent on the ring R. However, as we only consider the case
where R is the ring of integers of a power of two cyclotomic field, we are
guaranteed that the product s · y is a small element in Rq if both y and
s are short.
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In order for it to be reasonable to solve the constructed NTRU in-
stance, we require that the vector given by (g, f) is significantly shorter
than the shortest vector in a random q-ary 2n-dimensional lattice with-
out the NTRU structure. Such a lattice has determinant qn and, by the
Gaussian Heurisitic, is expected to contain a vector of length

√
(qn)/(πe).

On the other hand, the lattice corresponding to the constructed NTRU
instance contains a short vector (g, f) where g = y · s + x · e is expected
to have length ‖(x, y)‖ · σ

√
(h+ k)n. Furthermore, we have that f is

of expected length σ
√
n, and we can thus argue that in order for the

constructed NTRU instance to actually contain an unusually short vector,
we have the requirement that

σ2n
(
(h+ k) ‖(x, y)‖2 + 1

)
≤ nq

πe

or equivalently

‖(x, y)‖ ≤

√
q

(h+ k)πeσ2
− 1

h+ k
.

We can improve this attack by rebalancing the NTRU lattice so that we
have to find a vector of length L = ‖(x, y)‖ · σ

√
2(h+ k)n, corresponding

to (g, f ·
√
h+ k ‖(x, y)‖). Although this vector is longer, the correspond-

ing NTRU lattice also has a determinant that is (
√
h+ k ‖(x, y)‖)n times

larger, meaning that it is not expected to contain as short vectors. This
leads to the requirement that

2(h+ k)nσ2 ‖(x, y)‖2 ≤ nq
√
h+ k ‖(x, y)‖

πe
(4)

in order for the dual attack to succeed, which corresponds to a requirement
that

σ2 ≥ q

2πe ‖(x,y)‖
√
h+ k

for the problem to not be solvable by a given (x,y) in L⊥.
The lattice L⊥ is h+ k dimensional and has determinant qk. As such,

BKZ with block-size β should be able to find a vector (x,y) of length

δ
(h+k)n
β qk/(h+k) in L⊥. This means that, for the problem to be hard to

solve, we require that

σ2 ≥ qh/(h+k)

2πe · δ(h+k)nβ ·
√
h+ k

(5)

for every β that an adversary can afford to use as block-size.
While (4) is a necessary requirement for the constructed NTRU in-

stance to be solvable via lattice reduction, a bounded adversary may still
not be able to solve this NTRU instance. Therefore, we also estimate how
short vectors can be found in the resulting 2n-dimensional NTRU lattice.

In the resulting NTRU instance, there is an unusually short vector,
with expected length L = σ

√
2(h+ k)nδ

(h+k)n
β qk/(h+k). By the 2016 es-

timate, detailed in (3), this vector is expected to be found by BKZ with
block-size β in the 2n-dimensional NTRU lattice with determinant (qL)n

if
L ·
√
β/(2n) ≤ δ2β−2n

β

√
qL .

This gives that an adversary succeeds if

Lβ = σ
√

2(h+ k)n · δ(h+k)nβ · qk/(h+k) · β ≤ 2nqδ4β−4n
β
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which corresponds to the requirement that

σ ≥ δ4β−(4+h+k)n
β

qk/(h+k)
√

2n

β ·
√
h+ k

(6)

in order for the problem to not be solvable by an adversary that is able
to run BKZ with block size β. However, this analysis is only applicable
if the secret vector actually is unusually short in the NTRU lattice, and
thus, for hardness of the NTWE problem, it is sufficient that either (5)
or (6) is fulfilled.

It is not directly clear how this dual attack compares to the primal
attack against the NTWE problem or to attacks against the NTRU and
LWE problems. For the concrete parametrizations we present in Section 6,
it seems like this approach for a dual-lattice attack against the NTWE
problem is significantly less efficient than the primal attack. However, for
certain choices of parameters, it seems like this dual attack is more effi-
cient than the primal attack. In particular, by our estimates, the NTWE
problem parametrized with h = k = 1 is often more efficiently solved with
this dual attack than with the primal attack.

5 Our Cryptosystem

The procedures for key generation, encryption and decryption in our
cryptosystem are detailed in Algorithm 1. The system follows essentially
the same idea as the LWE-based Lindner-Peikert scheme [14] but with de-
cryption requiring using f in a similar way to how it is used in an NTRU
based cryptosystem.

For our cryptosystem, we only consider the case where R is the ring of
integers of a power of two cyclotomic field, but the system parametrized
with other rings R could potentially also be interesting to investigate. We
also only consider the system using p = 2, encoding a single bit of the
message into the relevant coefficients of the ciphertext.

To improve the efficiency of our scheme, we prefer rings R and modu-
los q such that operations can be performed efficiently using the Number
Theoretic Transform (NTT). With such a parametrization, it is very effi-
cient to compute the inverse f−1 in Rq. However, computing the inverse
in Rp is a less efficient operation. If the public key is reused multiple
times, this additional time for key generation can be acceptable.

During decryption, a product with fp must be computed, which can
not be done efficiently by using the NTT. As such, this multiplication has
a significant impact on the decryption efficiency in our PKE. For our PKE
scheme, a large majority of the decryption time is spent on this multiplica-
tion. However, if some version of the Fujisaki-Okamoto transform is used
to construct an IND-CCA secure KEM from this IND-CPA secure PKE,
decryption in the resulting scheme also performs encryption of a message.
Therefore, in this KEM, although the multiplication by f−1

p still has a
significant performance impact, it no longer constitutes a large majority
of the decryption time.

We consider two different versions of ψf in our parametrizations, both
defined in terms of ψgen. In both versions, samples from this distribution,
are always invertible in both Rp and Rq. In the first version of this
distribution, we let a sample from ψf be sampled from ψgen with rejection
sampling ensuring that the result is invertible in both Rp and Rq. In the
second version, we let a sample be given by f = pf ′ + 1, with f ′ ← ψgen
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ensuring that f is the identity in Rp. By using rejection sampling, it is
also ensured that samples from this version of ψf are invertible in Rq.

Selecting f = pf ′+ 1 ensures that f−1
p = 1 and therefore no expensive

inverse has to be computed during key generation. Furthermore, this
choice of f ensures that multiplication with f−1

p is trivial, resulting in
more efficient decryption. However, this comes at the cost of using a
larger f , which results in a larger failure probability for the scheme. As
the structure of how f is sampled is known, we can not argue that this
larger f results in harder instances of the corresponding lattice problem.

For implementations, the matrix A may be sampled from a pseudo-
random number generator. This allows a much more compact public key,
as it only has to include the seed used to derive A instead of the full
A matrix. Using a short seed to represent the public matrix A in this
way is standard for LWE-based cryptosystems and is for example used in
Kyber [22].

Algorithm 1 Procedures for key generation, encryption and decryption for our
cryptosystem

procedure Key generation
A← U(Rq)h×k

s← ψk
gen

e← ψh
gen

f ← ψf

b =
(
A · s + e

)
· f−1 ∈ Rh

q

Let f−1p be the inverse of f in Rp

return (pk = (A, b), sk = (s, f, f−1p ))
end procedure
procedure Encryption((A, b) = pk, m ∈ Rp)

s′ ← ψh
enc

e′ ← ψenc

e′′ ← ψk
enc

c1 = s′ · b + e′ + bmq/pc . With m interpreted as element in Rq

c2 = s′ ·A + e′′

return ct = (c1, c2) ∈ Rq ×Rk
q

end procedure
procedure Decryption((s, f, f−1p ) = sk, (c1, c2) = ct)

Let v = c1 · f − c2 · s mod q
Interpret v as element in R with coefficients in [0, q)
Let u = bv · p/qe interpreted as element in Rp

return vf−1p ∈ Rp

end procedure

5.1 Security

The security of our cryptosystem relies on the hardness of both the NTWE
problem and the module-LWE problem. Based on the assumed hardness of
the decision NTWE problem, the public key in our cryptosystem is indis-
tinguishable from uniformly random. Meanwhile, assuming the hardness
of the decision module-LWE problem, the ciphertext completely masks
the encrypted message. This is similar to a typical NTRU-based crypto-
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system, where the public key is pseudorandomly generated as an NTRU
instance, while the security of the ciphertexts relies on the hardness of a
problem that can be seen as a variant of the ring-LWE problem.

In the following lemmas, we formalize how, assuming the computa-
tional hardness of the NTWE and module-LWE problems, the security of
our cryptosystem is guaranteed. First we note that, assuming the hard-
ness of the decision NTWE problem, the public key of our cryptosystem
is indistinguishable from uniformly random.

Lemma 5.1. Let W be an algorithm that, with advantage ε, can dis-
tinguish the public keys from our cryptosystem from uniformly random.
Then, using W once with a negligible amount of additional computations
provides a solution to the DNTWE(ψgen, h) problem with advantage ε.

Proof. The public key in our cryptosystem consists of h NTWE samples.
Thus, given h samples from an instance of the DNTWE(ψgen, h) problem,
we can consider these as a public key for our system. If the samples are
from an NTWE distribution, the public key is exactly distributed as for
our actual cryptosystem. Thus, using W with these samples as the public
key gives an algorithm that, with advantage ε, solves the DNTWE(ψgen, h)
problem.

The next lemma shows that, assuming the hardness of the rank h
module-LWE problem, a version of our cryptosystem where a uniformly
random public key is used is IND-CPA secure.

Lemma 5.2. Assume that there is an adversary A that is able to achieve
an advantage ε against the IND-CPA security of a version of our crypto-
system that uses uniformly random public keys. Then, using A once, with
a negligible amount of additional computations, provides a solution to the
rank h decision module-LWE problem with advantage ε.

Proof. In a version of our system where the public key is uniformly ran-
dom, the ciphertext is directly given by k + 1 samples from a rank h
module-LWE distribution. The public key in this case is given by the a
part of these module-LWE samples, while the ciphertext is constructed
from the b part of the samples.

To encrypt the message encoded as m ∈ Rp, the ciphertext is con-
structed with c2 being the b part of k module-LWE samples. The corre-
sponding a part of the module-LWE samples are used as the A matrix for
the public key. The a part of the final module-LWE sample gives the b
part of the public key for our cryptosystem with uniformly random public
key. Meanwhile, the c1 part of the ciphertext is given by the b part of this
final module-LWE sample plus bmq/pc. This exactly corresponds to the
ciphertext that encrypts m in a version of our cryptosystem that uses a
uniformly random public key.

If instead given k + 1 samples from a uniformly random distribution,
the ciphertext constructed in this way is uniformly random. As such,
using A against these ciphertexts gives an advantage ε in distinguishing
between the uniform distribution and a module-LWE distribution.

Finally, combining these lemmas shows that, assuming the hardness
of both the NTWE problem and the rank h module-LWE problem, our
cryptosystem is IND-CPA secure.
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Lemma 5.3. Assume that there is an adversary A that achieves an ad-
vantage 2ε against the IND-CPA security of our cryptosystem. Then, us-
ing A once, with a negligible amount of additional computations, provides
a solution, with advantage ε, to either a rank h module-LWE problem or
the rank k DNTWE(ψgen, h) problem.

Proof. An adversary A achieving advantage 2ε against the IND-CPA se-
curity of our cryptosystem could be used in order to solve either the rele-
vant decision NTWE problem or the relevant decision ring-LWE problem
with advantage ε. This follows from a simple hybrid argument and using
Lemmas 5.1 and 5.2.

IfA has advantage at least ε against a version of our cryptosystem with
uniformly random public key, Lemma 5.2 provides an efficient algorithm
for the decision module-LWE problem.

Otherwise, A has advantage 2ε against our cryptosystem but advan-
tage less than ε against a version of our cryptosystem where the public
key is uniformly random. This provides an ε distinguisher between our
cryptosystem and a version of the system with uniformly random public
key. Thus, by Lemma 5.1, we can use A to solve the DNTWE(ψgen, h)
problem with advantage ε.

Our scheme only claims to be IND-CPA secure and, as with LWE- and
NTRU-based schemes, it is vulnerable to a trivial chosen-ciphertext attack
where the decryption oracle is used with the target ciphertext plus some
small noise. Our PKE can, however, be used to construct an IND-CCA
secure KEM by using some variant of the Fujisaki-Okamoto transform [10].
This approach to achieving IND-CCA security is also used in many of the
submissions to the NIST post-quantum standardization process.

5.2 Correctness of Decryption

In the decryption algorithm, the value of v is given by

v = c1 · f − c2 · s

= ((s′ · (A · s + e)f−1 + e′) + bmq/pc) · f − (s′ ·A + e′′) · s
= s′ · e− e′′ · s + (bmq/pc+ e′) · f

and we want bvp/qe to equal mf , when both are interpreted as elements
in Rp. This is the case if every coefficient of v is less than a distance
q/(2p) from the corresponding coefficient in (mq/p) · f and we therefore
want to bound this distance.

To this end, we first note that the most bmq/pc · f can differ from
(mq/p) · f is if maximal rounding occurs for all coefficients. In this case,
the difference is rf , where r is 1/2 in all coefficients. Thus, the decryption
is correct if each coefficient of

(r + e′)f − e′′ · s + s′ · e

is smaller than q/(2p).
As we consider power of two cyclotomic fields, the distribution of every

coefficient of the resulting product is the same. We can therefore consider
the corresponding integer vectors and bound the probability that

q

2p
<
∣∣s′ · e + (r + e′) · f − e′′ · s

∣∣ .
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To get a rough idea of the decryption failure probability of our system, we
consider the case where ψgen and ψenc are discrete Gaussian distributions
with standard deviations σgen and σenc respectively and where ψf = ψgen.
Furthermore, we consider the case where we encrypt the all 0 message,
meaning that mq/p = bmq/pc and we therefore do not have to consider
contribution of r. This allows the following minor alteration of Lemma
3.1 from [14] to be used to bound the decryption failure probability.

Lemma 5.4. The error probability per symbol (over the choice of secret
key) when decrypting the all 0 message, is bounded from above by any
desired δ as long as

σgen · σenc ≤
1

4p

q√
2(h+ k + 1) · n · ln(2/δ)

except for with a probability less than 2−n over the randomness in the
ciphertext.

For a more precise bound on the failure probability applicable for the
different types of error distributions used in our concrete parametrizations,
we numerically calculate the failure probability in the same way as done
for the Kyber submission [22], by estimating the actual probability distri-
bution for the error terms.

5.3 Comparison to a Other Cryptosystems

5.3.1 Security

Based on the analysis in Section 4, the NTWE problem in rank k seems
to be as hard as the rank k + 1 module-LWE problem. As such, our
cryptosystem parametrized with h = k + 1 should have security com-
parable to a rank k + 1 module-LWE-based system that uses the same
error distributions. For general h, our system corresponds to a module-
LWE-based system where the public key is given by h samples from a
rank k + 1 module-LWE distribution while the ciphertext corresponds to
k + 1 samples from a rank h module-LWE distribution.

In our system, the public key is a sample from an NTWE distribution.
Similarly, the public key in an NTRU-based system is given by an instance
of the NTRU problem. As such, the security against key-recovery attacks
in these systems is based on the hardness of the search-NTWE problem
and the search-NTRU problems respectively. Furthermore, the NTWE
problem should be essentially as hard as the rank k + 1 module-NTRU
problem, as indicated by Lemma 3.3 and analyzed in Section 4.

Compared to a rank k + 1 module-LWE-based system, our system
exposes fewer module-LWE samples as part of the ciphertext. Whereas
the ciphertext in our system consists of k + 1 module-LWE samples, the
ciphertext in the module-LWE-based system consists of k+2 such samples.
This could potentially be a reason for our system to be more secure than
the corresponding module-LWE-based system. However, based on current
understanding, the number of available module-LWE samples does not
significantly impact the hardness of this problem.

The ciphertext for our system with h = k + 1 is also very similar to
the ciphertext in a rank k+ 1 module-NTRU-based cryptosystem. In the
module-NTRU-based cryptosystem, the ciphertext consists of k+ 1 noisy
inner products of public data with a secret vector. Similarly our system
exposes k + 1 such noisy inner products.
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Module-NTRU based cryptosystem are typically not considered due to
their large public keys. Therefore, a more fair comparison in the efficiency
and compactness of our system is to that of an NTRU-based system that
uses a ring of degree (k+1)n. The natural lattice problem for this NTRU
problem is essentially the same as for the rank k+ 1 module-NTRU prob-
lem and based on current understanding, the security of these systems
should be essentially the same.

5.3.2 Efficiency

Besides calculation of inverses and an additional multiplication by f−1,
our cryptosystem performs the same operations as in a typical LWE-
based cryptosystem and should thus have similar efficiency. When using
f = pf ′ + 1, all multiplications are efficiently computable in the NTT
domain. Furthermore, calculating the inverse f−1 in Rq is also efficient
in the NTT domain, meaning that these additional steps barely affect the
performance of the scheme. Furthermore, as we deem the rank k NTWE
problem to be as hard as a rank k + 1 module-LWE problem, for the
same security level our system should actually be more efficient than a
comparable module-LWE-based system.

Compared to a rank k + 1 module-LWE-based system, our crypto-
system does not need as much uniformly random data for A. Further-
more, in our system, we perform fewer additions and multiplications in
key generation and encryption, and essentially the same number of these
operations during decryption.

With s and f combined, the key generation samples as much data
from error distributions as in the key generation of a rank k + 1 module-
LWE-based system with h samples in the public key. With f = pf ′ + 1,
we are guaranteed that f−1

p is trivial. However, we are not guaranteed
that f is invertible in Rq and may therefore have to sample multiple f ′

from ψgen. However, for the rings we consider, the probability that f is
not invertible is small enough that this resampling has a negligible impact
on the average running time of key generation.

Another reason our scheme can be more efficiently implemented than
a module-LWE-based scheme is that we do not perform any ciphertext
compression. This allows the ciphertexts in our system to be transmitted
in NTT-form, decreasing the number of times we have to perform the
transform and its inverse. This results in a speed-up both during the
encryption of messages and the decryption of ciphertexts.

Compared to an NTRU-based scheme, it is easier to parametrize our
scheme with rings that support efficient operations by using the NTT.
This is the case as we may select a fixed base ring which supports efficient
NTT operations and target different security levels by altering h and k.
As module-NTRU-based systems are typically not considered due to their
large public keys, having an NTRU-based system support efficient NTT
operations imposes a restrictive condition on the possible rings that can be
used. It is possible to construct NTRU-based systems that support NTT
operations, as done in a paper by Lyubashevsky and Seiler [16]. However,
the NTRU-based submissions for public key-encryption and key estab-
lishment in the third round of the NIST post-quantum standardization
process did not support efficient NTT operations [3, 5].

Compared to an NTRU-based scheme that does not use NTT, our key-
generation should be significantly more efficient, at least if using an f that
given by pf ′ + 1. In this case, we have no expensive operations during
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key-generation, as f−1
p is trivial while the inverse in Rq is efficiently com-

puted by using the NTT. Meanwhile, in an NTRU-based scheme that does
not support the NTT, at least one expensive inverse must be computed.
However, when our system samples f directly from ψgen, the inverse in
f−1
p must be computed. Therefore, this version of our scheme has a key-

generation time that is more similar to the one of an NTRU-based system.
It is harder to compare the performance of encryption and decryption

for our system to that of an NTRU-based system. By using the NTT,
general multiplications in our system are computed more efficiently than
possible without using the NTT. However, NTRU-based systems typically
only consider multiplications with certain classes of polynomials, which
allows multiplications that have similar efficiency to that of our scheme.
Furthermore, if our scheme is used with a seed for A instead of the full
matrix in the public key, the full matrix must be generated both during
encryption and decryption. This can be a somewhat costly operation
that is not necessary in the NTRU-based system, where the public key is
a single ring element.

5.3.3 Compactness

In a typical rank k+1 module-LWE-based system, the ciphertext consists
of a heavily compressed ring element and a somewhat compressed module
element. In total, these are represented by using essentially as much space
as it takes to represent a single rank k+1 module element. The public-key
in such a system is k + 1 ring elements and a uniformly random matrix
that is typically represented by a small seed.

In our cryptosystem, the ciphertext consists of an uncompressed rank k
module element and an uncompressed ring element. This is represented
in the same amount of space as a single rank k + 1 module element, and
our ciphertext size is therefore essentially the same as for a comparable
module-LWE-based system. In our system, the public key consists of h
ring elements and a uniformly random matrix. Thus, by using h = k + 1
and representing the uniformly random matrix by a small seed, our public
key is of the same size as in the rank k + 1 module-LWE-based system.

In an NTRU-based system, both the public-key and the ciphertext
consists of a single ring element. Representing an element of a degree
(k + 1)n ring takes as much space as representing k + 1 elements from
a degree n ring. Thus, our cryptosystem has the same sized ciphertext
as an NTRU-based system in a ring of degree (k + 1)n. Furthermore,
our system with h = k + 1 and with A represented by a small seed has
essentially the same sized public-key as this NTRU-based system, with the
only difference being this small seed that is used to derive the A matrix.

6 Example Parametrizations

For our cryptosystem, described in Algorithm 1, we are able to choose
ring R, integers p, q and error distributions ψgen, ψenc, ψf relatively freely.
To use Lemma 5.3 to argue for the security of our system, we require both
that the relevant NTWE instance is hard and that a rank h module-LWE
problem is hard.

One way to parametrize our system is to use h = k and selecting ψgen

and ψenc differently. By balancing the standard deviation on ψgen and
ψenc, we can ensure that both problems seem to be equally hard to solve,
and that the scheme achieves an acceptable decryption failure probability.
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This results in parametrizations that are similar to a rank k + 1 module-
LWE-based scheme but where only k module-LWE samples are included
in the public key.

By instead using h = k + 1 and ψgen = ψenc, the resulting paramet-
rizations are more comparable to typical module-LWE-based schemes. We
propose such parametrizations that support NTT calculations, using the
same ring R and modulos q as in Kyber. This results in parametrizations
with performance quite similar to Kyber, but which should allow for more
efficient implementations and which do not have to use any ciphertext
compression.

Another approach is to instantiate the system to only rely on the con-
crete hardness of the NTRU and ring-LWE problems, as these problems
have already been thoroughly investigated. While there are relations be-
tween the NTRU and ring-LWE problems [18, 23, 24], these do not directly
show that specific instantiations of a cryptosystem based on the NTRU
problem or on some version of the LWE problem is more secure than
another. However, our cryptosystem parametrized like this is essentially
guaranteed to remain secure as long as either the corresponding NTRU-
or module-LWE-based cryptosystem is secure.

For the concrete parametrization we propose, we let the A part of the
public key be derived from a 256 bit seed using some cryptographically
secure pseudorandom number generator. This significantly decreases the
size of the public key as this 32 byte seed is sufficient to represent the full
A matrix in the public key.

For all our parametrizations we use p = 2, encoding a single bit in
each of the coefficients of the element c1 of the ciphertext. Using a larger
p allows the same sized ciphertext to include more data, but comes at the
cost of a larger decryption failure probability.

We consider two different versions for the distribution ψf, correspond-
ing either directly to a sample from ψgen or from pψgen + 1, as described
in Section 5. The first version results in a less efficient key generation, as
inverses in Rp must be calculated, but with a smaller decryption failure
probability δ. The second version ensures that key generation is efficient,
but results in a larger decryption failure probability δp. In the para-
metrizations in Tables 1 and 2, we present both the decryption failure
probabilities δ and δp for these different choices of ψf.

The decryption failure probabilities δ, δp and the core SVP security
of the presented parametrizations have been calculated using a modified
version of the script used to calculate the corresponding parameters for
the Kyber specification.

6.1 Skewed Parameters

Here we consider parametrizations of the cryptosystem that use h = k,
resulting in a public key that is significantly smaller than the ciphertext.
This results in a system where the security of the public-key is based
on the NTWE problem in rank k while the message security is based
on the hardness of the rank k module-LWE problem. With the same
error distribution, the rank k NTWE problem seems to be significantly
harder than the rank k module-LWE problem. For these parametrizations,
we therefore use error distributions with the standard deviation for ψgen

significantly smaller than the standard deviation for ψenc.
We use the same NTT friendly ring R = Z[X]/(X256+1) with q = 3329

as in Kyber. The error distributions are discrete Gaussian distributions
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Version 512 1024
Core SVP PK 144 280
Core SVP CT 140 276

h = k 2 4
q 3329 3329
σgen 0.49 0.42
σenc 9.62 8.04

PK size (bytes) 800 1568
CT size (bytes) 1152 1920

δ < 2−300 < 2−300

δp 2−201 2−272

Table 1: Some different parametrizations of our scheme with h = k. The table
details the size of the public-key (PK) and ciphertext (CT). It also details the
estimated Core SVP hardness, as described in Section 2.5, of the lattice problems
underlying the public-key and ciphertext respectively.

with standard deviations σgen and σenc for key generation and encryption
respectively. As we use p = 2 and a ring with degree 256, each cipher-
text encrypts a 256-bit message. These parametrizations are detailed in
Table 1.

A module-LWE based cryptosystem can also be parametrized with
comparable parameters. This is achieved by letting the public key consist
of k samples from a rank k+1 module-LWE instance, while the ciphertext
is given by samples from a rank k module-LWE instance. These skewed
parametrizations of a module-LWE-based cryptosystem are, however, not
typically considered. We also believe that other parametrizations of our
NTWE-based cryptosystem are more interesting than these that use h =
k.

6.2 Parameters Similar to Kyber

In Table 2 we present parametrizations of our scheme that have been se-
lected to be similar to parametrizations of Kyber [22]. As the NTWE
problem is used for key generation in our scheme, our parametrizations
use a k that is one rank smaller than the module rank used in corre-
sponding Kyber parametrizations, while still claiming that the problem is
essentially as hard. This allows our parametrizations to have essentially
the same public key and ciphertext size as the corresponding Kyber im-
plementations, even though our scheme does not include any ciphertext
compression.

In comparison to Kyber, encryption for these parametrizations is more
efficient, as we use a smaller module-rank for an equivalent security level.
Furthermore, if ψf is given by 2ψgen + 1, key generation in our scheme is
also more efficient than in Kyber, as we use a smaller module-rank and
the inverse f−1 in Rq is efficiently computable via the NTT.

We do not have an optimized implementation of our scheme and we
have not performed any extensive profiling in order to compare the per-
formance of Kyber and our scheme. However, we have implemented our
scheme by modifying an implementation of Kyber. With ψf given by
2ψgen + 1, the combination of key generation, encryption and decryption
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Version 512-3 512-4 768-2 768-3 1024
Core SVP PK 118 123 182 193 256
Core SVP CT 118 124 183 191 253

k 1 1 2 2 3
m 2 2 3 3 4

ψ = ψenc = ψgen B3 B4 B2 B3 B2
PK size (bytes) 800 800 1184 1184 1568
CT size (bytes) 768 768 1152 1152 1536

δ 2−190 2−108 2−291 2−131 2−224

δp 2−102 2−58 2−182 2−82 2−153

Table 2: Parametrizations of our scheme comparable to Kyber. The table de-
tails the size of the public-key (PK) and ciphertext (CT). It also details the
estimated Core SVP hardness, as described in Section 2.5, of the lattice prob-
lems underlying the public-key and ciphertext respectively.

runs in around 10% less time than for the original Kyber implementation.
The decryption failure probability of our schemes with ψf directly given

by ψgen is somewhat smaller than for the corresponding Kyber paramet-
rizations. For our schemes, we recover a noisy version of the encoded
message, with noise corresponding to the sum of k + h + 1 = 2(k + 1)
products of two small polynomials. In the corresponding parametrization
of Kyber, the noise is the sum of 2(k+1) products of two small polynomials
plus another small polynomial.

The contribution to the decryption failure probability of a single small
polynomial is typically small. However, the ciphertext compression per-
formed in Kyber increases the size of this small error polynomial, causing
it to have a significant impact on the decryption failure probability. This
means that, for a comparable decryption error probability, our scheme
can be parametrized with a larger standard deviation for the error dis-
tributions than in Kyber. This allows us to parametrize our scheme to
target somewhat higher security levels than in Kyber, at least when using
ψf directly given by ψgen.

The error distribution used in these parametrizations is a centered
binomial distribution Bk, as in Kyber. A sample from this distribution
is given by

∑k
i=1(xi − yi), where xi and yi are sampled from a Bernoulli

distributed with equal probability for 0 and 1. As we are able to achieve
a smaller decryption failure probability than in Kyber, we also include
additional parametrizations that use larger error distributions than the
ones used in Kyber.

All of these parametrizations use the same ring as in Kyber, namely
R = Z[X]/(X256 + 1) and with the same modulos q = 3329. This allows
efficient NTT operations in Rq. Furthermore, as we use p = 2, each
ciphertext encrypts a 256-bit message.

6.3 Parameters Combining NTRU and LWE

A conservative approach for parametrizing our cryptosystem is to use
k = h = 1 and only rely on the hardness given by Lemmas 3.1 and 3.2.
Although we believe this to be overly conservative, the resulting crypto-
system serves as an efficient hybrid between cryptosystems based on the
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NTRU and ring-LWE problems. The security of this scheme against at-
tacks that recover the secret key of the system is guaranteed if either the
corresponding NTRU-based or ring-LWE-based cryptosystem is secure
against such attacks.

Our resulting system has the same public key size as the corresponding
ring-LWE-based system. As we use a small seed to represent the A matrix,
the public key is also only 32-bytes larger than for the corresponding
NTRU-based systems. Meanwhile, the ciphertexts in this system are as
large as in the corresponding ring-LWE-based system without ciphertext
compression.

As an example, we can choose a parametrization similar to one of
the parametrizations of the New Hope [1] system. Thus, we use the ring
Z[X]/(X1024 + 1) and q = 12289 which allow efficient computations via
the NTT. Using the same error distribution, we can argue that against key
recovery attacks, our system is at least as secure as New Hope, while also
being at least as secure as a corresponding NTRU-based cryptosystem.
However, as we do not perform any ciphertext compression, this comes at
the cost of a significantly larger ciphertext than the one for New Hope.
Furthermore, if we sample f so that f−1

p is trivial, the resulting scheme has
significantly larger failure probability than the New Hope scheme. If we
instead sample f directly from ψgen, the resulting scheme has significantly
less efficient key generation than the New Hope scheme. As such, this
scheme does not really compare favorably to New Hope by itself.

Compared to a system where NTRU and a ring-LWE-based system are
used in parallel, our scheme does however have several advantages. Our
scheme is more efficient than a hybrid of ring-LWE and NTRU and also
has significantly smaller public key than that of a combined NTRU-based
and ring-LWE-based scheme. The ciphertext is the same size as in a ring-
LWE-based system without ciphertext compression, which is smaller than
the size of the combined ciphertexts of an NTRU-based system and the
New Hope cryptosystem.

While the security against key-recovery attacks is guaranteed if either
of the corresponding NTRU or ring-LWE-based cryptosystems is secure,
we do not have the same guarantee for message security. The ciphertext is
computed in essentially the same way as in the New Hope cryptosystem,
and we can more or less guarantee the IND-CPA security of our system if
the New Hope system is secure.

The ciphertext of our system is also very similar to that of a com-
parable NTRU-based system. However, in the NTRU-based system, the
ciphertext is a single noisy inner product while our ciphertext consists of
two such products. Based on current understanding, the number of such
noisy products, corresponding to ring-LWE samples, should not signifi-
cantly impact how hard the products are to distinguish from uniformly
random. As such, based on our current understanding, our system para-
metrized in this way is IND-CPA secure if New Hope is IND-CPA secure
or if the corresponding NTRU-based system is IND-CPA secure.

7 Final Remarks

Based on our concrete hardness estimates for the NTWE problem, we
parametrize our NTWE-based cryptosystem to have performance that is
competitive to that of highly efficient module-LWE-based schemes. While
the concrete hardness of the NTWE problem has not been analyzed before,
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we argue that its similarity to the NTRU and LWE problems provides
some confidence in the security of these parametrizations.

As with the NTRU and LWE problems, the NTWE problem also nat-
urally corresponds to a problem in a q-ary lattice. This NTWE lattice can
be seen as a mix between an LWE lattice and a NTRU lattice, which mo-
tivates our belief in the hardness of the NTWE problem. We believe that
any improved algorithms against the NTWE problem are likely to have
interesting consequences for the NTRU and LWE problems as well. One
possibility is that any such algorithm is directly applicable to the NTRU
and LWE problems, which is of obvious of interest. However, a specialized
algorithm that is only applicable to the NTWE problem would also be in-
teresting, in some sense indicating that the NTRU and LWE problems are
hard, but a mix between them is easier than we expect.

Although not as suitable for a public-key cryptosystem, a generaliza-
tion of the NTWE problem seems to even better capture this mix between
the NTRU and LWE problems. An instance from this generalized prob-

lem is given by (A,B = (AS + E)F
−1

) for F ← (ψt×t)∗, A← U(Rh×kq ),
S ← ψk×t and E ← ψk×t. With k = 0, this is exactly a rank t mod-
ule NTRU instance while the problem with t = 1 is a rank k NTWE
instance. By instead considering the problem with n = 1 and t = 1, this
problem is essentially the same as an unstructured LWE problem with
secret dimension k.

The natural lattice for all of these instances is spanned by the columns
of qI A B

0 I 0
0 0 I


where A,B are the integer matrix corresponding to A and B. In this full
class of problems, the solution is given by a short vector in this lattice, with
the length of the target vector only dependent on the lattice dimension. As
such, by current understanding, there should be no significant difference
in how hard these lattice problems are to solve if hn and (k + t)n are
constant.

We believe that any algorithm against some version of this problem
may provide interesting insights for other versions of this problem. In
particular, an algorithm that is relevant against either the NTRU or the
LWE problem, but not the other, will be applicable to some versions of
this generalized NTWE problem. Investigating which versions such an
algorithm is applicable to could potentially give a better understanding
of the limitations and possibilities of such an algorithm. For example, it
may be interesting to investigate how attacks against overstretched NTRU
parameters fare against this larger class of problems and if such an attack
can be used against versions of this problem that are more similar to the
LWE problem.
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ment complètement homomorphe. PhD thesis, Université Paris
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