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Abstract. Multiparty fully homomorphic encryption (MFHE) schemes enable multiple parties to efficiently compute functions on their sensitive data while retaining confidentiality. However, existing MFHE schemes guarantee data confidentiality and the correctness of the computation result only against honest-but-curious adversaries. In this work, we provide the first practical construction that enables the verification of MFHE operations in zero-knowledge, protecting MFHE from malicious adversaries. Our solution relies on a combination of lattice-based commitment schemes and proof systems which we adapt to support both modern FHE schemes and their implementation optimizations. We implement our construction in Pelta. Our experimental evaluation shows that Pelta is one to two orders of magnitude faster than existing techniques in the literature.

1 Introduction

Multiparty Fully Homomorphic Encryption (MFHE) schemes [LATV12; Che+19; Ash+12; Bon+18; Par21; Kwa+21; AH19; Mou+21; MBH22] enable multiple parties to homomorphically compute joint functions, while ensuring that the decryption of the underlying data and results can only be performed collectively. MFHE offers a more flexible and efficient alternative to classic multiparty computation (MPC) protocols and (single-party) FHE, and it has been successfully employed for distributed training of machine-learning models [Che+19; Fer+21; ATP21; Fro+21a; Sav+22; Che+22; Cho+22a], medical analytics [Fro+21b; Sav+22; Che+22; Cho+22a], and financial audits [Yua+22]. However, similar to FHE, MFHE schemes are only secure against honest-but-curious adversaries that follow the protocol specification; this opens up new avenues for malicious parties to disrupt secure computation pipelines involving high-value data. Indeed, in MFHE, a single malicious party can compromise the correctness of the computation by generating improper keys that lead to invalid outputs (e.g., decryption of garbage) or it can bias the decryption result by excluding the contributions of other parties. Furthermore, collusions among malicious actors and incorrect homomorphic evaluation can hinder the confidentiality of honest parties [VKH23; CT14; CGG16]. While these limitations have been known for a decade [Ash+12; MW16], the existing literature has focused mostly on the passive adversary model [LATV12].
and any proposals accounting for malicious adversaries have remained theoretical \cite{Ash+12, MW16}.

A natural approach to secure MFHE pipelines against malicious adversaries is to employ techniques based on non-interactive zero-knowledge (NIZK) proofs \cite{Ash+12}. However, concretely instantiating a NIZK-based solution for maliciously-secure MFHE pipelines requires overcoming considerable challenges. First, the workflow of MFHE schemes involves verifying a number of constraints ranging from linear relations between polynomials with small and large coefficient bounds, to consistency of secrets across different protocols. Such verification requires tailored constructions that can not be supported by prior work without hindering the capabilities of the underlying FHE scheme to fit the constraint of the NIZK proof \cite{Bos+20, DPLS19, BLS19, ENS20, GNSV21}. Second, the high dimensionality of the underlying polynomial structures used in modern FHE schemes \cite[e.g.,][]{BFV12, FV12, HPS19, BGV14, GNSV21, KPR21} makes interfacing MFHE with most NIZK proofs prohibitively expensive. In particular, as in MFHE multiple parties execute a series of online protocols, the NIZK proof needs to have short runtimes. Additionally, implementation-specific optimizations commonly employed to make FHE schemes practical, \textit{e.g.}, non-prime specific moduli \cite{Baj+17} and NTT-transformations \cite{AM+16, PG12, G¨ot+12}, drastically limit the set of NIZK proofs practically compatible with MFHE.

\textbf{Contributions.} In this work, we address these challenges and we provide the first practical construction that tolerates malicious adversaries in MFHE pipelines. We first systematize the MFHE variants from a security perspective and show that proving their correct execution under the malicious threat model involves verifying (a) the appropriate sampling from specific distributions \textit{e.g.}, ternary or Gaussian, (b) the accurate generation of cryptographic keys, and (c) the correct combination of each party’s cryptographic material. Then, to verify the correctness of these MFHE operations, we propose a commit-then-prove approach, where each party commits to its execution and proves its correctness in zero-knowledge. To achieve compatibility between our NIZK approach and both the underlying structure and security assumptions of modern FHE schemes, we instantiate our solution using efficient lattice-based commitments \cite{ALS20} and proof systems \cite{ENS20, LNS20}, and we design MFHE operation-specific statements that account for the theoretical constraints and the implementation optimizations of MFHE. We use an existing MFHE library \cite{EPF21} and we implement our construction which we dub Peltas. We experimentally evaluate Peltas and show that it induces little overhead (just a few seconds) for the MFHE parties and acceptable proof sizes (in the order of MB). To show the superior performance of our approach, we compare it to prior techniques based on malicious MPC \cite{CP16} and proof systems \cite{Bos+20}, and show that Peltas achieves one to two orders of magnitude faster prover runtimes with 15 times smaller setup time. Our code is provided for review purposes and it will be made open source with the final version of this paper.

\footnote{A shield protecting MFHE pipelines against malicious adversaries.}
Organization. The remainder of this paper is organised as follows. In §2, we provide some background on multiparty FHE (MFHE). In §3, we provide a systematization of the MFHE variants and the overview of our approach. In §4 and §5, we present our technical contribution for verifying the correctness of the different operations in an MFHE pipeline. We introduce our implementation and experimental evaluation in §6. Finally, we discuss how to secure MFHE pipelines against malicious adversaries end-to-end in §7 and the related work in §8, before concluding in §9.

2 Preliminaries

In this section, we introduce the necessary components of FHE and its multiparty variants.

2.1 Mathematical Notations

Let \( \mathcal{R} \) and \( \mathcal{R}_q \) be the rings \( \mathbb{Z}[X]/(X^N+1) \) and \( \mathbb{Z}_q[X]/(X^N+1) \), resp., with \( N \) a power-of-two. A boldface letter \( \mathbf{p} \) denotes a polynomial element in \( \mathcal{R}_q \) (whose coefficients can also be seen as a vector in \( \mathbb{Z}_q \)). An upper arrow \( \mathbf{b} \) (resp. \( \mathbf{b} \)) denotes a vector of polynomials (resp. of scalars). Let \( |S| \) be the number of elements in the set \( S \).

Norms and Sizes. The \( \ell_1 \) norm of an element \( w \in \mathbb{Z}_q \) is defined as \( |w| = |w \mod q| \). Similarly, \( \ell_\infty \) of an element \( w \in \mathcal{R}_q \) is defined as \( |w|_\infty = \max |w[i]| \).

Matrices and Vectors. Let \( \mathbf{I}_d \) be the identity matrix of size \( N \times N \). We denote by \( \text{diag}(\mathbf{p}) \) the diagonal matrix made from the coefficients in \( \mathbf{p} \). We denote by \( \langle \mathbf{a}, \mathbf{b} \rangle \) the inner product between two vectors \( \mathbf{a} \) and \( \mathbf{b} \).

2.2 Fully Homomorphic Encryption (FHE)

Fully Homomorphic Encryption (FHE) is a specific type of encryption that enables operations directly on ciphertexts. The most versatile FHE schemes are based on lattice assumptions. For instance, BFV \cite{FV12, HPS19}, BGV \cite{BGV14, KPZ21}, and CKKS \cite{Che+17}, are FHE schemes whose security is based on the hardness of the ring-learning-with-errors (RLWE) problem; these schemes can support additions and a bounded number of multiplications. 

Bootstrapping \cite{Kim+21}, is an additional operation that enables to refresh a ciphertext and to evaluate an unbounded number of multiplications. Several libraries implement such RLWE schemes \cite{IBM21, Sea, EPF21, PRR17}.

In practice, RLWE schemes work over a polynomial ring \( \mathcal{R}_q = \mathbb{Z}_q[X]/(X^N+1) \) where \( N \) is a power-of-two. For efficiency, \( q \) is selected to support the number theoretic transform (NTT) that can be seen as a Fourier transform for polynomials. This enables efficient polynomial multiplication operations.

Here, we describe the BFV scheme \cite{FV12}; we use its construction throughout the paper to describe MFHE pipelines and our approach to securing them.
against malicious adversaries. However, we note that our approach is also applicable to other RLWE schemes such as BGV \cite{BGV14,KPZ21} or CKKS that share the same arithmetic structure as BFV. The BFV plaintext space is $\mathbb{R}_t$ with $t$ an NTT-friendly prime in order to enable batching. Batching is a critical FHE feature, as it enables homomorphic operations over plaintext vectors in $\mathbb{Z}_t$, hence, amortizing FHE costs. BFV requires sampling secrets from two polynomial distributions: the key distribution $\chi_k$, i.e., a ternary distribution with values in the set $\{-1, 0, 1\}$, and the error distribution $\chi_{err}$, i.e., a discretized, centered, and bounded Gaussian distribution of small variance. We now describe the key procedures of the BFV scheme:

**BFV.KeyGen($\ell^\lambda$) → sk, pk, evk:** Sample a ternary secret key $s \leftarrow \chi_k$ from the key distribution and set $sk := (1, s) \in \mathbb{R}_q^2$. Compute the public key as $pk := (b, a)$, where $a$ is sampled uniformly at random from $\mathbb{R}_q$ and $b := -(a \cdot s + e) \cdot q \in \mathbb{R}_q$ with $e \leftarrow \chi_{err}$ sampled from the error distribution. Similarly, generate additional evaluation keys evk, i.e., relinearization and rotation keys \cite{FV12}. Output $sk$, pk, and evk.

**BFV.Enc($m$; pk) → c:** For a plaintext message $m \in \mathbb{R}_t$, sample $u \leftarrow \chi_k$ and $e_0, e_1 \leftarrow \chi_{err}$. Output $c := [u \cdot pk + (e_0 + \Delta \cdot m, e_1)]_q$ where $\Delta = \lceil q/t \rceil$. 

**BFV.Dec(c; sk) → m:** Output $m := [\lceil t/q \cdot \langle sk, c \rangle_q \rceil]_t$.

Ciphertexts are composed of two polynomials. During homomorphic evaluation, any linear operations are executed element-wise on each pair of polynomials representing the input ciphertexts. The multiplication, however, performs a tensor product between the input polynomials. As such, it returns, not a pair, but a triplet of polynomials. A relinearization technique transforms the ciphertext back to only two polynomials \cite{FV12}. This step requires arithmetic outside of $\mathbb{R}_q$. More than linear and multiplicative operations, full arithmetic in $\mathbb{Z}_t$ is possible with rotation operations that shift the components of the plaintext vector using the rotation keys. Additionally, a key-switching operation modifies the key under which a ciphertext is encrypted and a bootstrapping operation can refresh the ciphertext to support more operations. These operations are executed outside of the ring $\mathbb{R}_q$, i.e., on larger rings or even in $\mathbb{Z}$ directly.

### 2.3 Multiparty FHE

In concrete secure computation scenarios, the input data is not held by a single entity but it is, instead, distributed among multiple stakeholders (e.g., in medical \cite{Jag+17,Rai+18}, financial \cite{Bog+09,BTW12,Pol+23}, and law enforcement \cite{Bog+15} application domains). Multiparty FHE (MFHE) enables the evaluation of functions over encrypted data in these scenarios, while enforcing joint cryptographic access-control over the underlying data. As such, MFHE enables secure multiparty computation (MPC) through a simple protocol: First, the parties encrypt their sensitive input data with the MFHE scheme, and the function is homomorphically evaluated over the ciphertexts, either by the parties themselves or by an external evaluator. Then, the parties obtain the computation output by
enganuing in a multiparty decryption protocol. Modern MFHE schemes are based on the ring-learning-with-errors (RLWE) problem \cite{Che+19; Mou+21; Par21; Kwa+21; AH19}, and recent literature has employed such schemes to build practical systems for, e.g., distributed analytics \cite{Fro+21b; Cho+22b; Yan+22}, and federated machine-learning \cite{Che+19; Sav+22; Sav+21; ATP21; Xu+22; Xu+23; Alo+19}.

MFHE schemes can be divided into three families that mainly differ in whether the set of parties is pre-determined before the computation begins, or if parties can join the computation on-the-fly. We briefly introduce these families below, and defer the technical details to Section 3.2.

**Multi-key FHE (MkHE).** In multi-key FHE \cite{LATV12; CCS19; Che+19; CZW17; PS16; BP16}, each party encrypts its data with its own locally generated secret key, and each gate in the homomorphic circuit outputs a ciphertext that is encrypted under the concatenation of the parties’ secret keys. As a result, the access-control of the intermediate computation values is updated on-the-fly with new secret-keys. The final result decryption requires the collaboration among all parties that provided an input to the circuit. An illustration of an MkHE pipeline is presented in Figure 1. MkHE schemes are highly flexible as they do not require to pre-determine the set of participants before the computation can begin; collaboration is only required for the decryption of the final result. However, all current constructions have non-compact ciphertexts (i.e., that grow at best linearly with the number of parties) and induce a significant overhead compared to single-party FHE schemes \cite{Li+19; Yas+18}.

**Threshold FHE (ThHE).** Intuitively, parties in a ThHE scheme emulate a plain, single-party FHE scheme for which the secret key is secret-shared among them \cite{Ash+12; Bon+18; Mou+21; Par21}. More specifically, the parties first generate, by means of a multiparty protocol, a collective encryption key. Then, they encrypt their private inputs under this collective key, and the homomorphic circuit evaluation preserves this secret-key structure throughout the computation. Finally, the parties obtain the computation result by executing a decryption protocol (according to the secret-sharing scheme). A visual illustration of a ThHE pipeline is shown in Figure 2. ThHE schemes require defining the set of parties before the computation can begin, hence they are less flexible than their MkHE counterparts. However, current ThHE constructions are compact, and the complexity of their homomorphic evaluation is independent of the number
of parties, making them a much more practical option for settings with a fixed set of participants.

**Multi-group FHE (MgHE).** Multi-group FHE [Par21; Kwa+21; AH19] is a hybrid construction with a fixed set (a group) of parties acting as a single party (i.e., by means of a ThHE scheme) within an MkHE scheme. In this way, any parts of the homomorphic circuit that only require input from the fixed, pre-defined set of parties can be evaluated under the more efficient ThHE homomorphic arithmetic, while leaving the possibility to evaluate parts of the circuit on-the-fly using MkHE. For example, a machine learning model can be trained, under ThHE, among a fixed set of training data holders, then queried, under MkHE, by external parties.

### 3 Towards Malicious Multiparty FHE

In this section, we present the system and threat models considered in our work (§3.1). Then, we propose the first security-oriented systematization of the MFHE families (§3.2). This enables us to identify core MFHE operations that can be exploited by malicious adversaries and hence, need to be protected. Finally, we present the roadmap of our solution to achieve this goal (§3.3).

#### 3.1 System and Threat Model

**System Model.** We consider a set of parties $\mathcal{P}$ that seek to engage in a joint computation by using multiparty homomorphic encryption [LATV12; CZW17; Ash+12; Bon+18; Mou+21], and evaluate a function $f(\cdot)$ on sensitive data. To facilitate the protocol execution, an *aggregator* combines cryptographic material, and an *evaluator* executes the homomorphic circuit on the ciphertexts (Figs. 1 and 2). These two roles can be played by any of the parties. The parties are interconnected via authenticated channels and are available during the protocol execution (see Figures 1 and 2 for interaction illustrations).

**Threat Model.** We consider that the parties are in an *anytrust* model [Wol+12], i.e., up to all but one of them can behave maliciously and collude to break the correctness or the confidentiality of the protocol execution. We do not consider denial-of-service attacks, i.e., the parties do not refuse to participate in the protocol execution. However, they can attempt to force the secure computation...
protocol to output an invalid result. For the sake of abstraction, we consider a 
verifier whose task is to check the correct execution of the multiparty protocol 
and to abort if inconsistencies are detected. We note that this virtual entity’s 
role can be executed by, at least, the honest party in the system.

3.2 Systematizing Multiparty FHE

To secure MFHE pipelines in the presence of malicious adversaries (§3.1), we 
need to identify the MFHE operations that can be tampered with and whose 
correctness needs to be verified. To this end, we propose a systematization of the 
MFHE families presented in §2.3 under a unified model. We observe that the 
currently implemented RLWE-based MkHE, ThHE, and MgHE schemes [Che+19; 
Mou+21; Par21; Kwa+21; AH19], share common functionalities in their con-
structions. We systematize these functionalities by identifying their common 
denominators; this enables us to define the building blocks of a generic method 
for verifying their correct execution in the presence of malicious parties. We also 
highlight how the various constructions of MFHE schemes differ and show that, 
from the correctness verification perspective, these differences only affect a single 
aggregation functionality.

MFHE schemes can be expressed in terms of their basic operations: (SecKeyGen, 
EncKeyGen, EvalKeyGen, Enc, Eval, Dec). In SecKeyGen, each party 
P_i ∈ P for i ∈ [1,|P|] generates its local secret-key s_i for the MFHE scheme. 
In EncKeyGen and EvalKeyGen, the parties use their secret-keys to gen-
erate the public key material required by the Enc and Eval operations, re-
spectively. Enc performs the encryption of the input data into ciphertexts, and 
Eval evaluates a homomorphic circuit on these ciphertexts. Finally, Dec de-
crypts MFHE ciphertexts. These MFHE basic operations can be organized into 
two types: interactive and non-interactive ones. Operations that require secret 
inputs from several parties are implemented as secure interactive protocols; their 
output should be computed while preserving the confidentiality of these secrets. 
EvalKeyGen and Dec are such interactive operations. Interestingly, MFHE 
interactive protocols have a very similar structure across the different families, 
which we discuss in §3.2.1. Non-interactive MFHE operations, however, do not 
require secret inputs from multiple parties, hence they can be executed locally 
by each party without any interaction. SecKeyGen, Enc, and Eval are non-
interactive operations and we discuss such operations in §3.2.2. We note that 
EncKeyGen is a non-interactive operation in MkHE as each party generates 
its own encryption key, while it is an interactive one in ThHE where the parties 
generate a single collective encryption key.

3.2.1 Interactive Operations

These operations are at the core of MFHE schemes because they enable secret-
key functionalities through interaction among the parties; verifying their correct 
execution is the main target of our work. For all MFHE families (§2.3), these 
operations are single-round protocols which unfold in two steps:
**Step 1 - Local Share Generation:** In this step, each party uses its local secret key (as well as additional freshly sampled secrets and error polynomials) to locally generate a share that can be publicly disclosed. We first observe that these shares have a common structure across interactive protocols and MFHE families. In particular, a share $b_i$ is computed as a linear equation in $\mathbb{R}_q$ of the form:

$$b_i = a \cdot s_i + X + e_i \quad (1)$$

where $a$ is a publicly known polynomial, $s_i$ is the secret-key of the party $P_i \in P$, $e_i \leftarrow \chi$ is a freshly sampled error term from some distribution $\chi$, and $X \in \mathbb{R}_q$ is a polynomial placeholder that takes different forms in the various interactive protocols.

For $\text{EncKeyGen}$ and $\text{EvalKeyGen}$, $a$ is sampled from a common random string (CRS) and $\chi=\chi_{\text{err}}$ is the short-norm RLWE error distribution (for both ThHE and MkHE). $X$ is zero for $\text{EncKeyGen}$, and it is a function of the secret-key (i.e., its decomposition in some small-norm vector basis) for $\text{EvalKeyGen}$. For $\text{Dec}$, $a$ is an element in $\mathbb{R}_q$ from the ciphertext being decrypted. In particular, for ThHE schemes, where a ciphertext $\vec{c}$ encrypting $m$ has the form $\vec{c}=(c_0, c_1)$ such that $\text{Dec}(s_1, \ldots, s_{|P|}, \vec{c})=c_0 + c_1 \sum_{i=1}^{|P|} s_i = m$, $a$ is the ciphertext element $c_1$. For MkHE schemes, where $\vec{c}=(c_0, c_1, \ldots, c_{|P|})$ such that $\text{Dec}(s_1, \ldots, s_{|P|}, \vec{c})=(1, s_1, \ldots, s_{|P|}, \vec{c})=m$, $a$ is the element $c_i$ for the share of party $P_i$. For both ThHE and MkHE families, the error term $e_i$ in $\text{Dec}$ is sampled from a higher norm distribution $\chi_{\text{smdg}}$ to ensure circuit privacy according to the smudging technique $[\text{Ash}+12]$.

An erroneous execution of the local share generation by malicious parties in any MFHE protocol would lead to an incorrect decryption at the end of the computation, hence verifying the correct execution of this protocol step is crucial for MFHE pipelines. However, as the local share generation involves the parties secret keys, its correct execution needs to be verified in zero-knowledge. This implies checking that: (i) the secret-key and error polynomials are sampled from specific distributions (e.g., ternary or Gaussian distributions of variable bounds), (ii) $X$ and the linear relation in Eq. (1) are computed correctly, and (iii) each party uses the same secret-key across different MFHE interactive protocols.

**Step 2 - Share Aggregation:** After the parties complete their local share generation comes the interactive part of the protocol. Each party sends its share $b_i$ to the aggregator, which aggregates the shares into a collective value from which the final protocol output can be computed. The aggregation function depends on the MFHE operation as well as on the scheme family: In MkHE schemes, during $\text{EvalKeyGen}$, the aggregator computes the public evaluation-key by simply concatenating the parties’ shares. In ThHE schemes, the aggregator computes the public encryption and evaluation keys (i.e., $\text{EncKeyGen}$ and $\text{EvalKeyGen}$), by computing the sum of the parties’ shares in $\mathbb{R}_q$. For both scheme families, the sum is used to combine the parties’ shares during $\text{Dec}$.

Ensuring the correctness of the share aggregation operation is crucial because, without this capability, the confidentiality or the utility of the MFHE scheme can be compromised by malicious parties. For instance, during the collective public-
key generation (EncKeyGen) in ThHE schemes, a cheating aggregator could collude with malicious parties and discard the shares of honest parties. This way, the latter could be tricked into encrypting their private data with a public key for which they do not hold a secret key share, hence allowing the colluding parties to decrypt them. Furthermore, during the collective decryption (Dec) in both MkHE and ThHE schemes, a malicious aggregator could purposefully omit a specific party’s polynomial in the merging operation leading to an invalid output.

**Other Operations.** ThHE schemes support additional interactive operations that enable functionalities such as key switching (KeySwitch) where the parties change the key under which a ciphertext is encrypted and collective bootstrapping (CollBootstrap) in which the parties refresh a ciphertext [Mou+21]. These operations are special cases of Equation 1 and they can be expressed by setting \( \mathbf{X} \) accordingly. As such, they can also be decomposed following Step 1 and 2, described above.

### 3.2.2 Non-interactive Operations

MFHE non-interactive operations are executed by each party without interaction; SecKeyGen, Enc, and Eval are such examples. For all MFHE schemes, in SecKeyGen, each party generates its secret-key by sampling the key distribution \( \chi_k \). As seen in §2.2, \( \chi_k \) is a polynomial distribution with ternary coefficients. Ensuring ternarity of the coefficients is paramount for the correctness of the MFHE scheme and needs to be checked in zero-knowledge to avoid any confidentiality issues. Moreover, as the secret-key is used during the local-share generation of interactive MFHE operations, its consistency throughout these needs to be ensured. The encryption operation (Enc) of MFHE schemes is the standard FHE encryption (see §2.2), i.e., it is very similar to Eq.1. In MkHE schemes, each party encrypts using its own key, and in ThHE, each party encrypts using the collective public key generated by EncKeyGen. Ensuring correct encryption implies checking the correctness of the input data; this is a problem already under consideration in the literature (under standard MPC models; see §7.2 [ENS20, LN17, Bos+20, DPLS19]). Finally, during the computation phase (Eval), the evaluator homomorphically executes the public circuit on the encrypted data. Depending on the setting, this evaluation is performed over single-key ciphertexts (ThHE) or over extended ciphertexts with multiple keys (MkHE and hybrid). Wrongful operations can lead to erroneous results or even to the leakage of the parties’ secret keys, as a malicious evaluator can return a tailored ciphertext on which performing partial decryption can leak the party’s secret key [CT14]. Recent works have designed promising solutions to verify the correctness of homomorphic evaluation [GNSV21, Cha+22, FGP14, Boi+21, FNP20, Nat+21] (see §7.1). As these are orthogonal problems receiving independent interest, in this work, we do not focus on the correctness of Enc and Eval non-interactive operations.
3.3 Roadmap of our Solution

To secure MFHE pipelines in the presence of malicious adversaries, we propose a novel construction that enables the correctness of critical operations executed by the parties during the various MFHE phases to be proved. We focus, in particular, on interactive operations (§3.2.1), and we ensure that all parties and the aggregator perform the correct actions. Recall that MFHE interactive operations are executed in two steps: Local Share Generation and Share Aggregation.

The local share generation involves the creation of secret cryptographic material crucial for the confidentiality and integrity of the MFHE pipeline. Therefore, to verify the correct creation of the shares, we use zero-knowledge proofs that ensure the validity of each message generated by the parties, as proposed and proved secure against malicious adversaries by Asharov et al. [Ash+12] but never instantiated. We employ a commit-then-prove approach, where each party commits to its local share and proves its correctness in zero-knowledge to the verifier. We enable such proofs by designing statements (or relations), the validity of which can be proven using proof systems. To account for the characteristics of RLWE-based FHE schemes and their implementation optimizations (see §2.3), we tailor our statements for efficiency and employ lattice-based commitments and proof systems [ENS20; LNS20]. Informally, parties commit to their different secrets, and a \( \Sigma \)-protocol is executed to ensure that these secrets validate the corresponding MFHE statements. The details are described in §4. To verify the correctness of the share aggregation, we design a novel verifiable aggregation protocol based on the polynomial identity lemma [Sch80]. This enables us to extend our statements and to prove, in one shot, both the parties’ correct local operations and aggregation on committed values. This protocol is discussed in §5.

4 Verification of MFHE Local Share Generation

As discussed in §2.3 and §3.2, at the core of MFHE interactive operations is the local share generation performed by the parties (i.e., Step 1 in §3.2.1). This is crucial for the generation of each party’s individual keys and for the MFHE functionalities such as collective key generation, decryption, key-switching, and bootstrapping. Malicious parties can tamper with their local share generation and can create improperly formatted keys that can lead to (i) erroneous decryption, (ii) key leakages, and (iii) broken confidentiality (see §3.2). In this section, we present the details of our commit-then-prove approach that forces parties to create publicly verifiable proofs that attest to the correct execution of their local share generation. We first discuss the technical challenges associated with verifying this operation (§4.1) and provide background information on lattice-based commitments (§4.2). Then, we present our techniques for assembling, in a practical manner, the statement required to verify the correct generation of RLWE samples (§4.3) and the ways this can be extended to various MFHE operations, e.g., local key generation, collective decryption, public-key switching, and bootstrapping (§4.4). In this section, we take the viewpoint of a single party as the
prover. Hence, for the sake of notation, we omit the subscript $i$ for the party’s secret inputs to Eq. 1.

4.1 Challenges of Verifying MFHE Local Share Generation

Whereas several works, e.g., DPLS19, Bos+20, BLS19, ENS20, LNP22, Lib+18, propose solutions to verify variants of Eq. 1 by using proof systems such as Bulletproofs [Bün+18] and Aurora [BS+19], or commitments and proofs [Bau+18b], they do not consider their application to (M)FHE pipelines. Indeed, modern MFHE implementations introduce challenges that none of the prior works have addressed:

1. **Residue Number System (RNS):** For efficiency reasons, current implementations set the modulus $q = \prod_{j=0}^{L} q_j$ such that the ring splits as $\mathcal{R}_q = \mathcal{R}_{q_0} \times \ldots \times \mathcal{R}_{q_L}$, and perform the ring arithmetic in the decomposed domain. In the proofs, this requires the secret elements to be linked across the sub-rings.

2. **Sub-ring Compatibility:** As the secret $s$ and the noise $e$ need to have the same representation over the different sub-rings $\mathcal{R}_{q_j}$, committing to them requires the usage of a sub-ring agnostic commitment scheme.

3. **Number Theoretic Transform (NTT):** As the moduli $\{q_j\}_{j=0}^{L}$ are NTT friendly, i.e., as the polynomial $X^{N} + 1$ splits into $N$ linear terms modulo each $q_j$, the proof system must be compatible with this specific composite modulus $q$ (which is not prime, hence, practically incompatible with most generic proof systems [Bün+18; BS+19; Par+13]).

4. **Infinity Norm:** As the secret and noise bounds need to be exactly evaluated in infinity norm, the proofs cannot rely on approximate results or optimised $\ell_2$ variants, as in prior work [LNP22].

5. **Large Polynomial Noises:** The noise polynomials are sampled from a Gaussian distribution with bounded infinity norm. Depending on the type of noise, this bound can be large and not easily handled by proof systems, e.g., [BS+19; ENS20].

6. **Secret Consistency Across Protocols:** To guarantee the correctness of the MFHE pipeline, the same secret key(s) should be reused across different interactive operations. Consequently, the secret commitments should be persistent across several protocol executions.

Furthermore, generic proof systems, e.g., [Bün+18; BS+19; Par+13], suffer from long runtime and memory requirements, are incompatible with the arithmetic structure of FHE, and rely on security assumptions different than lattice-based problems (e.g., discrete logarithm and Reed-Solomon codes). To address these issues and the aforementioned challenges, in this work, we use lattice-based commitments and proofs that preserve the post-quantum security of the underlying FHE scheme. We do so as such schemes share the same arithmetic structure as FHE, and we employ recent improvements and optimizations that have made them more efficient than generic constructions for structured relations [ENS20].
to verify the correctness of statements, such as Eq. 1, in the scope of MFHE. Before describing in depth our tailored statements, we provide background information on lattice-based commitment schemes and the types of proofs that can be realized with their constructions.

4.2 Background: Lattice-Based Commitments

Lattice-based commitments, e.g., [Ajt96; KTX08; Bau+18b], rely on the hardness of lattice-based problems such as the module short integer solution (MSIS) and the module learning with error (MLWE) [LS15; Duc+18] to securely commit to polynomial values. For instance, the scheme by Ajtai [Ajt96] can be used to commit to a small norm vector with a commitment size independent of the input’s dimension. Committing to vectors of larger norm requires the use of BDLOP [Bau+18b] at the cost of the commitment’s linear growth with the dimension of the input vector. Recently, various improvements, e.g., new sampling techniques, the support for integer relations, NTT-friendly rings and NTT operations, have boosted the practicality of such constructions [ALS20; Esg+19a; LNS20; LNS21a; LNP22]. Built on such commitments, proof systems can be used to prove knowledge of committed secrets satisfying specific statements (called relations).

We recall a variant of the BDLOP [Bau+18b] lattice-based commitment scheme. Suppose the module ranks $\kappa$ and $\lambda$ ensure MSIS and MLWE security [LNP22] and that we want to commit to a message vector of $\ell$ polynomials $\mathbf{m} = (m_1, \ldots, m_\ell)^T$. The commitment scheme works as follows:

**Com.KeyGen($\kappa, \lambda, \ell$) → $B_0, \mathbf{b}_1, \ldots, \mathbf{b}_\ell$:** Sample a uniformly random matrix $B_0 \leftarrow \mathcal{R}_{\kappa \times (\lambda + \kappa + \ell)}$ and vectors $\mathbf{b}_1, \ldots, \mathbf{b}_\ell \leftarrow \mathcal{R}_{\lambda + \kappa + \ell}$. Output them as public parameters.

**Com.Commit(\mathbf{m}) → \mathbf{t}:** First, sample a random vector $\mathbf{r} \leftarrow \chi^{\lambda + \kappa + \ell}$ with $\chi$ the polynomial ternary distribution with coefficients in $\{-1, 0, 1\}$ such that $\Pr(0) = 6/16$ and $\Pr(-1) = \Pr(1) = 5/16$. Then, compute:

$$\mathbf{t}_0 = B_0 \mathbf{r},$$
$$\mathbf{t}_j = \langle \mathbf{b}_j, \mathbf{r} \rangle + \mathbf{m}_j \text{ for } j = 1, \ldots, \ell.$$

In this scheme, $\mathbf{t}_0$ acts as the binding part and each polynomial $\mathbf{t}_j$ encodes one message $m_j$. The commitment is the vector of polynomials $\mathbf{t} = (t_0, t_1, \ldots, t_\ell)$. By construction, the commitment scheme is computationally hiding under the MLWE assumption and computationally binding under the MSIS assumption [LNP22]. Using committed values, we can instantiate $\Sigma$-protocols and create proofs of opening, i.e., proofs of knowledge of the committed value, proofs of linear or quadratic relations, and bound relations [Bau+18b; ALS20; ENS20; LNS21a]. Whereas the original construction requires a specific parameterization of the polynomial rings that is incompatible with NTT-friendly prime modulus [Bau+18b], Attema et al. [ALS20] introduce a variant to alleviate this issue. In this work,
we employ the parameterization from Esgin et al. for the BDLOP commitment scheme \cite{ENS20} and the aforementioned proofs.

4.3 Practically Verifying RLWE Samples

Here, we present the way we combine lattice-based proofs to address the challenges outlined in §4.1 and verify the correctness of Eq. \ref{eq:1} In this subsection, we set $X=0$, i.e., the local share is an RLWE sample; verifying its correct generation is the basis for all MFHE operations. In §4.4, we will show how to extend our techniques to other MFHE operations (that instantiate Eq. \ref{eq:1} with a non-zero polynomial $X$).

Verifying the Linear Relation. Recall that, during Step 1 of the MFHE interactive operations (§3.2.1), each party creates a public polynomial by linearly combining the secret and noise polynomials sampled from specific distributions (i.e., ternary and bounded Gaussian, resp.). To prove the correctness of this linear combination, we treat it as proving the knowledge of a solution to the linear equation and rely on the lattice-based interactive proof of Esgin et al. \cite{ENS20}.

Verifying the Ternarity of the Secret Polynomial. We verify the ternary property of the secret key polynomial $s$ by checking that its coefficients satisfy the equation $x(x-1)(x+1) = 0$ following Esgin et al. \cite{ENS20}.

Verifying the Norm of Noise Polynomials. To verify the bound of the noise polynomials, prior works opted for bounds in $\ell_2$-norm (e.g., \cite{LNP22}), approximate range proofs (e.g., \cite{Bau+18b; LNP22; LNS21a; BL17}) or simply considered ternary noise \cite{ENS20}. However, these approaches are unsuitable for modern (M)FHE implementations that cannot tolerate a knowledge gap and that, for security, use large noises in infinity norm. Our solution is to employ a ternary decomposition of the noise as proof of shortness in order to avoid any knowledge gap that could compromise the security of the MFHE pipeline. More precisely, for a noise $e \in \mathbb{R}_q$ such that $|e|_\infty \leq B$, we follow the observation made by Ling et al. \cite{Lin+13} that the subset sum of $b_1=\lceil \frac{B}{2} \rceil$, $b_2=\lceil \frac{B-b_1}{2} \rceil$, $b_3=\lceil \frac{B-b_1-b_2}{2} \rceil$, $\ldots$, $b_k=1$ (with $k=\lceil \log(B) \rceil$), covers exactly the set $\{0, \ldots, B\}$. Thus, we perform the ternary decomposition of $e$ as follows:

$$e = \sum_{j=1}^{k} b_j e_j \quad \text{with } e_j \in \{-1, 0, 1\}^N$$

Using the ternary proof from Esgin et al. \cite{ENS20}, we can prove the exact bound of the noise polynomials.

Conversion between NTT and Polynomial Domains. Recall that for efficiency reasons, (M)FHE implementations employ the NTT representation and that secret keys are stored in this form (rather than their polynomial one). However, the bound proofs need to be executed in the polynomial domain to ensure the key ternarity. To account for this, and because of the linearity of the NTT transform, we decide to incorporate the NTT transformation matrix $T$ directly in the statement, i.e., we make it part of the linear relation to be proven.
Statement 1: RLWE sample over $\mathcal{R}_q$

<table>
<thead>
<tr>
<th>Public Inputs: $a, A_1 \in \mathcal{R}_p, A_2 \in \mathcal{R}_p^{1 \times 2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private Inputs: $s, {e_j}_{j=1}^k \in \mathcal{R}_q, r \in \mathcal{R}_q^2$, and $\tilde{k} \in \mathbb{Z}_N$</td>
</tr>
<tr>
<td>Outputs: $p_0, c_{\text{ajtai}} \in \mathcal{R}_q$</td>
</tr>
<tr>
<td>- Linear Relation: $p_0 = a \circ Ts + \sum_{j=1}^k T b_j e_j$</td>
</tr>
<tr>
<td>- $c_{\text{ajtai}} = A_1 \cdot s + A_2 \cdot r - \tilde{k} \cdot p$</td>
</tr>
<tr>
<td>- Ternary Checks: $|s|<em>\infty, |r|</em>\infty, |e_j|_\infty \leq 1$ for $j \in {1, \ldots, k}$</td>
</tr>
<tr>
<td>- Approximate Bound Proof: $|\tilde{k}|_\infty \ll q$</td>
</tr>
</tbody>
</table>

**Linking the Secret Polynomial.** We use the commitment scheme by Ajtai [Ajt96] to link the secret polynomial across the different sub-rings (of the RNS representation), and we commit to the secret polynomials over a smaller space $\mathbb{Z}_p$ with $p \leq q_j$ for $j \in [0, L]$. With appropriate parameterization, the commitment coefficients will never exceed $q_j$. As a result, there is no wrap-around modulo $q_j$, and any value in $\mathbb{Z}_{q_j}$ or in $\mathbb{Z}$ (hence, across the different sub-rings) is the same. In particular, the commitment of a ternary value $m$ with randomness $r$ has the following form:

$$A_1 \cdot m + A_2 \cdot r = c_{\text{ajtai}} \mod p,$$

where $A_1, A_2 \in \mathbb{Z}_p^{N \times 2N}$. Similarly to Del Pino et al. [DPLS18], we rewrite it in $\mathbb{Z}$ to ensure no wrap-around mod $q_j$ as

$$A_1 \cdot m + A_2 \cdot r = c_{\text{ajtai}} + \tilde{k} \cdot p$$

However, contrary to their approach, ours operates directly in the NTT domain and there is no quotient modulo $X^N + 1$, thus making the vector $\tilde{k}$ unique per sub-ring by Euclid’s Lemma. As both $m$ and $s$ are ternary vectors, $\|c_{\text{ajtai}} + \tilde{k} \cdot p\|_\infty \leq 2Np$. As a result, ensuring that, for all $j \in [0, L]$, $q_j \gg 2Np$ guarantees no wrap-around modulo any of the $q_j$. This commitment entails that the witness is extended to also comprise the commitment randomness $r$ and the quotient $\tilde{k}$. To prove that $\|\tilde{k}\|_\infty \ll q_j$, we rely on an approximate bound proof (see Appendix C). Note that, in practice, both ternarity and consistency of the secret key are checked simultaneously.

**Assembling the Statement.** We combine the blocks above and build a statement that, if satisfied, ensures the correct generation of an RLWE sample over $\mathcal{R}_q$, as shown in Statement 1. In more detail, Statement 1 encompasses a proof of opening that checks the correctness of the commitments, a linear-relation proof that verifies the RLWE and commitment relations, a cubic proof that checks if $s, e_1, \ldots, e_k, r$ are ternary, and an approximate bound proof on $k$ that ensures there is no wrap-around in creating the Ajtai commitment. Then, we use a lattice-based proof system [ALS20, ENS20, LNS20] made non-interactive.
with the Fiat-Shamir heuristic \cite{FS86}, and we obtain a non-interactive zero-knowledge (NIZK) proof for RLWE samples. We rewrite, in particular, the set of equations and constraints of Statement 1 as an unstructured linear relation

\((p_0, c_{ajtai})^T = Aw\), where \(w^T = (s, r, e_1, \ldots, e_k, \bar{k})\) is the witness and \(A\) is a sparse matrix of the form:

\[
A = \begin{pmatrix}
-dig(\tilde{p}_1) & T & 0 & T \cdot Id_{b_1} & \ldots & T \cdot Id_{b_k} & 0 \\
\lambda_1 & \lambda_2 & 0 & \ldots & 0 & Id_p
\end{pmatrix},
\]

with \(\tilde{p}_1\) the NTT vector of the polynomial \(p_1\) and \(\lambda_1\) (resp., \(\lambda_2\)) the matrix whose product with the coefficients vector of \(s\) returns the NTT form of \(A_1 \cdot s\). Note that the proof size of the non-interactive protocol is affected by the input dimension of the linear relation but also by the polynomial ring used in the commitment. By carefully crafting the statements and accounting for the NTT transformations, Statement 1 (over \(\mathbb{R}_q\)) can be seen as a linear relation under constraints over \(\mathbb{Z}_q\). In the remainder of this paper, we denote by \(\mathbb{R}_q = \mathbb{Z}_q[X]/(X^d+1)\) the polynomial ring of degree \(d\) used by the commitment scheme (with same modulus as \(\mathbb{R}_q\)). Finally, note that using the witness \(w\), further linear relations can be proven by appending extra rows to the matrix \(A\). In §4.4, we extend Statement 1 and we design tailored statements that can ensure the correctness of the local share generation in various MFHE operations, such as local key generation, collective decryption, public-key switching, and bootstrapping.

**Security Analysis.** The completeness and the computational honest verifier zero-knowledge of the resulting proof hold by the properties of the underlying proof systems: \cite[Th3.1]{ENS20} and \cite[Th3.1]{LNS21a}.

### 4.4 Verifying MFHE Local Share Generation

We now describe how we extend Statement 1 to design tailored statements that ensure the correctness of the local share generation in various MFHE operations such as local key generation (§4.4.1), collective decryption (§4.4.2), public-key switching (§4.4.3), and bootstrapping (§4.4.4). As the majority of these operations require handling large polynomials for confidentiality purposes, we first describe how we address this issue.

**Handling Large Polynomials.** Some MFHE operations require using polynomials with large coefficients. For instance, the collective decryption, key switching, and bootstrapping (see §2.3), all use smudging noise \cite{Ash+12} that is sampled from a distribution of very large variance to prevent private information leakage. Furthermore, the collective bootstrapping requires an additional masking polynomial sampled from the plaintext space (i.e., with 16-bits coefficients). Decomposing such polynomials into a binary or ternary representation similar to our approach for handling the noise polynomials (§4.3) is impractical: Indeed, such a decomposition would introduce in the proof system additional polynomial

\[2^{\lambda} \times \text{variance of the ciphertext's noise}, \text{with } \lambda \text{ the security level. In practical implementations, it is between 16 and 40 bits.}\]
inputs (as many as the decomposition size), hence affect both its runtime and proof size. To avoid this issue, we propose a novel trick. Instead of sampling these polynomials with large coefficients, we construct them such that they are indistinguishable from uniformly sampled elements by following the RLWE assumption. For example, we construct the smudging noise $R_{q_{\text{smdg}}}$ (with $q_{\text{smdg}}$ configured by the range of the smudging noise) such that $e_{\text{smdg}} = a \cdot s' + e$ abiding by the smudging lemma [Ash+12]. Then, we use an observation stemming from the RLWE problem [LS15; Duc+18]: Given a public value $a \xleftarrow{\$} R_{q_{\text{smdg}}}$ and a ternary secret $s'$, then $(a, a \cdot s' + e)$ is indistinguishable from a uniformly sampled random pair $(a, b) \in R^2_{q_{\text{smdg}}}$. However, as the noise $e_{\text{smdg}}$ is constructed in $R_{q_{\text{smdg}}}$, we need to ensure there is no wrap-around modulo any of the $q_j$ for $j \in [0, L]$ (i.e., similarly to our approach for linking the secret polynomial across the sub-rings using the Ajtai commitment). For this reason, we commit to the quotient to enable the reconstruction from $Z_{q_{\text{smdg}}}$ to $Z$ and then to $Z_{q_j}$, under the condition that there is no wrap-around modulo $q_j$ (recall that $q = \prod_{j=0}^L q_j$). Proving the correctness of this statement requires an additional linear relation, two bound proofs (i.e., ternarity of $s'$ and $e < B$), as well as adds $s'$ and $e \leftarrow \chi_{\text{err}}$ to the witness. This technique is easily extended to the plaintext mask required for the collective bootstrapping protocol.

4.4.1 Local Key Generation

The MFHE local key generation operation comprises the generation of a private/public key pair (SecKeyGen and EncKeyGen – §3.2), as well as additional evaluation keys that are useful for the homomorphic evaluation, e.g., rotation and relinearization keys (EvalKeyGen). Statement 2 assembles the conditions for the correct generation of a private/public key pair. Each party samples, in particular, a secret key $s$ and returns the corresponding public key $(p_0, p_1)$, as well as the Ajtai commitment $c_{\text{ajtai}}$ of the secret key. The approximate bound proof ensures no wrap-around modulo each of the $q_j$ in the generation of $c_{\text{ajtai}}$. A similar approach can be used to ensure the correct generation of rotation keys (see [Mou+21] for details). Then, Statement 3 displays the requirements for the secure generation of the relinearization keys, for a public parameter $\vec{a} \in \mathbb{R}^l_\ell$ [Par21]. The value $l$ corresponds to the length of a decomposition basis used to ensure correctness of the relinearization. Each party recomputes the Ajtai commitment of the secret (i.e., $c_{\text{ajtai}}$) and generates the vectors of public polynomials $\vec{h}_0$ and $\vec{h}_1$. As we will see in §5, this statement can be combined with Statement 7 to verify the correctness of the MFHE collective key-generation protocol.

4.4.2 Collective Decryption

To decrypt the computation result, the MFHE parties engage in a collaborative decryption operation (Dec) that introduces smudging noise to prevent indirect leakage from encryption noise correlations [Ash+12]. As seen above, we rely on
Statement 2: Local Key Generation

Public Inputs: $p_1 \in \mathcal{R}_q, A_1 \in \mathcal{R}_p, A_2 \in \mathcal{R}_p^{1 \times 2}$

Private Inputs: $s, \{e_j\}_{j=1}^k \in \mathcal{R}_q, r \in \mathcal{R}_q, \text{and } \vec{k} \in \mathbb{Z}_N^q$

Outputs: $p_0, c_{\text{ajtai}} \in \mathcal{R}_q$

- Linear Relation:
  \[ p_0 = -p_1 \circ \mathbf{T} \cdot s + \mathbf{T} \cdot \sum_{j=1}^k b_j e_j \]
  \[ c_{\text{ajtai}} = A_1 \cdot s + A_2 \cdot r - kp \]

- Ternary Checks: $||s||_{\infty}, ||r||_{\infty}, ||e_j||_{\infty} \leq 1$ for $j \in \{1, \ldots, k\}$

- Approximate Bound Proof: $||\vec{k}||_{\infty} \ll q$

Statement 3: Relinearization Key Generation

Public Inputs: $cpk = (a, b), A_1 \in \mathcal{R}_p, A_2 \in \mathcal{R}_p^{1 \times 2}$

Private Inputs: $s, \vec{u} \in \mathcal{R}_q, r \in \mathcal{R}_q^2, \{e_0^j\}_{j=1}^k, \{e_1^j\}_{j=1}^k \in \mathcal{R}_q, \text{and } \vec{k}_1 \in \mathbb{Z}_q^N$

Outputs: $\vec{h}_0, \vec{h}_1, c_{\text{ajtai}} \in \mathcal{R}_q$

- Linear Relation:
  \[ \vec{h}_0 = a \circ \mathbf{T} \cdot \vec{u} + \vec{\omega} \circ \mathbf{T} \cdot s + \mathbf{T} \cdot \sum_{j=1}^k b_j \vec{e}_0^j \]
  \[ \vec{h}_1 = b \circ \mathbf{T} \cdot \vec{u} + \mathbf{T} \cdot \sum_{j=1}^k b_j \vec{e}_1^j \]
  \[ c_{\text{ajtai}} = A_1 \cdot s + A_2 \cdot r - \vec{k}_1 \cdot p \]

- Ternary Checks: $||s||_{\infty}, ||\vec{u}||_{\infty}, ||r||_{\infty}, ||e_0^j||_{\infty}, ||e_1^j||_{\infty} \leq 1$ for $j \in \{1, \ldots, k\}$

- Approximate Bound Proof: $||\vec{k}_1||_{\infty} \ll q$

Additional linear relation in a different ring $\mathcal{R}_{\text{smdg}}$. We also account for the quotient $\vec{k}_2$ and ensure that there is no wrap-around modulo any of the $q_j$ for $j \in [0, L]$ in the reconstruction of the smudging noise. Statement 4 summarizes, during collective decryption, the conditions for proving the correctness of the parties’ operations. Each party re-computes the Ajtai commitment $c_{\text{ajtai}}$ of the secret key used in previous MFHE protocols, generates a smudging noise $e$ and, finally, it outputs the partial decryption $h$. The ternary checks ensure that the secret polynomials and noise decompositions are well-formed and the two approximate bound proofs guarantee no wrap-around of $e$ and $c_{\text{ajtai}}$ modulo each $q_j$ (for $j \in [0, L]$).

4.4.3 Collective Public-key Switching

In ThHE and hybrid settings (§2.3), the MFHE parties execute the public-key switching operation in order to re-encrypt the computation result under the key of an external computation-result receiver. From high-level, this protocol corresponds to each party encrypting as $(\vec{h}_0, \vec{h}_1)$ their own partial decryption share under the receiver’s public-key. Hence, the desired statement is similar
Statement 4: Collective Decryption

Public Inputs: $c_1 \in \mathcal{R}_q, A_1 \in \mathcal{R}_p, A_2 \in \mathcal{R}_p^{1 \times 2}, A_3 \in \mathcal{R}_{q^{\text{smdg}}}$

Private Inputs: $s, s', \{e_j\}_{j=1}^k \in \mathcal{R}_q$, $r \in \mathcal{R}_q^2$ and $\vec{k}_1, \vec{k}_2 \in \mathbb{Z}_q^N$

Outputs: $h, c_{ajtai} \in \mathcal{R}_q$

- Linear Relation:
  
  $h = c_1 \circ T \cdot s + e$
  $e = A_3 \circ T \cdot s' + T \cdot \sum_{j=1}^k b_j e_j - \vec{k}_{q^{\text{smdg}}}$

  $c_{ajtai} = A_1 \cdot s + A_2 \cdot r - \vec{k}_p$

- Ternary Checks: $\|s\|_{\infty}, \|s'\|_{\infty}, \|r\|_{\infty}, \|e_j\|_{\infty} \leq 1$ for $j \in \{1, \ldots, k\}$

- Approximate Bound Proof: $\|\vec{k}_1\|_{\infty}, \|\vec{k}_2\|_{\infty} \ll q$

Statement 5: Public-key Switching

Public Inputs: $c_1, p_0', p_1' \in \mathcal{R}_q, A_1 \in \mathcal{R}_p, A_2 \in \mathcal{R}_p^{1 \times 2}, A_3 \in \mathcal{R}_{q^{\text{smdg}}}$

Private Inputs: $s, s', u, \{e_0_j\}_{j=1}^k, \{e_1_j\}_{j=1}^k \in \mathcal{R}_q$, $r \in \mathcal{R}_q^2$ and $\vec{k}_1, \vec{k}_2 \in \mathbb{Z}_q^N$

Outputs: $h_0, h_1, c_{ajtai} \in \mathcal{R}_q$

- Linear Relation:
  
  $h_0 = c_1 \circ T \cdot s + p_0' \circ T \cdot u + e_0$
  $h_1 = p_1' \circ T \cdot u + T \cdot \sum_{j=1}^k b_j e_1_j$

  $c_{ajtai} = A_1 \cdot s + A_2 \cdot r - \vec{k}_p$

  $e_0 = A_3 \circ T \cdot s' + T \cdot \sum_{j=1}^k b_j e_0_j - \vec{k}_{q^{\text{smdg}}}$

- Ternary Checks: $s, s', r, u, e_0_j, e_1_j \leq 1$ for $j \in \{1, \ldots, k\}$

- Approximate Bound Proof: $\|\vec{k}_1\|_{\infty}, \|\vec{k}_2\|_{\infty} \ll q$

The resulting statement is given as Statement 5.

4.4.4 Collective Bootstrapping

When the ciphertext’s capacity has been exhausted, the MFHE parties execute a collective bootstrapping protocol to refresh its noise and to enable further homomorphic computations on it. In a nutshell, during this protocol, each party re-encrypts a masked partial decryption of the ciphertext. To avoid plaintext leakage, the collective bootstrapping protocol requires a mask $M \in \mathcal{R}_t$ and a smudging noise of large norm. Statement 6 summarizes the necessary conditions for ensuring, during the collective bootstrapping protocol, the correctness of the parties’ local shares.
Statement 6: Collective Bootstrapping

Public Inputs: \(c_1, a \in \mathbb{R}_q, A_1 \in \mathbb{R}_p, A_2 \in \mathbb{R}_{1 \times 2}^p, A_3 \in \mathbb{R}_{smdg}^q, A_4 \in \mathbb{R}_{pt}^q\)

Private Inputs: \(s, s', s'', \{e_{0j}, e_{1j}, e_{2j}\}_{j=1}^k \in \mathbb{R}_q, r \in \mathbb{R}_q^2\) and \(\bar{k}_1, \bar{k}_2, \bar{k}_3 \in \mathbb{Z}_N^q\)

Outputs: \(h_0, h_1, c_{ajtai} \in \mathbb{R}_q\)

- Linear Relation:
  \[h_0 = c_1 \circ T \cdot s - \Delta M + e_0\]
  \[h_1 = -a \circ T \cdot s + \Delta M + T \cdot \sum_{j=1}^k b_j e_{1j}\]
  \[c_{ajtai} = A_1 \cdot s + A_2 \cdot r - k_1 p\]
  \[e_0 = A_3 \circ T \cdot s' + T \cdot \sum_{j=1}^k b_j e_{0j} - k_2 q_{smdg}\]
  \[M = A_4 \circ T \cdot s'' + T \cdot \sum_{j=1}^k b_j e_{2j} - k_3 q_{pt}\]

- Ternary Checks: \(s, s', s'', r, e_{0j}, e_{1j}, e_{2j} \leq 1\) for \(j \in \{1, \ldots, k\}\)

- Approximate Bound Proof: \(||\bar{k}_1||_\infty, ||\bar{k}_2||_\infty, ||\bar{k}_3||_\infty \ll q\)

5 Verifiable Share Aggregation for MFHE

MFHE interactive operations, such as public-key generation, decryption, public-key switching, and bootstrapping, rely on an aggregator to combine together the parties’ local shares (Step 2 – §3.2.1). A malicious aggregator can tamper with the aggregation operation and harm the confidentiality of the honest parties and/or the correctness of the MFHE pipeline (see §3.2); the same holds if MFHE parties collude with the aggregator. While ensuring the correct concatenation of the parties’ shares (e.g., in MkHE schemes) is trivially solved by concatenating their verified versions (§4), verifying their summation remains a challenge. Hence, in this section, we design a novel verifiable aggregation protocol that guarantees the correct combination of the parties’ locally generated key material. Our protocol uses a probabilistic polynomial equality test to ensure the returned polynomial is indeed the sum of each of the parties’ local polynomials. Note that, under our threat model (§3.1), existing protocols for maliciously secure aggregation based on splitting trust among multiple servers [Rat+23] or on verifiable secret sharing [Ben86], ensure confidentiality but not correctness. As the MFHE aggregation operation sums up public polynomials, it does not require confidentiality but an efficient transparent proof of correctness. Other approaches, e.g., using generic proof systems for rings [GNSV21], would require a designated verifier and lead to significant overhead (setup and prover).

Overview of our Approach. As discussed in §3.2, a correct aggregation operation entails the summation of the public polynomials returned by each party’s local share generation, i.e., an honest aggregator returns \(p = \sum p_i, \forall P_i \in P\). Hence, verifying aggregation correctness is equivalent to checking for polynomial equality. Using probabilistic polynomial checks, we build our succinct protocol: Instead of checking the above equality for all the \(N\) coefficients of each polynomial, we verify the correctness of the polynomial evaluation on a random challenge point. By the polynomial identity lemma in \(\mathbb{Z}_q\) (Schwartz-Zippel) [Sch80],
the probability of collision in the aggregation is \( N/q \). In other words, the probability that the returned aggregate (i.e., \( p \)) indeed sums up the different local shares (i.e., \( p_i, \forall P_i \in P \)) is \( 1 - N/q \) (typically, with \( \log N \) between 13 and 15 and \( \log q = 54 \) leading to four points being sampled for soundness of at least \( 2^{-128} \)).

<table>
<thead>
<tr>
<th><strong>Prover</strong> ((P + \text{Agg.}))</th>
<th><strong>Verifier</strong> ((V))</th>
</tr>
</thead>
<tbody>
<tr>
<td>For ( P_i ) in ( P ):</td>
<td></td>
</tr>
<tr>
<td>Local operation returns ( p_i )</td>
<td></td>
</tr>
<tr>
<td>Commit ( h_i ) = HCom(( p_i ))</td>
<td></td>
</tr>
<tr>
<td>Send ( p_i ) to aggregator Agg.</td>
<td></td>
</tr>
<tr>
<td>Aggregator returns ( p )</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>pick ( \alpha \in \mathbb{Z}_q )</td>
</tr>
<tr>
<td>For ( P_i ) in ( P ):</td>
<td></td>
</tr>
<tr>
<td>( p_i = p_i(\alpha) ) with proof ( \Pi_{\text{eval}} )</td>
<td></td>
</tr>
<tr>
<td>( \sum p_i )</td>
<td></td>
</tr>
<tr>
<td>Verify ( \Pi_{\text{eval}} )</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3: An illustration of the verifiable aggregation interactive protocol. In practice, this protocol is made non-interactive using the Fiat-Shamir heuristic, i.e., the challenge \( \alpha \) is generated in the random oracle model (ROM) from the parties’ commitments \( h_i \) and the aggregate \( p \). Without loss of generality, we consider that each party’s local share generation returns a single polynomial \( p_i \). The proof \( \Pi_{\text{eval}} \) ensures correct evaluation of the polynomial committed in \( c_i \) on the challenge value \( \alpha \).

**Verifiable Aggregation Protocol.** As in our threat model all but one MFHE parties are potentially malicious, we consider the parties and the aggregator as the prover that generates a proof that can be verified by a verifier with a \( \Sigma \)-protocol. In more detail, each party \( P_i \) first runs its local share generation (§4) and obtains a polynomial \( p_i \) that it commits to using a standard hash-based commitment scheme (HCom(\( \cdot \))). Then, each party publishes its commitment and sends \( p_i \) to the aggregator that, in turn, returns the aggregate \( p \). The verifier samples a random challenge point \( \alpha \in \mathbb{Z}_q \) and publishes it. Each party evaluates its local polynomial \( p_i \) on \( \alpha \) and publishes a proof of correct evaluation. Finally, the verifier checks the correctness of the parties’ commitments and of the polynomial evaluations on the challenge point, and it verifies that their sum is indeed equal to \( p(\alpha) \). An illustration of our verifiable aggregation protocol can be seen in Figure 3. Note that in practice, this \( \Sigma \)-protocol is made non-interactive in the random oracle model (ROM) by using the Fiat-Shamir heuristic \[FS86\].

To realize, in a practical manner, the verifiable aggregation protocol for MFHE pipelines, we combine it with the proofs of local share generation produced by the parties (§4.4). In particular, when creating a proof of correct local
Statement 7: Verifiable Aggregation

| Public Inputs: $p_i, \alpha$
| Outputs: $p_i$
| Linear Relation: $p_i = p_i(\alpha)$

share generation, each party also appends a linear relation to the statements of §4.4 to prove the correctness of the polynomial evaluation on the challenge point for the verifiable aggregation protocol (Statement 7). Following this approach, our verifiable aggregation protocol (i) only costs one additional linear relation, (ii) works directly with our cyclotomic rings, (iii) is publicly verifiable, and (iv) does not rely on extra cryptographic assumptions. In practice, as we show in §6, the addition of this linear relation is negligible to the prover’s runtime and, due to the properties of the proof system, does not affect the proof size. As a result, in the ROM, our aggregation protocol costs only one hash-based commitment digest per party.

**Remark.** Note that, alternatively, our verifiable aggregation protocol could be realized by employing a polynomial commitment scheme (PCS) that enables proofs of correct evaluation on committed polynomials, e.g., KZG [KZG10], Hyrax [Wah+18], FRI [BS+18], or DARK [BFS20]. However, these schemes require a trusted setup, e.g., [KZG10], or rely on cryptographic assumptions (e.g., discrete logarithm, Reed-Solomon codes) different from those made for (M)FHE pipelines. On the contrary, our approach does not require additional assumptions and introduces minimal communication and computation overhead, i.e., it comes almost for free in our overall construction for verifying the correctness of MFHE pipelines.

6 Implementation and Evaluation

We introduce **PELTa** , an implementation of our commit-then-prove construction for securing MFHE pipelines against malicious adversaries. We evaluate PELTA over different MFHE protocols and compare its performance with prior work.

6.1 Implementation

We implement **PELTa** in Golang on top of the Lattigo library [EPF21] that supports MFHE pipelines. We use Lattigo’s polynomial ring package and we create a new lattice-based commitment library that implements the BDLOP [Bau+18b] and Ajtai [Ajt96] commitments. Based on this commitment library, we implement the proof systems from Esgin et al. [ENS20] and Lyubashevsky et
al. [LNS21a] to verify the correctness of the statements proposed in the previous sections (§4 and §5). Our code is available for review and will be made open source.

6.2 Experimental Setup

We focus on key MFHE protocols, i.e., key generation (§4.4.1), collective decryption (§4.4.2), public-key switching (§4.4.3), and collective bootstrapping (§4.4.4); these play a critical role in MFHE pipelines (both MkHE and ThHE – see §3.2). By default, we configure the security parameters of the lattice-based commitment scheme to achieve at least 128-bit security, as in prior work [ENS20]. We set, in particular, the MSIS and MLWE parameters to $\kappa=1$ and $\lambda=1$ for a $R_q$ of degree $d=2^{13}$. Unless otherwise specified throughout the experiments, we consider FHE parameters with polynomial degree of $N=2^{13}$ (log $q=218$). We display the results for a single sub-ring of the RNS representation because the benchmark costs are linear in the number of $q_j$ (see Appendix A) and, because the sub-rings are independent, they are in practice parallelizable. All our experiments are conducted on a machine with two Intel Xeon E5-2680 v3 processors running at 2.5GHz over 12 cores and equipped with 256GB of RAM, and the results are averaged over 10 repetitions. We report Pelta’s performance both for a single-threaded implementation (Pelta single-th.) as well as an optimised version that uses an underlying multi-threaded package for some polynomial operations (Pelta multi-th.).

**Baselines.** We compare Pelta with two different approaches from prior work that we extend to support the different statements presented in §4 and §5. The first is an MPC solution based on cut-and-choose (C&C) [CP16]. In more detail, the prover first commits to $K$ protocol iterations. Then, the verifier picks one of the commitments and the prover reveals the secrets of the remaining $K-1$ protocol executions. Finally, the verifier checks that the commitment openings and the revealed secrets lead to correct protocol executions. We set $K$ to 100K to have comparable runtimes with the other approaches. However, we note that this protocol yields low security (16-bit). The second baseline is a SNARK-based approach proposed by Boschini et al. [Bos+20] that relies on the Aurora [BS+19] proof system which is configured to achieve 128-bit security.

**Evaluation Metrics.** We compare the performance of Pelta and the baselines by measuring their overhead in terms of setup, prover, and verifier runtimes, for both its single and multi-threaded versions. The setup times comprise the sampling of the input polynomials, the creation of the linear relations, and the generation of the BDLOP public parameters. We also measure their proof sizes.

6.3 Performance Analysis

We first compare the performance of Pelta and the two baselines for the local key-generation protocol (§4.4.1). Table 1 shows that Pelta outperforms both
Table 1: Performance results of the local key-generation protocol (§4.4.1) with log \( N = 13 \) over a single sub-ring of the RNS representation.

<table>
<thead>
<tr>
<th></th>
<th>Setup</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C&amp;C</td>
<td>-</td>
<td>463</td>
<td>463</td>
<td>6.4</td>
</tr>
<tr>
<td>[Bos+20]</td>
<td>&gt;5min</td>
<td>845</td>
<td>312</td>
<td>0.463</td>
</tr>
<tr>
<td><strong>Pelta (single-th.)</strong></td>
<td>12.2s</td>
<td>14.0</td>
<td>14.9</td>
<td>2.05</td>
</tr>
<tr>
<td><strong>Pelta (multi-th.)</strong></td>
<td>10.4s</td>
<td>9.5</td>
<td>10.5</td>
<td>2.05</td>
</tr>
</tbody>
</table>

baselines. In particular, single-threaded PELTA is \(~30\times\) faster than the cut-and-choose protocol (while achieving much higher security) and one order of magnitude more efficient than the Aurora-based approach. Although PELTA yields a slightly larger proof than the latter, we argue that its size is reasonable considering the MFHE communication costs; a single public key is already 0.45MB and evaluation keys for practical applications can be in the order of GBs (see [Sav+21]). Due to the overhead and low security achieved by C&C, as well as to the fact that this approach can not be used to prove key consistency across MFHE protocol executions without additional extensions, in the subsequent protocol evaluations, we focus on the comparison between PELTA and [Bos+20].

We do not report results for the relinearization key-generation protocol as the Aurora-based approach required more than 256GB of RAM. We additionally observe that the multi-threading of the underlying math operations can speed up PELTA by a factor 1.5.

Table 2 shows that PELTA (single-threaded) achieves at least one order of magnitude faster prover runtimes, compared to the Aurora-based approach for the various MFHE collective protocols. PELTA’s prover execution is, in particular, \(87\times\) faster for the collective decryption (Table 2(a)), and \(67\times\) and \(42\times\) more efficient for the collective public-key switching and bootstrapping protocols, resp. (Tables 2(b) and 2(c)). Whereas the verifier runtimes do not yield a similar gap due to Aurora’s verification efficiency, PELTA remains at least \(14\times\) faster. Then, although [Bos+20] achieve a smaller proof size due to Aurora’s succinctness, we note that PELTA’s proof sizes per sub-ring are in similar ranges. Finally, Table 2 demonstrates that our approach has a considerably faster setup phase (15\times).

**Influence of the Aggregation.** We incorporate the aggregation relation into the different statements of §4 as discussed in §5. Table 3 shows the performance results for the collective key-generation protocol (Statements 2 and 7), for [Bos+20] and PELTA. In both cases, we observe that the proof size is only slightly modified due to Aurora’s succinctness and the lattice-based proof’s construction (c.f. Table 1). Although the runtime of PELTA is almost not affected, the inclusion of the aggregation relation significantly impacts Boschini et al.’s approach [Bos+20]. Indeed, for Aurora, the new polynomial evaluations (used for our compression technique in §4) and the public outputs increase the number of variables and create additional constraints on the back end. For the lattice-based proof we employ, the addition of the linear constraint affects only slightly the computation runtime (i.e., the operations involving the matrix \( A \), §4.3 and
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Table 2: Performance results of various MFHE protocols with log $N=13$ over a single sub-ring of the RNS representation.

(a) Collective decryption (§4.4.2).

<table>
<thead>
<tr>
<th></th>
<th>Setup</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Bos+20]</td>
<td>&gt;8min</td>
<td>1,487</td>
<td>401</td>
<td>0.496</td>
</tr>
<tr>
<td>Pelta (single-th.)</td>
<td>16.1s</td>
<td>16.9</td>
<td>17.9</td>
<td>2.37</td>
</tr>
<tr>
<td>Pelta (multi-th.)</td>
<td>11.6s</td>
<td>11.3</td>
<td>12.5</td>
<td>2.37</td>
</tr>
</tbody>
</table>

(b) Public-key switching (§4.4.3).

<table>
<thead>
<tr>
<th></th>
<th>Setup</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Bos+20]</td>
<td>&gt;12min</td>
<td>1,681</td>
<td>580</td>
<td>0.495</td>
</tr>
<tr>
<td>Pelta (single-th.)</td>
<td>25.0s</td>
<td>24.5</td>
<td>26.2</td>
<td>3.15</td>
</tr>
<tr>
<td>Pelta (multi-th.)</td>
<td>20.2s</td>
<td>16.6</td>
<td>18.3</td>
<td>3.15</td>
</tr>
</tbody>
</table>

(c) Collective bootstrapping (§4.4.4).

<table>
<thead>
<tr>
<th></th>
<th>Setup</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Bos+20]</td>
<td>&gt;12min</td>
<td>1,649</td>
<td>566</td>
<td>0.495</td>
</tr>
<tr>
<td>Pelta (single-th.)</td>
<td>48.2s</td>
<td>38.6</td>
<td>40.8</td>
<td>3.9</td>
</tr>
<tr>
<td>Pelta (multi-th.)</td>
<td>34.8s</td>
<td>25.3</td>
<td>27.6</td>
<td>3.9</td>
</tr>
</tbody>
</table>

As a result, the aggregation comes almost for free due to our trick of using a polynomial evaluation to verify it (§5).

Influence of the FHE Polynomial Ring $\mathcal{R}_q$. We evaluate PELTA’s performance with various polynomial rings commonly used in FHE pipelines, i.e., rings whose degree ranges between $N=2^{11}$ and $N=2^{15}$ with the corresponding moduli of the Lattigo library [EPF21]. Recall that the ring degree and the modulus depend on the security requirement and the hardness of the RLWE problem [Alb+18]. For simplicity, we consider a single modulus, as we experimentally observe a linear correlation with the number of sub-rings (see Table A in Appendix §A). As expected, we observe in Table 4 an exponential correlation between both computation and communication complexity (for both prover and verifier) and the FHE-ring degree.

Influence of the Commitment Polynomial Ring $\mathcal{R}_q$. While the proof sizes of PELTA are acceptable compared to the communication overhead already induced by MFHE pipelines, Tables 1-3 show that they are larger than Boschini et al. [Bos+20]. Nonetheless, PELTA’s proof size can be reduced and made on par with [Bos+20] by opting for a smaller commitment ring $\mathcal{R}_q$ and by adapting the parameterization of the commitment scheme such that the MLWE and MSIS problems remain hard (see Table B in Appendix §B). For instance, the proof size of the key-generation protocol can be reduced from 2.05MB to 1.3MB (1.5MB) by using a commitment ring degree $\log d=7$ ($\log d=10$) at the cost of slightly longer runtimes (2× to 3×) due to a higher number of costly ring operations. As such, PELTA can achieve a tradeoff between runtime and proof size.
Table 3: Performance of the collective key-generation protocol (i.e., Statements 2 and 7), per sub-ring \((\log N = 13)\), with aggregation proof.

<table>
<thead>
<tr>
<th></th>
<th>Setup</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Bos+20})</td>
<td>&gt;14min</td>
<td>1,151</td>
<td>606</td>
<td>0.464</td>
</tr>
<tr>
<td>(\text{Pelta (single-th.)})</td>
<td>12.7s</td>
<td>14.9</td>
<td>15.8</td>
<td>2.05</td>
</tr>
<tr>
<td>(\text{Pelta (multi-th.)})</td>
<td>11.2s</td>
<td>9.8</td>
<td>10.9</td>
<td>2.05</td>
</tr>
</tbody>
</table>

7 End-to-End MFHE Pipeline Security

Our construction ensures that, during the MFHE interactive operations, the parties correctly generate the key material and execute the protocol steps. However, to guarantee the validity of the computation output and the end-to-end security of the MFHE pipeline in the presence of malicious adversaries, additional techniques for verifying the correctness of non-interactive operations (\S 3.2.2) are required. In particular, countermeasures that ensure (i) the validity of the homomorphic evaluation (\S 7.1), as well as (ii) the trustworthiness of the input provided to the computation (\S 7.2), should be incorporated. As discussed in \S 3.2.2, such countermeasures are orthogonal and complementary to Pelta.

7.1 Homomorphic Evaluation Correctness

Verifying the correctness of the homomorphic evaluation (Eval- \S 3.2.2) in MFHE pipelines is crucial, as a malicious evaluator could tamper with the computation such that the parties decrypt an invalid result. Although several works propose techniques for proving the correctness of homomorphic evaluation, we note that several open issues hinder their practical application and that further research is required. For instance, works that rely on homomorphic message authentication codes (HMACs) to verify the operations executed on the ciphertexts are limited to quadratic functions and do not support critical FHE features such as batching \cite{lai14,lai18,lai22,cmp14,tdp16,lib13,che18,jy14}. Whereas a recent work by Chatel et al. \cite{cha22} generalizes the HMACs approach to any homomorphic operation by using novel plaintext encoding schemes, their work is only suitable for settings with trusted clients. Another line of work combines homomorphic hashing techniques \cite{fgp14} with SNARKs to prove the correctness of the homomorphic evaluation \cite{fnp20,boi21}. These solutions cannot, however, cope with crucial FHE operations such as key-switching and relinearization (\S 2.2) due to the incompatibility of the SNARKs with the rings used by FHE schemes. The recent work by Ganesh et al. introduced a new SNARK for rings \cite{gns21}, but their approach is not directly suitable for MFHE settings, as it operates in the designated verifier model. Finally, solutions based on trusted execution environments (TEEs), \textit{e.g.}, \cite{nat21}, introduce different trust assumptions and are potentially prone to integrity attacks \cite{fei21}.

Therefore, we argue that without novel and efficient techniques for proving the homomorphic evaluation correctness, a simple approach to secure this part
Table 4: Pelta’s performance (single-th.) for EncKeyGen (§4.4.1) per sub-ring and variable FHE polynomial ring \( \mathbb{R}_q \) degree \( N \).

<table>
<thead>
<tr>
<th>( \log N )</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup (s)</td>
<td>0.9</td>
<td>3.9</td>
<td>11.7</td>
<td>47.5</td>
<td>198.4</td>
</tr>
<tr>
<td>Prover (s)</td>
<td>1.3</td>
<td>4.4</td>
<td>13.9</td>
<td>43.9</td>
<td>158.5</td>
</tr>
<tr>
<td>Verifier (s)</td>
<td>1.6</td>
<td>3.1</td>
<td>14.8</td>
<td>46.2</td>
<td>163.3</td>
</tr>
<tr>
<td>Proof/sub-ring (MB)</td>
<td>1.1</td>
<td>1.4</td>
<td>2.05</td>
<td>3.3</td>
<td>5.8</td>
</tr>
</tbody>
</table>

of MFHE pipelines (i.e., Eval – §3.2.2) is computation replication by each party. Note that the homomorphic evaluation process, in particular, does not involve any private information, hence each party can locally re-compute the homomorphic evaluation on the ciphertexts. With our threat model, at least one party is honest (§3.1), hence this party can detect a malicious evaluator and abort the protocol. To offer re-execution accountability, e.g., to prevent a dishonest party from falsely claiming that the ciphertext returned by the evaluator is wrong, we could use a hash-based commitment (HCom(·)) approach, as follows: (a) Each MFHE party publicly commits to the output of their local homomorphic evaluation, (b) the evaluator reveals the output of its homomorphic computation, then (c) all the parties open their commitments. If the honest party detects a mismatch between the commitment openings and the output of its own computation, it aborts the protocol.

7.2 Input Correctness

As in any MPC system, active adversaries can also tamper with the MFHE pipeline output by providing invalid or maliciously crafted inputs to the computation. As a result, ensuring correct computation output additionally requires verifying both the validity of the parties’ (plaintext) data and its correct encryption (i.e., the ciphertexts generated by Enc – §3.2.2). Although ensuring the correct encryption operation of a valid input can be achieved using techniques similar to §4.3 and to prior work [ENS20; LN17; Bos+20; DPLS19], verifying (plaintext) input correctness is a more challenging problem that requires specialized solutions. We could use commitments and range proofs [Gro11; Bin+18; Cou+21; ENS20] to prove that the input data originates from the plaintext space of the FHE scheme. However, we note that (i) such proofs would be highly inefficient due to the large coefficients (e.g., 16 – 32 bits) and (ii) malicious parties can still craft inputs that are within the valid range but mislead the computation output (e.g., similar to data poisoning when training a machine-learning model [Jag+18; BNL12]). Therefore, additional techniques that can verify input correctness based on, e.g., statistical tests [Che+21], proofs of correct computation on authenticated data [Bac+15], or authenticity checks on encrypted data [Cha+21], are required.
8 Related Work

We review prior work related to the primitives used in our constructions.

**Lattice-Based Commitments.** Our solution is based on lattice-based commitments proposed initially by Baum et al. [Bau+18b]. The introduction of the Fiat-Shamir with Abort by Lyubashevsky [Lyu09; Lyu12] paved the way for one-shot zero-knowledge proofs based on lattice-based assumptions [Ben+16; Bau+18b; Bau+18a]. However, these works can be used only to prove relaxed versions of statements with a knowledge gap. Then, relying on NTT and RNS packing, Esgin et al. [Esg+19a] introduced a more efficient exact one-shot solution for non-linear polynomial relations. Similar ideas were employed by Attema et al. [ALS20] and by Esgin et al. [ENS20] who designed NTT-friendly protocols for efficiently proving products and linear relations of ternary secrets.

**Proof of Knowledge for Linear Relations.** Several works investigate the problem of proving the exact knowledge of a small-norm solution \( s \) to the linear relation \( As = u \). The first proposals, i.e., [KTX08; Lin+13], followed the combinatorial approach of Stern [Ste93]. However, a drawback of this approach is the large soundness error that enforces many protocol repetitions for security purposes. Libert et al. [Lib+18] employed a similar Stern-proof for lattices, which led to prohibitive proof sizes (see [LNS20] for details). Beullens [Beu20] combined it with a cut-and-choose protocol to decrease the soundness error, but at the cost of higher runtime.

Other works rely on generic proof systems for verifying such linear relations [DPLS18; Bos+20]. For instance, Del Pino et al. [DPLS18] used Bulletproof [Boo+17] and Boschini et al. [Bos+20] employed Aurora [BS+19]. Although their protocols yield short proofs, they suffer from high runtime and memory requirements (see §6 for a comparison of our construction with [Bos+20]).

By relying on lattice-based commitments and their corresponding zero-knowledge proofs several protocols prove the correctness of the linear relation with low-norm secret [BLS19; Yan+19]. These initial works had prohibitive costs and required specific polynomial rings incompatible with FHE, but improvements on the commitment scheme front by Attema et al. [ALS20], Esgin et al. [ENS20], and Lyubashevsky et al. [LNS21b; LNS20; LNS21a; LNP22] resulted in more efficient and smaller size proofs, as well as achieved support for NTT optimizations. Similar to our construction, that of Bootle et al. [BLS19], Yang et al. [Yan+19], and Beullens [Beu20], use the BDLOP commitment scheme and its improvements, but with a specific polynomial ring structure that is not compatible with FHE implementations. As Attema et al. [ALS20], Esgin et al. [ENS20], and Lyubashevsky et al. [LNS20] improve [BLS19] and yield more efficient proofs, we extend them to prove statements relevant to MFHE operations. More recently, Bootle et al. [Boo+21] replaced the lattice-based commitment scheme with an ‘encode-then-hash’ ideal linear commitment (ILC) [Boo+17], which enables asymptotically more efficient proofs but at the cost of large additive overhead that grows logarithmically with the number of instances.
In a different paradigm, Baum and Nof used MPC-in-the-head combined with a cut-and-choose protocol in order to prove the linear relation \[\text{BN20}]. Their approach leads, however, to proofs that are at least an order of magnitude larger than commitment-based approaches \[\text{Ben20}\]. More recently, Rotaru et al. \[\text{Rot+22}\] proposed an actively secure setup for SPDZ \[\text{Dam+12}\]; it supports distributed BGV key generation. Their solution introduces a significant computation and communication overhead even for the simple public keys used in SPDZ.\footnote{For instance, the key generation among two parties requires more than 40min (log \(N=15\) and only two RNS sub-rings). Although this may be satisfactory for the SPDZ setup phase, it is far from practical for modern MFHE pipelines.}

9 Conclusion

In this work, we have introduced the first practical construction for thwarting malicious adversaries in multiparty fully homomorphic encryption (MFHE) pipelines. Built on lattice-based commitments and zero-knowledge proofs, our solution addresses the challenges introduced by the structure of modern FHE schemes and their implementation optimizations. We implemented our construction in Pelta and our experimental results showed that it achieves more than one order of magnitude faster runtimes than solutions based on generic proof systems on key MFHE operations. Our solution is a necessary first step toward building fully malicious-resistant MFHE pipelines and our implementation will be made open source.
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Appendix

A Influence of the Number of RNS Sub-rings

Table 5 shows the effect of the number of RNS sub-rings composing $\mathcal{R}_q$ (i.e., the number of levels) on the performance of PELTA. We observe that PELTA’s runtimes increase linearly with the number of sub-rings.

<table>
<thead>
<tr>
<th># sub-rings</th>
<th>Setup(s)</th>
<th>Prover (s)</th>
<th>Verifier (s)</th>
<th>Proof (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.3</td>
<td>11.4</td>
<td>15.4</td>
<td>2.06</td>
</tr>
<tr>
<td>2</td>
<td>22.6</td>
<td>28.8</td>
<td>30.6</td>
<td>4.1</td>
</tr>
<tr>
<td>3</td>
<td>32.2</td>
<td>43.3</td>
<td>44.5</td>
<td>6.15</td>
</tr>
</tbody>
</table>

B Parameterization

We detail the different parameters used in our construction and present, in Table 6, their values. The degree of the commitment ring $\mathcal{R}_q$ is $d$. We denote by $k_{rep}$
the repetition rate used in the proof (see [ALS20]). \( T \) denotes the honest prover bound of the challenge randomness (i.e., \( \vec{c}r \)) and \( \delta_1 \) the width of the uniform distribution for sampling masking values. \( M \) is the number of expected rejections and \( \delta_H \) the root Hermite factor; for security reasons, we ensure \( \delta_H < 1.0043 \) following security estimation done in prior works [Esg+19b, Esg+19a]. \( \log q_j \) corresponds to the number of bits of the FHE sub-ring modulus. \( \kappa \) and \( \lambda \) are respectively the MSIS and MLWE dimensions in the sub-ring \( \mathcal{R}_{q_j} \).

<table>
<thead>
<tr>
<th>( \log d )</th>
<th>( \kappa )</th>
<th>( \lambda )</th>
<th>( P )</th>
<th>( \text{rep} )</th>
<th>( \log \delta_1 )</th>
<th>( \log q_j )</th>
<th>( \delta_H )</th>
<th>( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>8</td>
<td>17</td>
<td>2 \text{\textsuperscript{17}}</td>
<td>4</td>
<td>25</td>
<td>54</td>
<td>1.0038</td>
<td>2.9</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>3</td>
<td>2 \text{\textsuperscript{10}}</td>
<td>4</td>
<td>29</td>
<td>54</td>
<td>1.0027</td>
<td>1.75</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>2 \text{\textsuperscript{13}}</td>
<td>4</td>
<td>32</td>
<td>54</td>
<td>1.0009</td>
<td>2.25</td>
</tr>
</tbody>
</table>

C Lattice-Based Proof

Here, we describe the proof construction for satisfiability of (i) a linear relation, (ii) with ternary coefficients, (iii) and a check of the approximate bound proof. Note that this protocol is a combination between the proof of knowledge of a ternary solution to a linear relation in \( \mathbb{Z}_q \) by Esgin et al. [ENS20] and an approximate bound proof [BL17, BN20, LNS20]. Figure 4 presents the prover’s operations while the verifier’s are in Figure 5.
For a polynomial ring \( R_q = \mathbb{Z}_q[X]/(X^d+1) \), \( N \) a power-of-two, \( \kappa \) and \( \lambda \) being respectively the MSIS and MLWE ranks, \( \chi \) an error distribution in the MLWE problem, \( k_{\text{rep}} \) the repetition rate, \( \delta_1 \) (resp. \( \delta'_1 \)) the width of the distribution of the masks, \( T \) (resp. \( T' \)) the bound of honest prover’s error of the linear proof (resp. for the ABP), and \( \sigma \) an automorphism of \( R_q \) of order \( k_{\text{rep}} \).

Fig. 4: Interactive proof generation of a ternary solution (of size \( n \) inputs in \( \mathbb{Z}_q \)) to an unstructured linear relation with additional approximate bound proof (ABP).
Ver($t_j, w_i, α_i, γ_i, h, v, v_i', z_i, z_i'$)

For $i = 0, \ldots, k_{rep} - 1$

1: $||z_i||_\infty^2 < β = δ_1 - T$

2: $B_0z_i = w_i + σ^i(c)t_0$

For $i = 0, \ldots, k_{rep} - 1$

For $j = 1, \ldots, n/d$

$f_{j}^{(i)} = (b_j, z_i) - σ^i(c)t_j$

$f_{n/d+2} = (b_{n/d+2}, z_0) - c \cdot t_{n/d+2}$

$f_{n/d+3} = (b_{n/d+3}, z_0) - c \cdot t_{n/d+3}$

3: $\sum_{i=0}^{k_{rep}-1} \sum_{j=1}^{n/d} \alpha_{in/N+j} σ^{-i} \left( f_{j}^{(i)} \cdot (f_{j}^{(i)} + σ^i(c)) \cdot (f_{j}^{(i)} - σ^i(c)) \right) + f_{n/d+2} + cf_{n/d+3} \equiv v$

4: $||z'||_\infty^2 < q/2p$

For $µ = 0, \ldots, k_{rep} - 1$

5: $h_µ \equiv 0$

$A^xγ_µ = \text{NTT}(ψ^{(µ)}_1) \ldots \text{NTT}(ψ^{(µ)}_{n/d})$

$τ = \sum_{µ=0}^{k_{rep}-1} \frac{1}{k_{rep}} X^{µ} \sum_{ν=0}^{k_{rep}-1} σ^ν \left( \sum_{j=1}^{n/d} dψ^{(µ)}_j t_j - \langle u, γ_µ \rangle \right)$

For $i = 0, \ldots, k_{rep} - 1$

6: $\sum_{µ=0}^{k_{rep}-1} \frac{1}{k_{rep}} X^{µ} \sum_{ν=0}^{k_{rep}-1} \sum_{j=1}^{n/d} σ^ν \left( Nψ^{(µ)}_j (b_j, z_{i-ν \mod k_{rep}}) \right) + (b_{n/d+1}, z_i) \equiv v'_i + σ^i(c)(τ + t_{n/d+1} - h)$

Fig. 5: Verification equations for Figure 4