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#### Abstract

We introduce a novel template attack for secret key recovery in Kyber, leveraging side-channel information from polynomial multiplication during decapsulation. Conceptually, our attack exploits that Kyber's incomplete number-theoretic transform (NTT) causes each secret coefficient to be used multiple times, unlike when performing a complete NTT. Our attack is a single trace known ciphertext attack that avoids machinelearning techniques and instead relies on correlation-matching only. Additionally, our template generation method is very simple and easy to replicate, and we describe different attack strategies, varying on the number of templates required. Moreover, our attack applies to both masked implementations as well as designs with multiplication shuffling. We demonstrate its effectiveness by targeting a masked implementation from the mkm4 repository. We initially perform simulations in the noisy Hamming-Weight model and achieve high success rates with just 13316 templates while tolerating noise values up to $\sigma=0.3$. In a practical setup, we measure power consumption and notice that our attack falls short of expectations. However, we introduce an extension inspired by known online template attacks, enabling us to recover 128 coefficient pairs from a single polynomial multiplication. Our results provide evidence that the incomplete NTT, which is used in Kyber-768 and similar schemes, introduces an additional side-channel weakness worth further exploration.
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## 1 Introduction

NIST selected Kyber [9,4] to be standardized as a post-quantum secure key encapsulation mechanism (KEM) after a rigorous competition. The primary security requirement of the NIST competition is achieving message confidentiality against chosen-plaintext (CPA) and chosen-ciphertext attacks (CCA) based on plausibly post-quantum hard problems. Additionally, the competition emphasizes the resistance of implementations to side-channel attacks. This paper builds upon the previous research exploiting differences in side-channel traces based on the chosen inputs $[21,20,7]$ to design a new single-trace template attack against masked Kyber implementations. In particular, we target the decapsulation phase, leveraging templates to extract the long-term secret key from the polynomial multiplication process. Our goal is to show that in this context, masking is not sufficient protection, even considering relatively simple attacks.

Kyber's key encapsulation (encryption) performs a matrix-vector multiplication in the ring of polynomials $\mathcal{R}_{q}=\mathbb{Z}_{q}[x] /\left(x^{256}+1\right)$ and then adds a small noise vector to the result. In turn, Kyber's decapsulation (decryption), multiplies a ciphertext $b$ and a secret $a$, each of which corresponds to a polynomial. Polynomials in Kyber are of degree 255 and their coefficients are integers between 0 and $q-1$, with $q=3329$. Kyber turns this core IND-CPA-secure scheme into IND-CCA-secure encryption using the Fujisaki-Okamoto (FO) transform [16]. Black-box security against IND-CCA security, however, does not protect against known/chosen ciphertext side-channel attacks, since the input ciphertext is always multiplied with the secret key right at the beginning of the decapsulation process, cf. [14,35,17,5].

Number theoretic transform. The standard multiplication of two polynomials is quadratic. Thus, in Kyber (and other lattice-based systems), polynomials are first translated via the number theoretic transform (NTT) into a representation where multiplication only takes linear time. Namely, in the NTT domain, polynomial multiplications can be computed point-wise. Given two polynomials $\hat{\mathrm{a}}$ and $\hat{\mathrm{b}}$ with coefficients $\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ and $\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$ in the NTT domain, their point-wise multiplication is equal to $\hat{\mathbf{a}} \circ \hat{\mathrm{b}}=\left(a_{0} \cdot b_{0}, a_{1} \cdot b_{1}, \ldots, a_{n-1}\right.$. $\left.b_{n-1}\right)$. However, at this point In Kyber the NTT is not performed on its entirety due to its modulus polynomial, and the multiplication performed on NTT domain is actually pair-pointwise (see Subsection 2.2 ). This property will play a role in the effectiveness of our template attack since, per each pair-point multiplication, the coefficients are multiplied more than once, thus providing more points of comparison between our templates and our target trace.

Pair-pointwise multiplication. The size of the modulus $q$ in Kyber underlies several constraints: (1) The ciphertext size grows linearly with the modulus, (2) the modulus needs to be large enough to enable a the rounding operation required for the correctness and (3) the modulus needs to allow to perform the NTT, which requires decomposing the ring of polynomials $\mathbb{Z}_{q}[X] /\left(X^{255}+1\right)$,
which is a 256 -dimensional vector space over $\mathbb{Z}_{q}$. In its original proposal [3], the selected modulus $q$ for Cyber was 7681 . The modulus $q=7681$ allows to perform a full NTT on the polynomials as a full NTT requires to find a 512-th root of unity, i.e., a number $\zeta$ such that $\zeta^{512} \equiv 1 \bmod q$. Therefore in the original proposal of Kyber, the multiplications between the NTT representations of the secret key and ciphertexts were indeed performed in a point-wise fashion.

Nevertheless, a series of works later showed that Kyber could also be implemented using a smaller modulus $q=3329$, in exchange for performing incomplete NTTs and calculating the multiplication in a pair-pointwise fashion [45,26]. Using this smaller modulus allows for a more compact implementation of Kyber since we need one bit less to encode each coefficient of a ciphertext and secret key. Moreover, this new modulus still allows fast multiplications between the NTT representations of the polynomials to be performed. Thus, the specification of Kyber was updated, and as of today, the chosen modulus is $q=3329$.

With respect to $q=3329$, only the 256 -th root of unity $\zeta$ exists, not the 512 -th root. For this reason, Kyber only performs incomplete NTTs, where polynomials of degree 256 are transformed into 128 polynomials of degree 1 . This is the reason why the multiplication between two polynomials on the NTT domain in Kyber corresponds to a pair-pointwise multiplication. That is, for two transformed polynomials $\hat{\mathrm{a}}$ and $\hat{\mathrm{b}}$ we multiply $\left(a_{0}+a_{1} x\right)\left(b_{0}+b_{1} x\right), \ldots,\left(a_{254}+a_{255} x\right)\left(b_{254}+b_{255} x\right)$.

Unfortunately, as we will show in this work, pair-pointwise multiplications also lead to more leakage in the presence of side-channel adversaries. Consider that we are multiplying a secret key with some known value. Within each pairpoint multiplication, two coefficients of the secret key will be multiplied with two different known values, and then they will be added to each other. This means that each pair-point multiplication corresponds to a series of operations where the only unknown values are two coefficients with values between 0 and 3328. This simple observation motivates us to study whether we can exploit the leakage coming from a pair-point multiplication and use it to identify the value of the secret coefficients.

### 1.1 Our contribution

We propose an attack on the pair-pointwise multiplication of Kyber-like implementations and start by observing that Kyber executes more secret-dependent operations than lattice-based schemes, which perform a full NTT:

1. Instead of one multiplication (as in full NTT), in pair-point multiplications, three multiplications (cf. Equation (3)) depend on the same coefficient pair.
2. Since multiplications are performed mod $q$, the code requires 3 additional operations to execute a modulus reduction after each multiplication.
3. While $a_{i} \in[0, \ldots, q-1]$ are 12 -bit integers, the registers operate on 24 -bit and 28 -bit integers before the modulus reduction. Thus, in the Hamming weight model, the expected information per instruction is $H(24) \approx 3.34$ and $H(28) \approx 3.45$ bits of information rather than only $H(12) \approx 2.84$.

Starting from these observations, we devise an attack which extracts each coefficient from a pair-point multiplication individually. We also present variations of our attack, changing the number of templates needed. All our attack strategies are based on the same idea, which we illustrate next by means of a simple example. For ease of explanation, we assume in the following that (a) the pair-pointwise multiplication is implemented in a straightforward way without any optimisations (see Equation 1) and (b) each multiplication in Equation 1 will provide enough leakage for successful template matching. In practice, these two assumptions will not always hold, but they will help clarifying the idea behind our attack.

Attack Idea. Let us assume that we want to find out whether the secret a (a on NTT domain) of some implementation of Kyber has some coefficient with value, e.g., 328. To determine whether â has some coefficient with value 328 , we will construct a template for the case that 328 is a coefficient in â and it is used as an operand in the polynomial multiplication. We construct such a template as follows. In our own device, we fix the key a such that (in NTT domain) all its coefficients have the value 328 , i.e.,

$$
\hat{a}=\left(328_{0}, 328_{1}, 328_{2}, \ldots, 328_{254}, 328_{255}\right) .
$$

As input ciphertext, we will provide a value $b$ which on NTT domain has half of its coefficients equal to (e.g.) 2649 , and the other half equal to $317,{ }^{5}$ i.e.,

$$
\hat{b}=\left(2649_{0}, 317_{1}, 2649_{2}, 317_{3}, \ldots, 2649_{254}, 317_{255}\right)
$$

We then run the implementation on said inputs and record a power trace, which we will use as our template and which we denote $T_{328}$.

We now turn to the target device and run it on an input equal to the ciphertext used for constructing our template, i.e., b s.t. $\hat{b}=\left(2649_{0}, 317_{1}, 2649_{2}, 317_{3}, \ldots, 2649_{254}, 317_{255}\right)$. We record a power trace, which we will denote as our target trace $T_{t}$.

We will now perform a template matching, which will help us find out whether the secret â running on the target device has some coefficient equal to 328 . The template matching will also help us find out exactly which coefficient of â has the value 328. Recall first that in the decapsulation process of Kyber, we multiply the ciphertext $\hat{b}$ with the secret $\hat{a}$ in a pair-pointwise fashion. That means that our template trace $T_{328}$ corresponds to multiplications

$$
\begin{aligned}
& \left(328_{0}+328_{1}\right)\left(2649_{0}+317_{1}\right),\left(328_{2}+328_{3}\right)\left(2649_{2}+317_{3}\right), \ldots, \\
& \left(328_{254}+328_{255}\right)\left(2649_{254}+317_{255}\right)
\end{aligned}
$$

Note that we perform the operations described in Equation 1 for each multiplication. Moreover, each multiplication is performed sequentially, and the result

[^1]of one multiplication does not affect any other . Suppose the secret â in the target device has some coefficient $a_{i}$ equal to 328 . In that case, we should be able to find good correlations at the points where that coefficient was multiplied by $2649\left(a_{i} \cdot b_{0}\right.$ in Equation 1), or at the points where it was multiplied by $317\left(a_{i} \cdot b_{1}\right.$ in Equation 1) during some pair-pointwise multiplication. The location of regions where we find good correlations lets us know which coefficient in â has the value 328. For instance, assume the coefficients of â are $\left(7_{0}, 82_{1}, 104_{2}, \ldots, 328_{128}, \ldots, 2013_{255}\right)$. When we perform template matching, we should find good correlations halfway through the trace at the position corresponding to the pair-pointwise multiplications using the 128 th coefficient as an operand. Namely, in both the template trace $T_{328}$ and the target trace $T_{t}$, the given region corresponds to the power consumption of the same operations using the same operands: $328 \cdot 2649$ (or $328 \cdot 317$ ).

Moreover, we expect low correlations at all other regions in the trace (unless a coefficient with a value of 328 appears elsewhere). Namely, in all other regions of the traces, the power consumption corresponds to multiplications between different operands; thus, the template should not match the target trace.

We can perform a complete extraction of all coefficients in â by repeating the same process described above, checking whether â has some coefficient equal to 0 , equal to 1 , equal to $2, \ldots$, or equal to 3328 . Thus, we all need to generate a total of 3329 templates and try matching each template with the target trace. Once we have recovered all coefficients in â, we need to transform them back to their standard domain, which will let us recover a. Moreover, this same attack strategy will also allow us to attack masked implementations since we need to recover the coefficients of each share and then combine them to reconstruct the key.

Attacking Kyber in practice and our results. The attack strategy described above corresponds to the basic idea behind our attack, and it requires only a total of $q$ templates for a complete key extraction from a masked or unmasked implementation. Later in Section 3, we provide concrete steps for performing our attack. We explain that sometimes, $q$ traces may only allow us to extract one coefficient within each pair-point multiplication. However, with knowledge of that one coefficient, we can easily build an additional set of $q$ templates, which will allow us to extract the remaining coefficient of each pair-point multiplication. Thus, we devise an attack requiring $q+q$ templates. Finally, we explore an extension of our attack that extracts pairs of coefficients from each pair-point multiplication via $q^{2}$ templates but has a much higher success probability given that the templates target complete regions of pair-point multiplications and thus have more samples for comparison with the target trace. We refer the reader to Section 3 for the specific steps of our attack and its adaptations. Then, we validate our attacks against the masked implementation of [2], first via simulations and then via experiments with power consumption measurements. We show how our attack strategy requires a single target trace from a known
ciphertext and avoids complex attack methods like machine learning since it succeeds by performing simple correlation analysis.

Simulations for the Hamming weight model. On a high level, we want to know whether each possible secret coefficient value (values between 0 and 3328) leads to unique hamming weight values during the pair-point multiplication process. If this is the case, we should see enough leakage to uniquely determine the value of a secret coefficient processed during pair-point multiplication. For each possible secret coefficient, we calculate the hamming weight of the result of all instructions executed during the pair-point multiplication. We obtain thus hamming weight tuples for each possible secret coefficient. As we show for all odd coefficients in a secret polynomial, about $90 \%$ of the coefficient values actually have a unique hamming weight tuple. We interpret this as positive evidence of our chances of extracting odd secret coefficients. Later in the paper, we explain how to use the extracted odd coefficients to extract all even coefficients. Finally, our simulations show that a template attack with $100 q$ templates succeeds with the probability $\geq 0.999$ even in the presence of Gaussian noise with standard deviation $\sigma \leq 0.87$.

Experimental results. We perform a power analysis attack also on the masked implementation of Kyber [2] using the ChipWhisperer Lite platform [31]. We detect leakage for both $q+q$ and $q^{2}$ attacks, but unfortunately it is not enough to recover a pair of coefficients from a pair-point multiplication. We show that the low success of these experiments is influenced by microarchitectural aspects and the implementation we target: essentially, the power profile of a pair-point multiplication is slightly influenced by the operations done before it started ${ }^{6}$.

However, the success rate, especially for the $q^{2}$ attack, is quite promising and therefore, to make the attack work we come up with an extension inspired by the Online Template Attack (OTA), originally used to attack elliptic curve cryptography $[6,7]$. OTA is a powerful technique residing between horizontal and template attacks with the main distinctive characteristics of building the templates after capturing the target trace and not before. The combined attack works as follows: first we reduce the number of candidate templates using the $q^{2}$ attack and then we launch iteratively OTA to limit the microarchitectural noise. This way we are able to recover all the coefficients of 128 pair-pointwise multiplications. In particular, we completely recover all coefficients for 3 attacked target traces at the cost of maximum 43M templates. While these numbers are high, they are required to recover all the coefficients from a single trace.

We also estimated how many templates we need to attack masked Kyber768 with the order 2. Here we need more templates since such implementation uses 6 full polynomial multiplications. For such attack we would need 78 M to achieve $43 \%$ success rate and to increase it to $90 \%$ we need approximately 105 M traces.

With respect to the experiments it is also an interesting question whether our experiments may provide better results if we use electro-magnetic emanations

[^2]as the side-channel information instead of power consumption (see for instance [38,32] for EM attacks on real life implementations). It would be also interesting to see whether we can lower the number of used templates. We leave these investigations as future work.

### 1.2 State of the art

Attacks on the polynomial multiplication of Kyber were successfully performed using correlation power analysis techniques [28]. However, early proposals recognized the need to apply masking to the polynomial multiplication in lattice-based schemes as a countermeasure against side-channel analysis [30,36,37]. Consequently, many research efforts have focused on attacking other components of the Kyber decapsulation process. Primas, Pessl, and Mangard introduced a template attack on the inverse NTT during decryption, enabling them to recover a decrypted message and subsequently extract the session key [34]. This attack leverages belief propagation for template matching and has since been extended and improved in subsequent works [33,17]. In a different approach, Dubrova, Ngo, and Gärtner propose the use of deep learning techniques to recover the message and subsequently extract the long-term secret key [15] from the re-encryption step of decapsulation. Notably, research in this area has demonstrated the success of deep learning in attacking lattice-based schemes [5,22,29,27]. Further SCA attacks on masked implementations of Kyber were presented on the message encoding [41] and on the arithmetic-to-boolean conversion step [42]. Note that all works cited above attack parts of Kyber other than the pointwise multiplication.

Our attack differs from the previous attacks in two significant ways when applied to masked implementations: we directly extract the long-term secret key from pointwise multiplication and we do not require deep learning or belief propagation for template construction and matching. Although machine learning (ML) techniques were shown to be particularly successful again post-quantum schemes, for example, in [15], we prefer a more classical approach based on Pearson correlation matching due to the following reasons: (1) the attack description is simpler, (2) the attack is easier to replicate since the adversary does not require the knowledge of ML, (3) it is easier to explain where the leakage comes from and thus come up with countermeasures, and (4) crucially we wanted to show that (even) classic side-channel methods effectively extract the key from masked Kyber.

In parallel to this work, the authors of [44] also developed a template attack on the polynomial multiplication in Kyber. Their attack targets key generation and encryption. It thus exploits the fact that each secret polynomial is multiplied with $k$ different values in the matrix $A$ (see Algorithm 1), leading thus to more side-channel leakage for each secret polynomial. Their approach relies on Hamming Weight templates for multiple intermediates and thus utilizes a key enumeration, similar to belief propagation. Unfortunately, the current manuscript does not provide many details about template building and matching, including how many templates their attack requires. Therefore, currently it is difficult to fairly compare our attacks to theirs. We do observe from their results that the
complexity of their attack grows drastically as the dimension $k$ of Kyber decreases (see Table 5 in [44]). In fact, the smaller $k$, the smaller the probability of success for their attack. This is because their attack relies on multiple polynomial multiplications for each secret polynomial, and thus, the larger $k$ (with $k=2,3$ or 4 ), the more multiplications are performed during key generation. Our attack, on the other hand, does not have such dependencies on the size of $k$. The complexity of our attack increases slightly with the size of $k$ since there are more coefficients to extract, but the attack steps and their success probability remain basically the same.

Following our remarks above, we should point out that our attack can also be applied to target the key generation in Kyber, since we just require one target trace and knowledge of the operand coefficients (coefficients of the polynomials of the public value $A$ ). On the other hand, it is unlikely that the attack from [44] succeeds on the key decapsulation, given that each secret polynomial is only multiplied once in the key decapsulation.

## 2 Notation and preliminaries

We represent matrices by bold capital letters $\mathbf{A}$, and vectors by bold small letters $\mathbf{b}, \mathbf{b}$. Given a polynomial $a=\sum_{i=0}^{n-1} a_{i} X^{i}$ of degree $n-1$, we usually write $a$ as a vector $a=\left(a_{0}, a_{1}, a_{2}, \ldots, a_{n-1}\right)$. Also, the operation • represents standard multiplication between two integers, while $\circ$ represents point-wise multiplication between two polynomials in NTT domain (cf. Subsection 2.2). When writing polynomial $a$ in NTT domain, we will often write $\hat{a}$ for clarity and also use the hat notation for matrices, e.g., A.

We next provide descriptions of Kyber. Our descriptions of the algorithms will be simplified and we will elaborate mostly on the parts of the KEM that are relevant to our attack. We refer the reader to the supporting documentation from Kyber for more details on the KEM [4].

### 2.1 Kyber

As previously mentioned, Kyber is a lattice-based KEM. It relies on the hardness of the Module-LWE problem. The latest parameters for Kyber are: $n=256, q=$ $3329, \eta=2$ and module dimension $k=2$, 3 , or 4 . The security level of Kyber increases with its module dimension (in the case $k$ ).

Algorithm 1 gives the overview of the key generation. The private key of Kyber consists of a vector of polynomials of degree $n=256$, and with coefficients in $R_{q}$ with $q=3329$. The $k$ determines the dimension of the vector. The functions SAMPLE $_{U}$ and $\operatorname{SAMPLE}_{B}$ are functions which uniformly sample values in the ring $R_{q}$ given a seed. The SAmple $_{U}$ provides a uniform random matrix, and SAMPLE $_{B}$ gives uniform random vectors. The function H is a secure hash function (SHA3 in Kyber).

Algorithms 2 and 3 describe the encryption and encapsulation functions in Kyber. Particularly relevant for this work are the functions Compress and

```
Algorithm 1: Kyber-CCA2-KEM Key Generation (simplified)
    Output: Public key \(p k\), secret key \(s k\)
    Choose uniform seeds \(\rho, \sigma, z\)
    \(\hat{\mathbf{A}} \in R_{q}^{k \times k} \leftarrow \operatorname{Sample}_{U}(\rho)\)
    \(\mathbf{a}, \mathbf{e} \in R_{q}^{k} \leftarrow \operatorname{SAMPLE}_{B}(\sigma)\)
    \(\hat{\mathbf{a}} \leftarrow \operatorname{NTT}(a)\)
    \(\hat{\mathbf{t}} \leftarrow \hat{\mathbf{A}} \circ \hat{\mathbf{a}}+\boldsymbol{N T T}(e)\)
    \(p k \leftarrow(\hat{\mathbf{t}}, \rho)\)
    \(s k \leftarrow(\hat{\mathbf{a}}, p k, \mathbf{H}(p k), z)\)
    return \(p k, s k\)
```

Decompress, which are defined as $\operatorname{Compress}(u):=\left\lfloor u \cdot 2^{d} / q\right\rceil \bmod (2)^{d}$ and Decompress $:=\left\lfloor q / 2^{d} \cdot u\right\rceil$, with $d=10$ if $k=2$ or 3 and $d=11$ if $k=4$. Note that the output of the encryption corresponds to a ciphertext $c$, which consists of two compressed ciphertexts. This ciphertext $c$ will be the input to the decapsulation algorithm.

```
Algorithm 2: Kyber-PKE Encryption (simplified)
    Input: Public key \(p k=(\hat{\mathbf{t}}, \rho)\), message \(m\), seed \(\tau\)
    Output: Ciphertext \(c\)
    \(\hat{\mathbf{A}} \in R_{q}^{k \times k} \leftarrow \operatorname{Sample}_{U}(\rho)\)
    \(\mathbf{r}, \mathbf{e}_{1} \in R_{q}^{k}, e_{2} \in R_{q} \leftarrow \operatorname{SAMPLE}_{B}(\tau)\)
    \(\mathbf{b} \leftarrow \operatorname{NTT}^{-1}\left(\hat{\mathbf{A}}^{T} \circ \operatorname{NTT}(\mathbf{r})\right)+\mathbf{e}_{1}\)
    \(v \leftarrow \operatorname{NTT}^{-1}\left(\hat{\mathbf{t}}^{T} \circ \operatorname{NTT}(\mathbf{r})\right)+e_{2}+\operatorname{Encode}(m)\)
    \(\mathbf{c}_{1}, c_{2} \leftarrow \operatorname{Compress}(\mathbf{b}, v)\)
    \(c=\left(\mathbf{c}_{1}, c_{2}\right)\)
    return \(c\)
```

Algorithm 4 shows the decapsulation algorithm. Note that the ciphertext is first decompressed into its standard form $b$, and then in line 2 the ciphertext is transformed to its NTT domain. After this transformation, a pair-pointwise multiplication between â and $\hat{b}$. This operation will be the target of our attack.

### 2.2 Number Theoretic Transform (NTT)

Kyber performs polynomial multiplications and speeds it up to linear time by transforming the polynomials into the NTT domain, allowing for a so-called pointwise multiplication between the polynomials. The NTT is a version of Fast Fourier Transform (FFT) over a finite ring. To perform the transformation, one evaluates the polynomial at powers of a primitive root of unity, which are usually represented by the symbol $\zeta$. We refer to [23] for details on how to implement

```
Algorithm 3: Kyber-CCA2-KEM Encapsulation (simplified)
    Input: Public key \(p k=(\hat{\mathbf{t}}, \rho)\)
    Output: Ciphertext \(c\), shared key \(K\)
    Choose uniform \(m\)
    \((\bar{K}, \tau) \leftarrow \mathbf{H}(m \| \mathbf{H}(p k))\)
    \(c \leftarrow \operatorname{PKE} \cdot \operatorname{Enc}(p k, m, \tau)\)
    \(K \leftarrow \operatorname{KDF}(\bar{K}|\mid \mathrm{H}(c))\)
    return \(c, K\)
```

```
Algorithm 4: Kyber-CCA2-KEM Decryption (simplified)
    Input: secret key \(s k=(\hat{\mathbf{a}}, p k, \mathrm{H}(p k), z)\), ciphertext \(c=\left(\mathbf{c}_{\mathbf{1}}, c_{2}\right)\)
    Output: Shared key K
    \(\mathbf{b}, v \leftarrow \operatorname{DECOMPRESS}\left(\mathbf{c}_{1}, c_{2}\right)\)
    \(m \leftarrow \operatorname{DECode}\left(v-\operatorname{NTT}^{-1}(\hat{\mathbf{a}} \circ \mathrm{NTT}(\mathbf{b}))\right)\)
    \((\bar{K}, \tau) \leftarrow \mathrm{H}(m \| \mathrm{H}(p k))\)
    \(c^{\prime} \leftarrow \operatorname{PKE} \cdot \operatorname{Enc}(p k, m, \tau)\)
    if \(c=c^{\prime}\) then
        \(K \leftarrow \operatorname{KDF}(\bar{K}|\mid \mathrm{H}(c))\)
    else
        \(K \leftarrow \operatorname{KDF}(z \| \mathrm{H}(c))\)
    return \(K\)
```

the NTT (in Kyber and Dilithium) and cover relevant aspects of Kyber below. Kyber has dimension $k$, and each dimension has its own roots $\zeta_{k}^{0}, \zeta_{k}^{1}, \ldots, \zeta_{k}^{n-1}$. In the following, we focus on a single dimension for ease of presentation.

The NTT on Kyber. In Kyber, the $n$-th root of unity does not exist and therefore, the $2 n$-th roots of unity are used so that modulus polynomial $X^{n}+1$ is factored into polynomials of degree 2 rather, i.e., Kyber performs an incomplete NTT, where the last layer is not executed. Therefore, in Kyber, after the (incomplete) NTT transformation, a polynomial a corresponds to 128 polynomials of degree 1 each. Polynomial $a$ is thus transformed to NTT $(a)=$ $a_{0}+a_{1} x, \ldots, a_{254} x+a_{255} x$. The incomplete transformation of the polynomials to their NTT domains has an impact on the way, multiplications are performed in Kyber. Namely, when computing the multiplication between two transformed polynomials, we are not computing a point-wise multiplication between the coefficients of the polynomials (i.e. $a \cdot b=\left(a_{0} b_{0}=c_{0}, a_{1} b_{1}=c_{1}, \ldots, a_{n} b_{n}=c_{n}\right)$ ). Instead, we multiply the coefficients pairwise and, for instance, the first two coefficients of the resulting polynomial are obtained as follows:

$$
\begin{equation*}
c_{1}=a_{0} b_{1}+a_{1} b_{0}, \quad c_{0}=a_{0} b_{0}+a_{1} b_{1} \zeta \tag{1}
\end{equation*}
$$

We will denote the multiplication in Equation (1) as pair-pointwise.

Multiplication optimizations. In Equation (1), we see a very straightforward way of calculating a pair-pointwise multiplication, and obtaining the resulting two adjacent coefficients of a polynomial. We see that a total of 5 multiplications are performed. This multiplication process can be optimized via the Karatsuba algorithm in such a way that we only need to perform 4 multiplications per each pair-pointwise multiplication:

$$
\begin{align*}
& \left(a_{0}+a_{1} x\right)\left(b_{0}+b_{1} x\right) \bmod \left(x^{2}-\zeta\right) \\
& =a_{0} b_{0}+\left(\left(a_{0}+a_{1}\right)\left(b_{0}+b_{1}\right)-a_{0} b_{0}-a_{1} b_{1}\right) x+a_{1} b_{1} x^{2}  \tag{2}\\
& =a_{0} b_{0}+a_{1} b_{1} \zeta+\left(\left(a_{0}+a_{1}\right)\left(b_{0}+b_{1}\right)-a_{0} b_{0}-a_{1} b_{1}\right) x
\end{align*}
$$

Thus, we can obtain the resulting polynomial $c_{0}+c_{1} x$ via

$$
\begin{equation*}
c_{0}=a_{0} b_{0}+a_{1} b_{1} \zeta, \quad c_{1}=\left(a_{0}+a_{1}\right)\left(b_{0}+b_{1}\right)-\left(a_{0} b_{0}+a_{1} b_{1}\right) \tag{3}
\end{equation*}
$$

Observe that Karatsuba multiplication is the most popular approach for implementing pair-pointwise multiplication in Kyber. It allows us to reduce the number of multiplications from five to four. The software implementation has adopted the approach we analyze in this paper; it was also used in public hardware implementations of Kyber such as [43].

Masking Kyber. There are several proposals to mask lattice-based schemes such as NTRU [30] and Saber [8], whereby the following works present concrete masking schemes for Kyber [11,18]. The masking of the schemes addresses various secret-dependent operations, such as computing inverse NTT, the key derivation function in the decapsulation process, or more commonly, masking polynomial multiplication with the long-term secret. The approach for masking polynomial multiplication in Kyber follows a similar pattern to other cryptographic schemes: the secret is divided into shares, and secret-dependent operations are performed on each share. The results are then combined. In the case of Kyber, this involves splitting the secret polynomials into shares and multiplying the input ciphertext separately with each share.

### 2.3 Online Template Attacks

Online Template Attack (OTA), introduced in [6,7], is a powerful technique residing between horizontal and template attacks. The main distinctive characteristic is building the templates after capturing the target trace and not before like in classical template attacks [13]. In general, creating templates in advance is feasible when the number of possible templates is small, like for example, for a binary exponentiation algorithm, where templates need to distinguish a single branch result, which only requires two templates [13]. However, if the number of leaking features increases, the number of different templates could be infeasible to generate in advance. This scenario is where OTAs enter into play by capturing templates on-demand based on secret guesses $[6,7]$.

In general, OTA works as follows: the attacker creates templates corresponding to partial guesses of the secret and then matches the templates to the target trace; the best matching indicates which guess was correct. The attacker continues by iteratively targeting new parts of the secret until it is fully recovered.

In recent years OTA was applied in many scenarios, most notably, against Frodo post-quantum proposal [10] and several crypto-libraries (libgcrypt, mbedTLS, and wolfSSL) using microarchitectural side-channels [12].

We will use OTA in our experiments to improve the success rate of our attacks to $100 \%$, namely, we will first use attacks to learn the secret coefficients and the remaining entropy we will recover using OTA (for details see Section 5).

## 3 Our attack

In this section we explain our template attack on the decapsulation process of Kyber. We recall that our attack allows us to extract the coefficients of the secret a during the polynomial multiplication at the beginning of the decapsulation process. Note that the coefficients that we extract will be in NTT domain, and after correctly recovering, we need to transform them back to their standard domain.

In what follows we first describe our main attack and its steps. Subsequently, we show how variants of our attack with a smaller or larger number of templates affect the success probability of key recovery. Moreover, we explain how our attack can be directly applied for targeting masked implementations and explain how we can extend our attack in order to target implementations which apply shuffling to the polynomial multiplication.

Attacking Kyber in practice. In Subsection 1.1, we provided an example describing the idea behind our attack. However, when targeting real-life implementations of Kyber, we should consider several aspects that may affect the probability of success of our attack. First, as noted in Subsection 2.2, many implementations of Kyber optimize the pair-pointwise multiplication via Karatsuba, and thus, the multiplication is not performed exactly as described in Equation 1, and we may have fewer points of comparison for each multiplication with a coefficient value we are trying to extract. Second, it is not clear whether we will always get enough leakage from a multiplication operation such that it would allow us to distinguish the values of the operands being used. In practice, this will depend on the environment running the implementation of Kyber and how the multiplication operations are implemented. For instance, the more clock cycles needed for calculating one multiplication, the more points of comparison we will have when performing template matching. However, some implementations and environments allow multiplications between operands to be performed within just one clock cycle. On the other hand, we note that a single multiplication usually involves more operations than just the multiplication itself, such as load operations and modular reductions. In any case, it is worth analyzing the number of operations within a pair-pointwise multiplication that depends solely
on one of the two coefficients $a_{0}$ or $a_{1}$ and tries to exploit such operations for trying to distinguish. In the following, we first analyze possible leakage points for attacking implementations of Kyber, which uses Karatsuba to implement pair-pointwise multiplication. This analysis will help us craft a template attack that will succeed with high probability and will not require many templates.

### 3.1 Attack steps - extracting the key via $q+q$ templates

As we point out in Subsection 2.2, many implementations of Kyber implement the pair-pointwise multiplication via Karatsuba, reducing thus the number of single multiplications during the process. As we can see in Equation 3, for each pair of coefficients $a_{0}$ and $a_{1}$, coefficient $a_{0}$ is multiplied only once times $b_{0}$, while coefficient $a_{1}$ is multiplied once with $b_{1}$ and their product is multiplied with $\zeta$. If one multiplication is enough for extracting a secret coefficient, then our attack would still work using only $q$ templates. Nevertheless, there exist better chances of extracting each coefficient $a_{1}$ alone since there exist more operations within the pair-pointwise multiplication which depend solely on $a_{1}$ without any influence of $a_{0}$. In the following, we will explain how we can use $q$ templates for extracting all such $a_{1}$ values within each pair-point multiplication. These coefficients correspond to all coefficients $a_{1}, a_{3}, a_{5}, a_{7}, \ldots, a_{253}, a_{255}$ in â. Then, with knowledge of all extracted values, we will build new templates and will use them for extracting all remaining values $a_{0}$.

Generating the inputs. Note that when building templates and when obtaining the target trace, we will be using chosen ciphertexts (and chosen keys when building templates), which on NTT domain have a specific structure. Therefore we need to find polynomials in standard domain which have the desired structure on NTT domain. It turns out we can do this very easily since the NTT (and its incomplete version applied in Kyber) is a bijection. Thus all we need to do is set a polynomial with the desired coefficients and run the inverse NTT on it. More precisely for Kyber, we set 128 polynomials of degree 1, each with the desired coefficients (see Subsection 2.2) and run the inverse NTT on them. In addition, we also need to consider the compression and decompression properties of the ciphertext in standard domain, since the input ciphertexts are provided to the decapsulation algorithm in compressed form (see Algorithm 4). We recall that the compression and decompression algorithms may introduce some errors in the least significant bits of some coefficients of the polynomials. Thus, when setting a value $\hat{b}$ with a desired structure, and then transforming it into its standard domain $\mathbf{b}$, we should check whether $\mathbf{b}$ can be compressed and decompressed, such that

$$
\operatorname{DECOMPress}(\operatorname{Compress}(\mathbf{b}))=\mathbf{b}
$$

If the equation above holds, we ensure that on line 2 of Algorithm 4, NTT(b) is indeed transformed into a vector with the structure we initially desired. In [17], the authors dealt with the same issue for their chosen ciphertext attack on the
decapsulation process of Kyber. The authors needed a ciphertext bwhich on NTT domain would be sparse, and they presented two methods for generating such ciphertexts and ensuring that they would preserve the desired properties after compression and decompression. It turns out that for us it is much easier to deal with this issue, since the structure we desire for the NTT-d value is much more flexible as we explain below (and as will be seen in the attack steps described in the rest of this section).

In essence for our attack, we simply require a ciphertext vector which on NTT domain has either of the two following properties:

- For each pair of coefficient values $b_{0}, b_{1}$, it holds that $b_{0} \neq b_{1}$, or
- For any two coefficients $b_{i}, b_{j}$ in $\mathbf{b}$ it holds that $b_{i} \neq b_{j}$.

The first property is enough for attacking unprotected and even masked implementations. The second property will be relevant for attacking implementations which implement shuffling of the polynomial multiplication (see Subsection 3.4). Naturally, vectors with the second property can also be used for attacking masked or unprotected implementations since the second property implies the first property. Our advantage is that there is no restriction with respect to the specific values these coefficients should have. Thus when generating the inputs, we could simply set the desired vector $\hat{b}$, run the inverse NTT on it and then check whether the resulting vector preserves its form after compression and decompression. Moreover, it is not even necessary that the vector in standard domain preserves its original form. It is only important that the resulting vector can be transformed via the NTT into a vector with any of the properties listed above. Therefore, it should be very easy to just try out some values. Another simple strategy could be to set a vector in standard domain $\mathbf{b}$ with small coefficient values. The small values ensure that the coefficients will preserve their original values after compression and decompression. Then we can simply apply the NTT to $\mathbf{b}$ and check whether the resulting vector $\hat{b}$ has the desired properties listed above. Finally we point out that finding input ciphertexts which achieve the second property can be done very easily and we may not even need to choose those ciphertexts ourselves.

We now proceed to explaining the attack steps for extracting the secret a using a total of $2 q$ templates.

Step 1: Template building. We start by building templates in the exact same way as described in our earlier example, starting by building the template $T_{0}$. That is, we first build a template for the case that the secret â consists completely of coefficients equal to 0

$$
\hat{a}=\left(0_{0}, 0_{1}, 0_{2}, \ldots, 0_{255}\right) .
$$

For the input ciphertext, we can choose a ciphertext equal to the one used in our example. What's important is that the polynomial has a structure where
coefficients corresponding to $b_{0}$ and $b_{1}$ are always different, i.e. $b_{0} \neq b_{1}$. As an example, we consider the ciphertext below.

$$
\hat{b}=\left(2649_{0}, 317_{1}, 2649_{2}, 317_{3}, \ldots, 2649_{254}, 317_{255}\right)
$$

We record thus a power trace and obtain the template $T_{0}$. We repeat this process for all possible values between 0 and $q-1$. For each new template, we change the value of â accordingly (i.e. setting $\hat{a}=\left(1_{0}, 1_{1}, 1_{2}, \ldots, 1_{255}\right)$, $\hat{a}=$ $\left(2_{0}, 2_{1}, 2_{2}, \ldots, 2_{255}\right)$, etc $)$ and we always use the same ciphertext $\hat{b}$.

Step 2: Obtaining the target trace. We now turn to the target device running a key decapsulation of Kyber and query it using our chosen ciphertext $b$, which on NTT domain maps to the ciphertext $\hat{b}$ described above. We record a power trace during execution and obtain our target trace $T_{t}$.

We now have our set of templates and our target trace and can proceed to perform template matching. The idea is that we will obtain enough information to identify good matches for operations involving the operands $a_{1}$, since this coefficient is used independently in several operations during each pair-point multiplication. We will assume that we will not be able to identify any matches for coefficients $a_{0}$ since this coefficient is only used once independently during each pair-point multiplication.

Step 3: Template matching. We now match the target trace $T_{t}$ with each template $T_{j}$. We expect to see no correlations between any regions of the traces, unless both the target trace and the template used the same operands $a_{1}, b_{0}, b_{1}$ within some pair-point multiplication. First we compare the target trace with the template $T_{0}$. There are a total of 128 pair-pointwise multiplications and thus, a total of 128 regions corresponding to this operation in the power traces. We can numerate each region sequentially from 0 to 127 . If we observe some correlations between the target $T_{t}$ and our template $T_{0}$ on region $i$, then we will know that the operand $a_{2 i+1}$ has the value 0 . We then repeat the process with all remaining templates, or until we have extracted all $a_{1}$ operands of the polynomial â.

Step 4: Template building with extracted coefficients. In the previous step, we extracted all operands corresponding to $a_{1}$ during a pair-point multiplication. We will now use the knowledge of the extracted coefficients for building a new set of templates which will help us extract all operands corresponding to $a_{0}$ in each pair-point multiplication.

Let us denote by $\psi$ an operand $a_{1}$ whose value was extracted in the previous step. In essence, we can now build templates in the same way as we did in Step 1, but the keys â will now have the following structure. For each value $j \in[0,1, \ldots, 3328]$ we construct a template for, i.e. each value we set for the key during each template generation, we set the key as follows:

$$
\hat{a}=\left(j_{0}, \psi_{1}, j_{2}, \psi_{3}, \ldots, j_{254}, \psi_{255}\right)
$$

We will denote the templates generated during this step as $T_{j, \psi}$, and we will generate all of them the same way as described in Step 1, using the same input ciphertext $\hat{b}$. We obtain a total of $q$ new templates $T_{j, \psi}$.

Step 5: Template matching We now perform template matching in the exact same way as we did in Step 3, but using the templates $T_{j, \psi}$ we obtained in Step 4. We now expect to see correlations which will let us extract all $a_{0}$ values. As opposed to the template matching we performed on Step 3, we now will have more points of comparison for finding correlations between some template $T_{j, \psi}$ and the target trace $T_{t}$. Namely for a template corresponding to a correct value $j$ for some $a_{0}$, we now expect to find correlations not only on the single multiplication $a_{0} \cdot b_{0}$, but also on all remaining operations dependent on $a_{0}$ and $a_{1}$, i.e. all operations within the pair-point mutliplication. Since the value for $a_{1}$ has already been rightly taken into consideration, a correct guess for $a_{0}$ will lead to a good match for the complete region corresponding to the whole pair-point multiplication.

### 3.2 Attack alternatives varying the number of templates

We now discuss how the attack above may be implemented using a larger or a smaller number of templates. The attack strategy remains the same, but having a larger number of templates may increase our probabilities of success.

Attack using $\boldsymbol{q}$ templates. As explained in the beginning of this section, ideally our attack would work using only $q$ templates. Here, the templates would allow us to extract each coefficient in â one by one. This would allow us to attack Kyber with only 3329 templates, which is a fairly small number for such an attack. Moreover, such an attack could potentially generalise to implementations of Dilithium [25] when collecting $q$ traces for the (larger) Dilithium modulus. Namely, Dilithium actually performs complete NTTs on its polynomials and thus, multiplications are actually point-wise, and not pair-pointwise. Thus each secret coefficient is multiplied once, and then a modulus reduction is performed. In the Hamming weight model (see Section 4), this might not provide sufficient leakage (since Hamming leakage of $k$ bits scales with $\sqrt{k}$ ), but the real-life leakage might nevertheless suffice to attack also Dilithium.

Attack using $\boldsymbol{q}^{\mathbf{2}}$ templates. As we have noted throughout this section, each pair-poitnt multiplication provides the result of two coefficients of the product $\hat{a} \circ \hat{b}$. Each pair-point multiplication involves two adjacent coefficients of â, which we have referred so far as $a_{0}$ and $a_{1}$ (see Equation 1). Therefore, we could actually build templates for each possible pair of coefficients $a_{0}, a_{1}$. When performing template matching, we will have many points of comparison between the templates and the target traces, since we will be comparing regions corresponding to the complete pair-point multiplication (similar to how we did in Step 5 in

Subsection 3.1). This increases thus our chances of successfully performing a key extraction.

Making templates for each possible pair of coefficients implies that we need a total of $q^{2}$ tamplates, which in Kyber translates to $3329^{2} \approx 11 M$ templates. While this number is much larger than what we considered initially, this attack strategy is very likely to work. Acquiring 11 M traces may need several days. However such an attack complexity is still considered a real threat.

## Improving success rates of the attacks using Online Template Attack.

We now consider the case where the success rate of an attack (either $q$ or $q^{2}$ ) is too low to recover all coefficients, e.g., when mounting a single-trace attack or when the attack is affected by noise. Then, in the $q^{2}$ attack, correlation analysis might not rank the template with the correct pair $\left(a_{0}, a_{1}\right)$ first, but rather as the $x$-th most likely template. To recover $\left(a_{0}, a_{1}\right)$, enumerating over all possible $x$ pairs is prohibitive for all 128 coefficient pairs since it would require $2^{128}$ trials.

In this case, it is worth to check whether the first pair of coefficients is always determined correctly. Indeed, this is the case in our experiments (Section 5). Our interpretation is that values in registers set by multiplications in previous iterations slightly affect the power consumption when the registers are overwritten. On the other hand, since there is no previous operation for the first multiplication, the initial register state is deterministic, and the attack is successful. Thus, the attack improves if we proceed adaptively and only attack the $y$-th pair after having correctly recovered the $y-1$ coefficient pairs before. Since all registers are now set correctly, the attack on the $y$-th multiplication should succeed similarly to the attack on the first multiplication. This attack creates template online, i.e., after obtaining the target power trace. Similarly to improving the $q^{2}$ attack, it can also improve the accuracy of the $q+q$ attack and all intermediate variants. For details about this method in practice, see Section 5.

### 3.3 Attack on DPA-protected Kyber

We now explain how we can apply or extend our attack to target DPA-protected implementations of Kyber. We start by discussing our attack on masked implementations.

We can apply the same attack as described above on masked implementations of Kyber. Our templates and the corresponding template matching can help us recover each share of the secret key (exactly as described above). Once we have recovered all shares, we just need to add them to obtain the secret key.

Note that one target trace suffices since each share is used independently and sequentially. We assume here that in masked Kyber, we first multiply the ciphertext with share one and then multiply the ciphertext with share two (and so on in case of higher order masking). Such an assumption is very likely to hold for software implementations. For hardware implementations, there exists the possibility of performing some multiplications in parallel, particularly since each pair of multiplications is performed independently of each other (see Subsection 2.2). However, for performing two or more multiplications at once, the
hardware design needs to count with two multiplier modules, and not all hardware designs of Kyber will be implemented as such since having extra multipliers may imply high costs in terms of the design area.

Below, we elaborate on how the chosen masking scheme may affect the complexity of our attack. The main takeaways are: if the target implementation uses a masking scheme with a modulus $q$, then the attack complexity and success probability are barely affected. However, if the masked implementation operates on a modulus notably larger than $q$, the complexity increases linearly, and the probability of success is also affected.

Masking schemes with modulus $\boldsymbol{q}$. As explained in Section 2, masking schemes may vary on the modulus $q$ they operate on. Let us first assume that we are attacking an implementation with a masking scheme that produces shares that all have coefficients with values between 0 and $q-1=3328$. In this case, we will be able to perform a key extraction using the same number of templates as for an unmasked implementation. Namely, the templates we need for attacking such a masked implementation correspond to multiplications between known coefficients (for our chosen ciphertext) and unknown coefficients with values between 0 and $q-1$. Thus, after obtaining all $q$ templates, we only need to perform the template matching twice concerning an unmasked implementation (once for each share). The number of template matchings we perform increases linearly with the degree of the masking scheme. However, if we perform template matching over a power trace corresponding to the complete multiplication process involving both shares, we only need to perform the matching once for each template. For each $0 \leq j \leq q-1$, each match will reveal which coefficient in any of the two shares has a value equal to $j$.

Masking schemes with modulus $\boldsymbol{q}^{\boldsymbol{\prime}} \gg \boldsymbol{q}$. Notably, the complexity of our attack increases if the masking scheme generates shares with coefficients with values between 0 and some $q^{\prime}$, which is notably larger than $q$. This is simply because we need to generate a corresponding number of $q^{\prime}$ templates. At the same time, we may have more collisions given the larger number of possible values.

### 3.4 Attack on shuffled implementations - distinguishing via the input ciphertext

Initially, one may think that a straightforward countermeasure against the attack proposed in this section is the randomized shuffling of the pair-point multiplications. Indeed, such pair-pointwise multiplications may be easily shuffled since each pair-point multiplication is independent, and it does not really matter in which order they are computed as long as the results are later placed on the correct coefficients of the resulting product. If we target a shuffled implementation of Kyber, our attack as described in Subsection 3.1 would allow us to extract all coefficients correctly. However, we would not know the correct order
in which they appear on the resulting polynomial. Nevertheless, we observe that our attack can be easily extended such that it is also effective on shuffled implementations, given only one target trace. We explain the attack steps below. The main idea is to use a chosen ciphertext whose coefficients all have a different and unique value. We will use such a ciphertext to generate our templates the same way described before, thus obtaining $q$ templates. Then, we will use the same ciphertext to obtain our target trace. When performing template matching, for each template, we will try matching it a total of $\frac{n}{2}$ times, where for each try, we will shift the positions of each pair-point multiplication. Whenever we obtain some match, we will know the value of the operands for the chosen ciphertext. Since each of these is unique, we will know its original position, revealing the position of the extracted secret coefficient. The following description corresponds to an attack where we will first use $q$ templates for extracting all coefficients $a_{2 i+1}$ (i.e. the coefficient $a_{1}$ within each pair-point multiplication), as we did in Subsection 3.1.

Generating the inputs. We choose an input ciphertext for which (on the NTT domain) each of its coefficients has a unique value. That is, given the ciphertext $\hat{\mathrm{b}}=b_{0}, b_{1}, b_{2}, \ldots, b_{255}$, it holds that for each $b_{i}, b_{j}$, with $i \neq j, b_{i} \neq b_{j}$. For illustration purposes, let us assume we choose $\hat{b}$ as follows:

$$
\hat{b}=9_{0}, 78_{1}, 1753_{2}, 7_{3}, \ldots, 17_{254}, 104_{255}
$$

Template building. We build templates in the same way as described in Step 1 of Subsection 3.1. Thus, we obtain a total of $q$ templates, each template for each possible coefficient value. For a coefficient $j$, the templates will be of the form

$$
\begin{aligned}
T_{j}= & \left(j_{0}+j_{1}\right) \cdot\left(9_{0}+78_{1}\right),\left(j_{2}+j_{3}\right) \cdot\left(1753_{2}+7_{3}\right), \ldots, \\
& \left(j_{254}+j_{255}\right) \cdot\left(17_{254}+104_{255}\right)
\end{aligned}
$$

Obtaining the target trace. We obtain the target trace the same way as described in Step 2 of Subsection 3.1, i.e., by providing our chosen ciphertext $\hat{b}$ as input. Note, however, that our ciphertext (on the NTT domain) consists of coefficients with unique values this time. Moreover, note that the resulting target trace corresponds to a shuffled evaluation of the pair-pointwise multiplications. For instance, the target trace might correspond to the following shuffled sequence of operations

$$
\begin{aligned}
T_{t}= & \left(a_{22}+a_{23}\right) \cdot\left(b_{22}+b_{23}\right),\left(a_{104}+a_{105}\right) \cdot\left(b_{104}+b_{105}\right), \ldots, \\
& \left(a_{0}+a_{1}\right) \cdot\left(b_{0}+b_{1}\right),\left(a_{56}+a_{57}\right) \cdot\left(b_{56}+b_{57}\right)
\end{aligned}
$$

(Secret) coefficient extraction and location identification via template matching. We now proceed to match our templates with the target trace in a
similar way as described in Step 3 of Subsection 3.1 with some additional steps. For each template $T_{j}$, we will perform a template matching the target trace as follows:

1. We first test a matching with the template $T_{j}$ and target $T_{t}$ the same way as tested for our original attack. Let us assume we find a match at position $i$, revealing thus that the secret coefficient used at that position has the value $j$, i.e., $a_{2 i+1}=j$. At this point of our analysis, the template $T_{j}$ corresponds to a non-shuffled sequence of pair-point multiplications. Let us also recall that to generate the template and the target trace, we used a ciphertext polynomial whose coefficients (on the NTT domain) are different from each other. Finally, let us recall that for obtaining a match, all input operands used within the analyzed computations must be the same. I.e., for a pairpoint multiplication, the same $b_{0}, b_{1}$, and $a_{1}$ values need to be used in the template and in the target.
Given the observations above, we know that if at this point we obtain a match at position $i$, then the original, non-shuffled position of the extracted coefficient in the secret key is at position $i$. The coefficients of our input ciphertext serve as orientation since they are unique, and we know their position in the template traces.
2. We will now try to find out whether a value $j$ appears in some shuffled pairpoint multiplication, and we will also find out where in the non-shuffled key the value $j$ is located. For this, we start shifting the multiplication regions of our trace $T_{j}$. Concretely, we will shift the positions of all pair-point multiplications. Thus, we can do a total of 128 shifts for each template since each template corresponds to 128 pair-point multiplications. Let $w$ denote the number of shifts we do on a template and let $T_{j}^{>w}$ denote the template built for the coefficient value $j$ and shifted a total of $w$ times. For instance, if we shift the multiplications only once, we obtain the template with the following form:

$$
\begin{aligned}
T_{j}^{>1}= & \left(j_{254}+j_{255}\right) \cdot\left(b_{254}+b_{255}\right),\left(j_{0}+j_{1}\right) \cdot\left(b_{0}+b_{1}\right), \\
& \left(j_{2}+j_{3}\right) \cdot\left(b_{2}+b_{3}\right), \ldots,\left(j_{252}+j_{253}\right) \cdot\left(b_{252}+b_{253}\right)
\end{aligned}
$$

3. Next we perform template matching with $T_{j}^{>w}$ and our target trace $T_{t}$. Let us assume we find a match at position $i$. The match tells us that the coefficient $a_{2 i+1}$ in the target trace has the value $j$. However since we know that the template $T_{j}^{>w}$ shifted the pair-point multiplications a total of $w$ positions, we know that that it is actually the coefficient $a_{2(i-w)+1}$ in the (non-shuffled) secret key, which has the value $j$.
4. We repeat the same matching + shifting process with all templates until we recover all coefficients. Recall that we are recovering all coefficients $a_{1}$ for each pair-point multiplication. Once we have recovered them, we can build a new set of $q$ templates by placing all recovered coefficients in their shuffled position and then just repeat the matching process from Step 5 in Subsection 3.1. This will let us recover all coefficients $a_{0}$ in each (shuffled) pair-point
multiplication. Since we learned the original (non-shuffled) position of each pair-point multiplication in the previous step, we will also know the original position of the extracted $a_{0}$ coefficients in the non-shuffled secret key.

## 4 Simulations

This section presents leakage simulation of our attacks (Section 3) on the implementation in $[18,2]$ for Cortex-M4.

### 4.1 Implementation of pair-point multiplication

The code which we analyze implements the pair-pointwise multiplication as in Listing 1.1 and corresponds to the Karatsuba multiplication algorithm [24] (see Equation (3) for reference). The procedure first loads a pair of secret coefficients $a_{0} \| a_{1}$ into a 32 bit register poly0 and a pair of public coefficients $b_{0} \| b_{1}$ into a 32 -bit register poly1. The coefficients $a_{0}, a_{1}, b_{0}$, and $b_{1}$ are 12 -bit integers in $\{0, \ldots, 3328\}$. In this overview, we skip over the instructions at lines 3 and 4 which are the analogous load operations for the next pair of coefficients in the key and in the ciphertext. Next, in line 8 , we multiply the top parts of the registers poly0 and

Listing 1.1: Multiplication.

```
ldr polyO, [aptr], #4
ldr poly1, [bptr], #4
ldr poly2, [aptr], #4
ldr poly3, [bptr], #4
ldrh zeta, [zetaptr], #2
smultt tmp, poly0, poly1
montgomery q, qinv, tmp, tmp2
smultb tmp2, tmp2, zeta
smlabb tmp2, poly0, poly1, tmp2
montgomery q, qinv, tmp2, tmp
smuadx tmp2, poly0, poly1
montgomery q, qinv, tmp2, tmp3
```

Listing 1.2: Montgomery subroutine.

```
macro montgomery q, qinv, a, tmp
    smulbt \tmp, \a, \qinv
    smlabb \tmp, \q, \tmp, \a
endm
``` poly1, obtaining a product corresponding to \(a_{1} \cdot b_{1}\). This product is a 24 -bit result and it is stored in tmp. The value in tmp is then reduced mod 3329 (line 9). Listing 1.2 gives the code of the Montgomery subroutine and Appendix A explains why the deployed Montgomery reduction algorithm for mod 3329 computation induces 3 further operations on 28 -bit values. Next, the result is multiplied by \(\zeta\) (line 10 ), added to \(a_{0} \cdot b_{0}\) (line 11) and reduced mod 3329 via Montgomery reduction (line 12), resulting in the term \(a_{1} \cdot b_{1} \cdot \zeta+a_{0} \cdot b_{0}\) (cf. Equation (1)). Next, the code sums of the cross terms as \(a_{1} \cdot b_{0}+a_{0} \cdot b_{1}\) (line 14) and reduces it mod 3329 (line 15).

\subsection*{4.2 Hamming weight model}

We analyze our attack in the Hamming weight model which leaks the number of ones in the processed values. We assume that the power consumption of a device correlates with the Hamming weights of the computed states. In our analysis, we will check whether each possible secret coefficient \(a_{i} \in\{0, . ., 3328\}\) (or each possible pair of coefficients) leads to a unique sequence of hamming weight values
during the pair-point multiplication. If this is the case, then we expect that the leakage coming from a pair-point multiplication will allow us to identify the value of the secret coefficients used within that pair-point multiplication.

For the first heuristic estimate, let us compute an upper bound on the leaked information by assuming that all computations correspond to independent uniformly random \(k\)-bit strings. The expected information we obtain from the Hamming weight of a uniformly random \(k\)-bit string \(|\log \operatorname{Pr}[\mathrm{HW}=i]|\) is the number of bits of information which we weigh by the probability of obtaining a state with hamming weight \(i\), leading to the expected information (or Shannon Entropy)
\[
H(k):=\sum_{i=0}^{k} \operatorname{Pr}[\mathrm{HW}=i] \cdot|\log (\operatorname{Pr}[\mathrm{HW}=i])|=\sum_{i=0}^{k} \frac{\binom{k}{i}}{2^{k}}\left|\log \left(\frac{\binom{k}{i}}{2^{k}}\right)\right|
\]
for a uniformly random \(k\)-bitstring. Asymptotically, the expected information \(H(k)\) grows linearly in \(\sqrt{k}\). For example, we have \(H(24)=3.34\) and \(H(28)=3.45\).

Recall that our attack using \(q+q\) templates (see Subsection 3.1) first extracts \(a_{1}\) before extracting \(a_{0}\). Concretely, the five operations up to and including line 10 in Listing 1.1 only depend on \(a_{1}\). They first write a 24 -bit value for multiplication of \(a_{1}\) and \(b_{1}\), then three 28 -bit values in the Montgomery reduction (cf. Appendix A) and then another 24-bit value for multiplication of \(a_{1} \cdot b_{1} \cdot \zeta\). We obtain the overall expected information of \(H(24)+3 \cdot H(28)+H(24) \approx 13.69\) bits leakage about \(a_{1}\) only. Since \(a_{1}\) is a 12 -bit value, it is plausible that we extract \(a_{1}\) correctly with good probability from these five operations, even if not always, since 13.69 bits is only slightly above 12 bits and the random variable is concentrated around its expectation rather than exactly at its expectation.

To extract both values \(a_{0}\) and \(a_{1}\), we have two Montgomery reductions (line 12 and line 15 ), each resulting in 3 more operations, leaking together \(6 \cdot H(28) \approx 20.7\) additional bits and the computation and addition of cross terms in line 14 , which generate another \(\mathrm{H}(24)\)-bit value, leading to an overall leakage of \(13.69+20.7+\) \(3.34=37.73\) bits to extract a \(12+12=24\)-bit value \(\left(a_{0}, a_{1}\right)\), suggesting that trying out all pairs should succeed with a high probability. Appendix B confirms our heuristic calculus with simulations. Additionally, the heuristic calculations and the simulations from the next section suggest that the \(q+q\) attack and the \(q^{2}\) attack are robust even when adding a certain amount of Gaussian noise.

\subsection*{4.3 Simulations of Gaussian Noise}

We now simulate the aforementioned operations while adding a small Gaussian noise with standard deviation \(\sigma\) to the simulated target trace. Subsequently, we list the best coefficient candidates according to the \(L_{2}\)-norm.

Using this method (see Appendix B for details), we analyze the probability of \(a_{2 i}\) being amongst the top \(1,2,3,10,100\) candidates (cf. Fig. 6) when analyzing only the operations that depend on \(a_{2 i}\) alone as well as the probability of ( \(a_{2 i}, a_{2 i+1}\) ) being amongst the top candidates (cf. Fig. 7) when analyzing all operations depending on \(\left(a_{2 i}, a_{2 i+1}\right)\). Since the probability of \(a_{2 i}\) being the top 1 candidate is only 0.9475 when no noise is added, the probability of obtaining
all 128 correct \(a_{2 i}\) is \((0.9475)^{128} \approx 0.001\) and thus too low to be useful. However, up to \(\sigma=0.87\), the probability of \(a_{2 i}\) being amongst the top 100 candidates is \(\geq 0.999\) and thus, up to a noise of \(\sigma=0.7\), with probability \(0.99^{128} \approx 0.88\), we


For larger noise, we need to run the \(q^{2}\) attack. The probability of \(\left(a_{2 i}, a_{2 i+1}\right)\) being the top 1 candidate drops below \(\frac{15}{16}\) at \(\sigma=0.54\). In turn, the probability of \(\left(a_{2 i}, a_{2 i+1}\right)\) being amongst the top 100 candidates stays above 0.99 up to \(\sigma=0.72\). When aiming to brute-force the remaining uncertainty, in expectation, for \(\sigma=0.72\), we have \(\frac{15}{16} \cdot 128 \approx 16\) positions where we need to try out 100 candidates yielding a computation cost of \(100^{16} \leq 2^{20}\) times \(\binom{128}{16} \approx 2^{128}\). The brute-forcing cost is thus dominated by the binomial coefficient \(\binom{128}{\ell}\), determined by the number \(\ell\) positions which we need to brute-force. \(\binom{128}{\ell}\) remains below \(2^{40}\) for \(\ell \leq 5\). For each noise rate, we can now compute the probability of extracting all 128 coefficients if we brute-force only up to 5 positions as follows:
\[
p_{100}^{128} \cdot \sum_{\ell=0}^{5}\binom{128}{\ell} \cdot\left(1-p_{1}\right)^{\ell} \cdot p_{1}^{128-\ell}
\]
where \(p_{100}\) is the probability that \(\left(a_{2 i}, a_{2 i+1}\right)\) is amongst the top 100 candidates and \(p_{1}\) is the probability that it is the top candidate. This probability is almost 1 when \(\sigma \leq 0.4\) and then drops to almost 0 sharply for \(0.4 \leq \sigma \leq 0.55\), also see the dashed line in Fig. 7.

\section*{5 Experimental evidence}

This section presents experimental results for three attack variations from Section 3: \(q^{2}, q\), and an improved version using an online template attack (OTA) \({ }^{7}\). Similar to the original OTA \([6,7]\), we calculate the correlation between the target trace and a template, resulting in a matching trace that indicates a match. If the secret coefficient pair in the template matches that used in some multiplication in the target trace, we observe a region in the matching trace with values close to one. We first describe our experimental setup and then discuss our results.

We target the masked Kyber implementation from the mkm4 repository [18]. Our experiments use the same setup as described in that paper, utilizing the ChipWhisperer Lite platform with an STM32F303 target [31], featuring an Arm Cortex-M4 core. This setup ensures low noise and well-aligned traces. Our focus is the poly_basemul function, where we compute pair-pointwise multiplication.

In our experiments, we use the same physical instance of the ChipWhisperer device for profiling and attacking, which is the best scenario for an attacker. However, this might not reflect a real-world scenario and we leave investigating the portability of templates in our attack as future work.

\footnotetext{
\({ }^{7}\) Paper supplementary materials, the attack scripts in particular, are available at: https://github.com/crocs-muni/Attack_Kyber_ACNS2024
}


Fig. 1: Characterization: target trace (top), subtraction of the target trace from an incorrect template (middle) and from the correct template (bottom).

Before launching the attack, we need to select relevant regions of the traces. After testing multiple methods and approaches, the Difference-of-Means approach described in [6] proved to be the best. We always select 33 points of interest per pair-pointwise multiplication for all our attacks (since that number yiels the best results).

In the \(q+q\) attack, we observe a limited leakage and the results are rather modest. We obtain a more accurate success rate for the first pair-pointwise multiplication than the remaining ones. On average, the correct candidate for the first multiplication is ranked at 282, and for all multiplications, it is at 1623 (out of 3329). This is insufficient for the attack to succeed. Improving the success rate, possibly using deep learning, is left for future work.

\section*{\(5.1 \quad q^{2}\) attack}

Next, we attempt \(q^{2}\) attack. We obtain the \(q^{2}\) templates for all pairs of coefficients and each template is exactly one trace. Therefore, for this experiment, we use exactly 11082241 template traces to attack single target traces separately.

In Figure 1, we illustrate our method for visualizing leakage, following the approach outlined in [21]. This approach involves calculating the difference between a template and our target trace, as depicted in Figures 3 and 4 of [21]. The top trace in Figure 1 represents our target trace, with the highlighted area indicating the calculation of a pair-point multiplication. The middle trace shows the result when we subtract the target from a template that does not match the secret coefficients used in the highlighted pair-point multiplication. The bottom trace corresponds to the difference between the target and a template using the correct pair of secret coefficients. Notably, the highlighted region in this trace contains sample values very close to zero.


Fig. 2: The effect of previous multiplication on the following one: the correlation between the current multiplication value and the whole trace (in blue).

When comparing a target traces to the template corresponding to the pair of coefficients found in the secret key, our difference trace consistently contains a region with samples close to zero, as shown at the bottom of Figure 1. However, when attempting to compare a template for a pair of coefficients that do not appear in the key, the difference trace does not exhibit such a low region.

In the \(q^{2}\) attack, we compare each pair of coefficients with templates, resulting in an ordered list of candidate values. Notably, there is a significant difference in accuracy between the first pair of coefficients and the rest. As shown in Figure 3 , the first pair is correctly recovered in about \(86 \%\) of cases, while the average success rate across all multiplications is \(34 \%\). This discrepancy is due to traces being influenced by previous multiplications, as illustrated in Figure 2, where the coefficient from the first multiplication affects slightly the subsequent multiplication, too. The first multiplication is not affected by any previous multiplication and that is why the corresponding success rate is much better.

Given the high success rates of the \(q^{2}\) attack in recovering the first multiplication, we can reduce the number of candidate templates and initiate a combined attack using both \(q^{2}\) and OTA. We begin with the \(q^{2}\) attack. Assuming successful recovery of the first multiplication, we generate a new set of templates by combining the top two results for the first multiplication with a select number of top candidates for the second multiplication. These new templates cover a larger portion of the trace and are fewer in number, resulting in improved matching rates. We now repeat this process, assuming the first two multiplication coefficients have been recovered correctly, iterating through the whole trace. The main downside of this approach is requiring additional templates.

We successfully recover all coefficients for 3 attacked traces with this approach, at the cost of the increased number of templates - 20600000,43000000 ,


Fig. 3: \(q^{2}\) attack success rate: blue line corresponds to the first candidate being correct and orange line to the correct candidate being in the top 100 results.


Fig. 4: Left: success rates of the full attack on masked Kyber768 wrt. the number of captured templates, estimated from 100 random target traces. Right: the extra number of templates required for the OTA attack (only non-zero values).
and 20600000 , respectively. These numbers can be lowered, as described in the analysis of the required number of traces in the following section. With our setup, gathering additional 15000 templates per multiplication takes about 9 days \({ }^{8}\) and cover \(87 \%\) of attacked traces. The success rates for different amounts of templates for the full attack on masked Kyber768 are shown in Figure 4.

\subsection*{5.2 Attack analysis}

In order to launch the \(q^{2}+\) OTA attack, it is necessary to collect the 11 M templates for the \(q^{2}\) attack and the additional traces for each multiplication. Based on the analysis of 100 random traces, the additional requirement is, on average 13000-15000 per candidate for each multiplication, as shown in Figure 4.

\footnotetext{
\({ }^{8}\) Note, however, that we did not optimize our setup for the speed of acquisition.
}

To successfully attack unmasked Kyber768, we need to repeat the attack 3 times, reducing the experimental success rate to \(65 \%\). Kyber768 performs three polynomial multiplications: the initial poly_basemul and two subsequent poly_basemul_acc operations. The poly_basemul_acc function is similar to operation poly_basemul but also accumulates its results into the previous multiplication, hence the name "accumulation."

The code of poly_basemul_acc mixes accumulation instructions with other multiplication instructions, necessitating separate template collection. These templates rely on results from previous multiplications. However, we already have these coefficients from previous attacks (notably, on poly_basemul). While the attack on poly_basemul_acc should perform better due to more leaking instructions, new templates must be collected for each execution, depending on the previously recovered coefficients. \({ }^{9}\) For a complete attack on unmasked Kyber768, we would need approximately 44.5 M templates: \(3 \times 11\) million (for 3 executions) and \(3 \times 15000 \times 2 \times 128\). Here, we assume that we need 15000 additional templates per multiplication and a conservative estimate that we cannot reuse templates for poly_basemul_acc if accumulation inputs differ. Based on preliminary characterization, it seems that re-using templates for different inputs is challenging and we leave it to be investigated in future work.

To attack masked Kyber768 with order 2, we need to execute attack 6 times: 2 times for poly_basemul and 4 times for poly_basemul_acc. For poly_basemul we would need to collect templates once, but for poly_basemul_acc templates need to be collected each time. Therefore, we would need the following number of templates: \(5 * 11 \mathrm{M}+6 * 15000 * 2 * 128 \approx 78 \mathrm{M}\) to achieve \(43 \%\) success rate; to increase it to \(90 \%\) we need approximately 105M traces as shown in Figure 4. At the time of writing, the current setup was able to capture 1500 traces per minute. At this rate, gathering the full 78 M templates would take about 45 days. In general, we leave improving the efficiency of this attack as future work.

\section*{6 Countermeasures}

The standard countermeasures of masking or shuffling the polynomial multiplication in Kyber do not seem to be effective for protecting against the type of template attack we present in this paper. In the following, we discuss possible countermeasures which, to the very least, should impose significant obstacles to the success of our attack.

Shuffling of the multiplication steps. One possible countermeasure may be the random shuffling of the operations performed within each pair-point multiplication. This would make our template matching steps more difficult since the operation sequence in our templates may not align with the sequential operation of the pair-point multiplication. However, if the pair-point multiplication is

\footnotetext{
\({ }^{9}\) Initial tests hint at a \(30 \%\) acquisition reduction for the OTA step with a single poly_basemul_acc experiment. However, we exclude this result from our estimates, reserving exploration of this optimization for future work.
}
optimized and implemented via Karatsuba, there are not many different ways in which the operation sequence can be permuted while maintaining correctness (see the listings in Section 4).

Masking schemes with larger modulus. As discussed in Subsection 3.3, masking schemes that generate shares with coefficients with much larger values would certainly make our attack more difficult. Such schemes would imply an increase in the number of templates needed for our attack, and the chances of getting false positive matches would also increase. Unfortunately, such masking schemes imply an increase in the usage of computational resources (e.g. memory and stack usage) and the online complexity of Kyber.

Randomisation of the secret coefficients. The works in \([46,19]\) propose and improve a countermeasure based on randomizing the polynomials of the secret coefficients via the redundant number representation (RNR). Secret coefficients are randomized by adding a randomly chosen value \(r \cdot q\), with \(r \in\left[1,2^{k}\right)\). The computations are then performed \(\bmod \left(2^{k} q\right)\). Given such a countermeasure, we can still apply the same attack described in this paper and extract the randomized secret coefficients. A polynomial with such randomized coefficients is equivalent to the original secret polynomial, and thus, the extracted values are just as helpful in breaking the security of decryption. We note, however, that this countermeasure would make our attack more difficult since now there is a larger set of possible values for the secret coefficients.

Masking of the input ciphertext. Reparaz et al. proposed masking of the input ciphertext as a countermeasure against side-channel attacks [36]. Such an approach would effectively mitigate our attack since we would not know the value of the ciphertext polynomial used when performing the polynomial multiplication during decryption. However, masking of an input ciphertext is an expensive countermeasure against SCA given that (1) one needs to integrate a source of randomness during decapsulation. Such a source is needed because for blinding the ciphertext, one needs first to generate a random message; (2) the newly generated message needs to be encrypted (see Algorithm 2); and (3) the extra noise added to the encryption of the new message may affect the homomorphic property of the complete scheme and the chances of decryption failure increase.

Polynomial blinding. Polynomial blinding may be a straightforward way of mitigating our attack [39]. The idea of this countermeasure is to multiply both polynomials \(a, b \in R_{q}\) by a randomly chosen integer \(t \in \mathbb{Z}\), s.t. \(t a \cdot t^{-1} b=a \cdot b\). Since the value \(t\) is unknown, the adversary does not know the value of any of the two operand polynomials and thus cannot construct useful templates. The adversary could attempt to extract either the value \(t\) or its inverse via some other side-channel attack. Recall that the adversary knows the value of one of the two polynomials, which would be blinded.

Parallelisation of the pair-point multiplication. Parallelizing several of the pair-point multiplications prevents a straightforward application of our attack. Namely, the parallelization forces us to recover several coefficients simultaneously so that the complexity of our attack is squared when running 2 parallel threads and quadrupled when running 4 parallel threads. The success probability, in turn, is expected to decrease since the expected information increases sub-linearly. Concretely, with 2 threads, the implementation would leak from 56bit values, whose expected information leakage is \(\approx 3.95\), which is less than two times the expected information from 28 -bit values, which is \(\approx 2 \cdot 3.45=6.9\). With 4 threads, the implementation would leak from 112-bit values, whose expected information leakage is \(\approx 4.45\), which is less than four times the expected information from 28 -bit values, which is \(\approx 4 \cdot 3.45=13.8\). As already discussed, however, performing multiplications in parallel seems out of scope for constrained devices as integrating an additional multiplier entity would imply a high cost in terms of size.

Complete NTT and actual point-wise multiplication. Certainly, some of our attack strategies cannot be applied to schemes that implement a complete NTT to its polynomials and then multiply them in a proper point-wise fashion. For instance, our attack using \(q^{2}\) templates does not work anymore since two adjacent coefficients will be processed in independent multiplications. We could still try applying our simplest attack using only \(q\) templates, and the success would be dependent on how much leakage we obtain from one integer multiplication plus one modular reduction. If that sequence of operations leads to enough leakage, we could extend our attack, for instance, to Dilithium [25], which was selected as a post-quantum candidate signature scheme. Dilithium performs a full NTT and a point-wise multiplication.
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Alg. 5: Montgomery reduction
1 modulus $q, R=2^{n}>q, q^{-1} \bmod (R), a \in \mathbb{Z}$ such that $a<q R$ Output: $t \equiv a R^{-1}$
$(\bmod q), 0 \leq t \leq 2 s q$
$2 t \leftarrow a\left(-q^{-1}\right) \bmod (R) ;$
з $t \leftarrow(a+t q) / R$;
4 s return $t$;

```
```

Alg. 6: Signed Montgomery reduction from [40]
1 modulus $q, R=2^{n}>q, q^{-1} \bmod ^{ \pm}(R), a \in \mathbb{Z}$ such that $a<q R$ Output: $t \equiv a R^{-1}$
$(\bmod q),|t| \leq q$
$2 t \leftarrow a q^{-1} \bmod ^{ \pm}(R)$;
3 $t \leftarrow(t q) / R$;
$4 t \leftarrow\lfloor a / R\rfloor-t$;
5 return $t$;

```
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\section*{A Montgomery reduction}

Kyber represents elements in Montgomery representation in order to avoid expensive division by \(q\) and computation \(\bmod q\) and replace it by division by \(2^{16}\) (taking the top half of a register) and computation mod \(2^{16}\) (taking the bottom half of a register). In the following, we present the Montgomery reduction with general \(R\) and \(q\), but Kyber indeed uses \(R=2^{16}\). Consider \(R=2^{k}>q\), and an element \(a<q R\). To reduce the memory footprint, we can store \(a / R\) and this reduces the element \(a\) by \(k\) bits, and it can be efficiently implemented. In the Montgomery domain, the idea is to make sure that the element \(a\) is a multiple of \(R\) by introducing a correction step. More precisely, imagine that we want to find a value \(t\), such that \(a-t q\) is divisible by \(R\). To bring the element to the Montgomery domain, one computes \(t\) as \(a q^{-1}(\bmod R)\) in a way that \(a-a q^{-1} q\) \((\bmod R)=0\). Following closely Section 2.3.2 in [23], Algorithm 6 shows the case of signed Montgomery reduction from [40].

We now provide more details on how we determined the length of values for the Hamming weight that we use in our numerical estimates in Section 4.2:
1. \(a_{1} \cdot b_{1}\)
take bottom of register
then multiply by \(q_{i n v}\)
\[
\begin{aligned}
12+12= & 24 \mathrm{bits} \\
& 16 \mathrm{bits} \\
\left|q_{\mathrm{inv}}\right| & =12 \mathrm{bits}
\end{aligned}
\]
2. \(\left(a_{1} \cdot b_{1}\right)_{B} \cdot q_{\text {inv }}\)
take bottom of register
then multiply by \(q\)
3. \(\left(\left(a_{1} \cdot b_{1}\right)_{B} \cdot q_{\mathrm{inv}}\right)_{B} \cdot q\) add \(\left(a_{1} \cdot b_{1}\right)\)
4. \(\left(\left(a_{1} \cdot b_{1}\right)_{B} \cdot q_{\mathrm{inv}}\right)_{B}+\left(a_{1} \cdot b_{1}\right)\) take top of register and call it \(c\)
5. \(c \cdot \zeta\)
\[
\begin{aligned}
16+12 & =28 \mathrm{bits} \\
& 16 \mathrm{bits} \\
|q| & =12 \mathrm{bits} \\
16+12 & =28 \mathrm{bits} \\
\left|a_{1} \cdot b_{1}\right| & =24 \mathrm{bits} \\
\max \{24,48\} & =28 \mathrm{bits} \\
|c| & =12 \mathrm{bits} \\
12+12 & =28 \mathrm{bits}
\end{aligned}
\]

\section*{B Details on noiseless and noisy simulations}

We now discuss our simulations for noiseless operations within the pair-point multiplications comprehensively and additionally explain how we calculated probabilities in our noisy simulations. We first focus on the first 5 instructions of the pair-point multiplication, cf. Section 4.2. Our simulations calculate which coefficients \(a_{2 i+1} \in[0, \ldots, q-1]\) have unique combinations of hamming weight values (hamming weight tuples) during these instructions. Recall from Equation 3 that pair-point multiplication also computes the term \(a_{1} b_{1} \zeta\), where the value of \(\zeta\) changes for each pair-point multiplication. So for our simulations, we initially fix \(\zeta_{0}\) and try out all possible values for \(a_{1}\) and all possible values \(b_{1}\). We obtain the average probability that a value for \(a_{1}\) leads to a unique hamming weight tuple. Then, we change to \(\zeta_{1}\) and iterate over all possible values for \(a_{3}\) and all possible values for \(b_{3}\). We continue this process, obtaining the averages for all \(a_{2 i+1}\), given all \(\zeta_{i}\). We thus obtain probabilities for extracting each odd coefficient, given a random ciphertext. Observe that in our simulations we do not consider micro-architectural aspects, like instruction pipelining, of our target.

As we show, most of the values for an odd coefficient indeed lead to unique hamming weight tuples. Only a small fraction of coefficients have collisions. On average, 3031 of these values have unique hamming weight tuples, i.e. there exist 3031 hamming weight tuples which map to exactly one coefficient value. 259 coefficients lead to 2-way collisions. This means that there exist 259/2 \(\approx 130\) hamming weight tuples which map to exactly two different coefficient values. Subsequently, there exist 34 coefficients which have 3 -way collisions and 4 coefficients which have 4 -way collisions each. On the average only a 0.03125 fraction of tuples maps to more than 4 different coefficient values. We now provide further details about the results of our simulations.

Extracting odd coefficients ( \(a_{2 i+1}\) ). Our simulations show that for a uniformly random \(b_{2 i+1}\), the probability of extracting \(a_{2 i+1}\) from the first 5 instruction is \(\approx 0.90\). This means that given a random ciphertext, we have good chances of extracting each odd coefficient. The probability of obtaining two possible candidates for each odd coefficient is \(\approx 0.085\), and the probability of obtaining three possible candidates for each odd coefficient is \(\approx 0.011\). Thus, taking a union bound, we obtain that the probability that a given \(a_{2 i+1}\) has either a unique hamming weight tuple, or a 2 - or 3 -way collision is \(\approx 0.996\). For this reason
in the rest of this analysis we only consider the case that we are dealing with coefficients with unique hamming weight tuples, or with 2 - or 3 -way collisions.

In the table under Number of Matches (1), we see the probability that each odd coefficient \(a_{1}, a_{3}, \ldots, a_{255}\) has a unique hamming weight tuple. We calculate this probability over all \(b_{1} \in[1, \ldots, q-1]\), and note that the probability is dependent on the value of \(\zeta\). Thus, the probability that \(a_{1}\) has a unique hamming weight tuple is different from that of \(a_{3}, a_{5}\), etc, but the probability is always between 0.801 and 0.937 , with an average of 0.90 . Under Number of Matches (2) and (3), we see the analogous probabilities that each odd coefficient \(a_{2 i+1}\) has a hamming weight tuple with a 2 - and 3 -way collision correspondingly.

We recall that in our attack using \(q+q\) templates (cf Subsection 3.1), we use the first set of \(q\) templates for extracting the odd coefficients. According to our results, we should have a \(90 \%\) chance of correctly extracting each odd coefficient - but we should recall that in Kyber, the secret keys consist of polynomials of degree 255 . Thus, the probability of extracting all odd coefficients correctly is notably smaller. In fact, if we consider all probabilities of Figure 5 for the chances that each odd coefficient has a unique hamming weight tuple, we obtain a probability of \(\Pi_{i=0}^{127} p_{i} \approx 1.2967 \times 10^{-6}\) of extracting all odd coefficients from one polynomial, given only \(q\) templates. We will explain later in this section how we can use the results of our simulations to outline an attack strategy that easily increases our success probabilities, with just a linear increase in the number of templates needed.

Extracting coefficient pairs \(\left(a_{2 i}, a_{2 i+1}\right)\). The lower part of Figure 5 gives the probabilities that each secret coefficient pair leads to a unique hamming weight
tuple. We obtain these probabilities in an analogous way as for the odd coefficients. Thus, the probabilities for each pair \(\left(a_{0}, a_{1}\right),\left(a_{2}, a_{3}\right)\), \(\left(a_{4}, a_{5}\right), \ldots,\left(a_{254}, a_{255}\right)\) are different as they are dependent on \(\zeta\). Note that in this case, the hamming weight tuples consist of more values since we are considering all instructions within one pair-point multiplication. Hence, the very high probabilities under Number of Matches (1). We can conclude from these results that if we create templates for all possible pairs of secret coefficients, our


Fig. 5: Number of Matches: given \(\zeta_{i}\), probability of a 1-, 2- or 3 -way collision. Upper part: the probability of extracting odd coefficients with \(q\) templates. Lower part: probability of extracting pairs of coefficients with \(q^{2}\) templates.
\begin{tabular}{|c|c|c|c|c|}
\hline \# templates & \(\sigma\) & \[
\underset{1}{\text { Prob }}
\] & \[
\underset{2}{\text { ability }}
\] & \[
\underset{3}{\text { ngst to }}
\] \\
\hline \multirow{5}{*}{\(q\)-templates} & |0.3| & 0.8915 & 0.9775 & 0.9936 \\
\hline & 0.4 & 0.7851 & 0.9205 & 0.9617 \\
\hline & 0.5 & 0.6530 & 0.8231 & 0.8948 \\
\hline & 0.6 & 0.5291 & 0.7027 & 0.7911 \\
\hline & 0.7 & 0.4214 & 0.5860 & 0.6775 \\
\hline \multirow{6}{*}{\(q^{2}\)-templates} & |0.5 & 0.9336 & 0.9788 & 0.9890 \\
\hline & 0.6 & 0.8234 & 0.9112 & 0.9415 \\
\hline & 0.7 & 0.6707 & 0.7906 & 0.8419 \\
\hline & 0.8 & 0.4998 & 0.6310 & 0.7027 \\
\hline & 0.9 & 0.3697 & 0.4839 & 0.5517 \\
\hline & 1.0 & 0.2581 & 0.3559 & 0.4135 \\
\hline
\end{tabular}

Table 1: Simulation results for noisy traces.
success probabilities are fairly high, while, on the other hand, it also requires creating a total of \(q^{2}\) templates.

Efficiency Optimizations. While \(q^{2}\) is a reasonable number of template traces, collecting all of them is still quite consuming. Thus, we may indeed try extracting all odd coefficients first and then extracting all even coefficients with an additional set of templates. From the discussions above, we can conclude that our success probabilities of running a \(q+q\) attack are not as high as we would originally hope (for the mkm4 implementation in the Hamming weight model). However, the simulation results suggest a natural and very simple way of optimizing the success of the attack. In the following, we outline an attack adaptation that increases the success probability of our attack and only requires a linear increase in the number of templates.

First, we can perform a template matching using \(q\) templates (as originally done in Subsection 3.1). For each coefficient we are trying to extract, we rank the top 3 candidate values for which we get the best matches. Now, we build templates for extracting the even coefficients. We will create 3 versions of these templates. In each version, we use a different top 3 candidate for each odd coefficient, creating an additional set of \(3 q\) templates. Thus, we first determine the top three candidates for each \(a_{2 i+1}\) (with high probability) and then try all three of them in combination with all possible \(a_{2 i}\), leading to an overall number of \(q+3 q\) templates. When trying to extract the even coefficients, we get a very high success rate iff we are using the correct odd coefficient \(a_{2 i+1}\). Namely, as we see in Figure 5, each secret coefficient pair has a very high probability of having a unique hamming weight tuple.

We can even optimize our attack further by considering the top 4 match candidates for each coefficient, generating an additional set of \(4 q\) templates. Concretely for the optimized attacks using \(q+3 q\) and \(q+4 q\) templates, we obtain success probabilities of \(\Pi_{i=0}^{127} p_{i} \approx 0.6755\) and \(\Pi_{i=0}^{127} p_{i} \approx 0.875\), respectively. With \(6 q=19974\) templates, we have a very high success probability of 0.944 , given a single target trace and a random ciphertext. Subsequently, we can use our analysis of the coefficients to determine the (expected) \(\approx 0.875\) fraction of coefficients that are unique, given our list of coefficients that have a unique Hamming weight pattern. For the remaining \(\approx 0.125\) coefficients, brute-forcing over \(4^{0.125 \cdot 128}=2^{32}\) coefficients is feasible.


Fig. 6: Noisy \(q+q\) attack simulations.


Fig. 7: Noisy \(q^{2}\) attack simulations.

Noise. We now add Gaussian noise with standard deviation \(\sigma\) to the target trace and see for which \(\sigma\) we can still extract one or both coefficients. Instead of searching for perfect matchings, we minimize the \(L_{2}\)-norm of the differences between the simulated target trace and the template. Unfortunately, even for the \(q^{2}\) attack, the best match under the \(L_{2}\) norms provides the correct \(\left(a_{2 i}, a_{2 i+1}\right)\) value with probability \(\leq 0.5\) when \(\sigma \geq 0.8\). All probabilities are calculated via 10,000 samples and using a random root out of all possible 128 roots.

\section*{C Comparison}

To the best of our knowledge, there exist two other works in the literature that target polynomial multiplication in Kyber. In [28], the authors present a CPA attack on an unprotected polynomial multiplication implementation of Kyber. This attack led to the extraction of the long-term secret using approximately 200 traces. The main difference in comparison to our work is that the attack [28] requires multiple target traces and thus is not successful in the presence of a masking countermeasure. Our attack, on the other hand, requires a single target trace and, therefore, can successfully target masked implementations. The
drawback of our approach is that we consider an adversary who can build template traces using a profiling device on which the secret can be freely changed. A classic CPA attack, as presented in [28], does not require any such profiling.

Another related work [44] presents a single-trace template attack on the polynomial multiplication of an unmasked implementation pqm4 [1] during key generation \({ }^{10}\). There are several differences between this work and ours. First, note that they did not attack any masked implementation, but only argue about the attack's applicability to masking schemes since it attacks single traces. The attack is performed against a non-optimized implementation, utilizing straightforward polynomial multiplication without Karatsuba, leading to each secret coefficient being loaded twice, while our attack is on the mkm4 masked implementation, which accesses the secret only once. Second, the attack [44] cannot be replicated on decapsulation since their template requires the leakage from the multiplication of \(k\) different polynomial values in the matrix \(A\) - which happens in the key generation. On the other hand, our attack can be applied to the key generation by utilizing the public polynomial values in \(A\). Finally, their attack does not recover the full secret, but employs an extra key enumeration to finish the attack; as a result, their attack works for Kyber768 and Kyber1024, but not for Kyber512. Precise performance comparison is challenging due to uncertainties about the number of required templates in [44]. The authors mention using 500 traces to build templates for each intermediate, with approximately 14 attacked intermediates in each multiplication. This means that their attack would require only 7000 templates if one template can be created for all pairwise multiplications or 896000 if each multiplication needs to be templated separately. Consequently, it seems that the attack [44] requires fewer template traces for profiling than our approach, albeit with increased complexity and a lower success rate, necessitating final key enumeration.

Comparing our approach with [44] is intricate due to the mentioned differences. Foremost, [44] attacks key generation of the unprotected implementation, which involves a broader range of secret-dependent operations than our target. Therefore, we cannot estimate how well the attack from [44] would work against protected implementation like mkm4. In summary, the attack in [44] has advantages as it exploits various leaks and capitalizes on them. However, it is not easy to adapt to other procedures, such as the technique presented in this paper. Thus, this makes our attack more generic than the one presented in [44].

In Table 2, we give a summary of the comparison with [28] and [44]. From our work, we present the two versions, i.e., "Simulation" refers to the numbers of the original introduction of our attack described in Section 3 and concerning the results obtained via simulations in Section 4. The "Experiment" work refers to the real-world attack from Section 5, where 78 M traces give a \(43 \%\) success of extracting the secret key, while 105M traces give over \(90 \%\) success rate.

\footnotetext{
\({ }^{10}\) They also attack a reference implementation, but we do not concentrate on that since this implementation leaks much more than pqm4 and the attacked by us mkm4. We are only looking at the long-term secret key and we do not consider the attacks on the encryption procedure.
}

Table 2: Comparison of attacks on the long-term secret key from the polynomial multiplications; the analysis is made for Kyber768 unless stated otherwise.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Work & Implementation & \(\left|\begin{array}{l}\text { No. of target } \\ \text { traces }\end{array}\right|\) & No. of templates & |Target algorithm & \(\left\lvert\, \begin{aligned} & \text { Remaining Brute- } \\ & \text { Force }\end{aligned}\right.\) \\
\hline [28] & |Non-masked pqm4 & |200 & 10 & |Decapsulation & |No \\
\hline [44] & Non-masked reference and pqm4 implementations & 1 & Not provided, estimation: 7000 or 896000 & Key generation & \[
\left\lvert\, \begin{aligned}
& \text { For } \quad \text { pqm4 Kyber: } \\
& 512-\text { infeasible; } ; 768 \\
& -2^{40} ; 1024-2^{5} .
\end{aligned}\right.
\] \\
\hline This work (Simulation) & & & \(6628(q+q\) attack \()\), or 11082241 ( \(q^{2}\) attack) & & \\
\hline \begin{tabular}{l}
This work \\
(Experiment)
\end{tabular} & Optimized masked mkm4 imp. & 1 & \(q^{2}+\) OTA attack: \(78 \mathrm{M}(43 \%\) SR) or \(105 \mathrm{M}(90 \% \mathrm{SR})\) & Key generation and Decapsulation & \\
\hline
\end{tabular}```
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[^1]:    ${ }^{5}$ Note that these are just example values. In principle, we can choose any two values between 0 and $q-1$. What is important is that the values are located in the ciphertext on NTT domain, as shown in the example.

[^2]:    ${ }^{6}$ For details the attacks and the experiments see Section 5.

