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Abstract. In this article we study the Algebraic Immunity (AI) of Weightwise Perfectly Balanced
(WPB) functions. After showing a lower bound on the AI of two classes of WPB functions from the
previous literature, we prove that the minimal AI of a WPB n-variables function is constant, equal to 2
for n ≥ 4. Then, we compute the distribution of the AI of WPB function in 4 variables, and estimate the
one in 8 and 16 variables. For these values of n we observe that a large majority of WPB functions have
optimal AI, and that we could not obtain a WPB function with AI 2 by sampling at random. Finally,
we address the problem of constructing WPB functions with bounded algebraic immunity, exploiting
a construction from [12]. In particular, we present a method to generate multiple WPB functions with
minimal AI, and we prove that the WPB functions with high nonlinearity exhibited in [12] also have
minimal AI. We conclude with a construction giving WPB functions with lower bounded AI, and give
as example a family with all elements with AI at least n/2− log(n) + 1.
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1 Introduction.

Among the different criteria of Boolean functions analyzed during the last years, those targeting Boolean
functions with restricted input sets have been increasingly studied after the work of Carlet, Méaux, and
Rotella [6]. The authors introduced cryptographic criteria of Boolean functions with restricted input for the
cryptanalysis of FLIP stream cipher [22], whose specificity is that its filter function is evaluated on sets of
Boolean vectors having constant Hamming weight. Therefore, considering functions with good properties
also when restricted is crucial for investigating its security. Properties on sets of constant Hamming weight
arise also in other contexts, such as side channel attacks where it is common to obtain information on the
Hamming weight of inputs (e.g. [18, 32]).

One property of main interest is the balancedness, as in most cryptographic contexts using balanced
functions prevents biased output distributions, it is desirable for applications like FLIP to work with functions
balanced when restricted to the slices Ek,n = {x ∈ Fn2 |wH(x) = k} of the Boolean hypercube Fn2 . In
this context Carlet et al. [6] presented the concept of Weightwise Perfectly Balanced (WPB) functions,
f : Fn2 → F2, such that |{x ∈ Ek,n | f(x) = 0}| = |{x ∈ Ek,n | f(x) = 1}| for each 1 ≤ k ≤ n − 1, f globally
balanced, and f(0n) = 0. These functions are at maximal distance from the set of symmetric functions,
deeply studied in the context of cryptography e.g. [1, 2, 3], analogously to the bent functions (e.g. [24, 30])
from the set of affine functions. Diverse methods for constructing WPB functions have been proposed since
2017 e.g. [10, 11, 12, 13, 14, 15, 17, 19, 25, 26, 27, 33, 34, 35, 37]. The main cryptographic properties that have
been studied on WPB functions so far are the weightwise nonlinearity (i.e. nonlinearity restricted on the
slices) such as in [10, 15, 27], and more recently the (global) nonlinearity such as in [12, 17]. Other relevant
cryptographic properties on Boolean functions have not been studied deeply on the set of WPB functions,
such as the algebraic immunity.

The concept of Algebraic Immunity (AI) appeared in [7] in the context of algebraic attacks on stream
ciphers. In the attack described by Courtois and Meier, instead of focusing on the system of equations given
by a filter function f (a Boolean function in n variables), they consider a system of equations potentially
simpler to solve, obtained by the annihilators of f . They show that even if f has a high degree (close to
n), f or f + 1 always admits an annihilator of degree at most d(n + 1)/2e, allowing the attacker to reduce



the attack to solving an algebraic system of the annihilator’s degree. The notion of algebraic immunity
has been formalized later in [23], as AI(f) = ming 6=0{deg(g) | fg = 0 or (f + 1)g = 0}. Since then, the
algebraic immunity has been thoroughly studied since it applies to the contexts of filtered linear shift back
registers [7], and more recently (improved) filtered permutators [?, 22], group filter permutators [?], local
PseudoRandom Generators (PRG) such as Goldreich’s PRG [?] (see [?]) or variants [?], and conceptually
simple weak pseudorandom functions [?,?]. For WPB functions the AI is only known for a few constructions.
The family exhibited by Tang and Liu [33], and later the families from [26,27] are designed to have optimal
AI. Then, all the other results are experimental, computing the AI of WPB functions in 4, 8 or 16 variables
such as in [11,25,35].

Hence, the goal of this article is to further study the algebraic immunity of WPB functions. First we
investigate the extreme values of the AI inside the class of WPB functions, and the AI distribution in a small
number of variables. Since families with optimal AI have been exhibited, we focus on the minimal value that
can reach a WPB function, and show lower bounds for two former secondary constructions (from [6] and [37]).
Contrarily to the degree that is at least n/2, we show that the minimal AI of a WPB function is constant,
equal to 2 for n ≥ 4. We compute the distribution of the AI of WPB functions in 4 variables, and estimate
the one in 8 and 16 variables, following the model established by [10] for the weightwise nonlinearities. For
these values of n we observe that a large majority of WPB functions have optimal AI, and that we could not
obtain an WPB function with AI 2 by sampling at random. Then, we address the problem of constructing
WPB functions with bounded algebraic immunity. We use the construction from [12] to build functions with
upper bounded AI. In particular, we present a method to generate multiple WPB functions with minimal
AI, and we prove that the WPB functions with high nonlinearity exhibited in [12] also have minimal AI. We
finish with a construction giving WPB functions with lower bounded AI, and give as example a family with
all elements with AI at least n/2− log(n) + 1.

2 Preliminaries

For readability we use the notation + instead of ⊕ to denote the addition in F2 and
∑

instead of
⊕

. We
denote by [a, b] the subset of all integers between a and b: {a, a + 1, . . . , b}. For a vector v ∈ Fn2 we use
wH(v) to denote its Hamming weight wH(v) = |{i ∈ [1, n] | vi = 1}|. For two vectors v and w of Fn2 we denote
dH(v, w) the Hamming distance between v and w, that is dH(v, w) = wH(v + w).

2.1 Boolean functions and weightwise considerations

In this part we recall general concepts on Boolean functions and their weightwise properties we use in this
article. For a deeper introduction on Boolean functions and their cryptographic parameters we refer to the
survey of [4] and to [6] for the weightwise properties, also called properties on the slices. For k ∈ [0, n]
we denote Ek,n the set {x ∈ Fn2 |wH(x) = k} and call it slice of the Boolean hypercube (of dimension
n). Accordingly, the Boolean hypercube is partitioned into n + 1 slices where the elements have the same
Hamming weight.

Definition 1 (Boolean Function). A Boolean function f in n variables is a function from Fn2 to F2. The
set of all Boolean functions in n variables is denoted by Bn, and we denote by B∗n the set without the null
function.

To denote when a property or a definition is restricted to a slice we use the subscript k. For example,
for a n-variable Boolean function f we denote its support supp(f) = {x ∈ Fn2 | f(x) = 1} and we denote
suppk(f) its support restricted to a slice, that is supp(f) ∩ Ek,n.

Definition 2 (Balancedness). A Boolean function f ∈ Bn is called balanced if |supp(f)| = 2n−1 =
|supp(f + 1)|. For k ∈ [0, n] the function is said balanced on the slice k if ||suppk(f)| − |suppk(f + 1)|| ≤ 1.
In particular when |Ek,n| is even |suppk(f)| = |suppk(f + 1)| = |Ek,n|/2.
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Definition 3 (Weightwise (Almost) Perfectly Balanced Function (WPB and WAPB)). Let m ∈
N∗ and f be a Boolean function in n = 2m variables. It will be called Weightwise Perfectly Balanced (WPB)
if, for every k ∈ [1, n − 1], f is balanced on the slice k, that is ∀k ∈ [1, n − 1], |suppk(f)| =

(
n
k

)
/2, and

f(0, . . . , 0) = 0 and f(1, . . . , 1) = 1. The set of WPB functions in 2m variables is denoted WPBm.
When n is not a power of 2, other weights k 6∈ {0, n} give slices of odd cardinality, in this case we call
f ∈ Bn Weightwise Almost Perfectly Balanced (WAPB) if |suppk(f)| = (|Ek,n| ± (|Ek,n| mod 2))/2. The set
of WAPB functions in n variables is denoted WAPBn.

Definition 4 (Walsh transform and restricted Walsh transform). Let f ∈ Bn be a Boolean function,
its Walsh transform Wf at a ∈ Fn2 is defined as: Wf (a) :=

∑
x∈Fn

2
(−1)f(x)+a·x. Let f ∈ Bn, S ⊂ Fn2 , its

Walsh transform restricted to S at a ∈ Fn2 is defined as: Wf,S(a) :=
∑
x∈S(−1)f(x)+ax. For S = Ek,n we

denote Wf,Ek,n
(a) by Wf,k(a), and for a = 0n we denote Wf,k(a) by Wf,k(0).

Definition 5 (Nonlinearity). The nonlinearity NL(f) of a Boolean function f ∈ Bn, where n is a pos-
itive integer, is the minimum Hamming distance between f and all the affine functions in Bn: NL(f) =
ming, deg(g)≤1{dH(f, g)}, where g(x) = a ·x+ ε, a ∈ Fn2 , ε ∈ F2 (where · is an inner product in Fn2 , any choice
of inner product will give the same value of NL(f)).

Definition 6 (Non Perfect Balancedness ( [12], Definition 11)). Let m ∈ N∗, n = 2m, and f an
n-variable Boolean function, the non perfect balancedness of f , denoted NPB(f) is defined as NPB(f) =
ming∈WPBm

dH(f, g).

Property 1 (NPB and restricted Walsh transform ( [12], Proposition 2)). Let m ∈ N∗, n = 2m, and f ∈ Bn,
the following holds on its non perfect balancedness:

NPB(f) =
2−Wf,0(0) +Wf,n(0)

2
+

n−1∑
k=1

|Wf,k(0)|
2

.

Definition 7 (Algebraic Normal Form (ANF) and degree). We call Algebraic Normal Form of a
Boolean function f its n-variable polynomial representation over F2 (i.e. belonging to F2[x1, . . . , xn]/(x21 +
x1, . . . , x

2
n + xn)): f(x1, . . . , xn) =

∑
I⊆[1,n] aI

(∏
i∈I xi

)
where aI ∈ F2. The (algebraic) degree of f deg(f)

is either max
I⊆[1,n]

{|I| | aI = 1} if f is not null, or deg(f) = 0, otherwise.

Property 2 ( [6], Proposition 4). If f is a WPB Boolean function of n variables, then the ANF of f contains
at least one monomial of degree n/2.

Definition 8 (Algebraic Immunity). The algebraic immunity of a Boolean function f ∈ Bn is

AI(f) = min
g 6=0
{deg(g) | fg = 0 or (f + 1)g = 0},

where deg(g) is the algebraic degree of g. The function g is called an annihilator of f (or f+1). Additionally,
we denote AN(f) = ming 6=0{deg(g) | fg = 0}.

Property 3. If g ∈ B∗n is an annihilator of f and h another function such that supp(h) ⊆ supp(g), then
hf = 0.

2.2 Families of WPB functions

In this section we recall families of WPB functions exhibited in former works, they will be used as examples
or building blocks.
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Definition 9 (CMR WAPB construction (adapted from [6], Proposition 5)). Let n ∈ N, n ≥ 2,
the WAPB function fn is recursively defined by f2(x1, x2) = x1 and for n ≥ 3:

fn(x1, . . . , xn) =


fn−1(x1, . . . , xn−1) if n odd,

fn−1(x1, . . . , xn−1) + xn−2 +
∏2d−1

i=1 xn−i if n = 2d; d > 1,

fn−1(x1, . . . , xn−1) + xn−2 +
∏2d

i=1 xn−i if n = p · 2d; p odd.

Re-indexing the variables the subfamily of WPB functions (when n is a power of 2) can be written as

f(x1, x2, . . . , x2m) =

m∑
a=1

2m−a∑
i=1

2a−1−1∏
j=0

xi+j2m−a+1 .

Definition 10 (TL WPB construction (adapted from [33], Construction 1 )). Let m ∈ N∗ and
n = 2m ≥ 4 be an integer. A TL WPB Boolean function g on n-variable is such that:

– g(0n) = 0 and h(1n) = 1.
– g(x, y) = 0 if wH(x) < wH(y), where x, y ∈ Fm−12 .
– g(x, y) = 1 if wH(x) > wH(y), where x, y ∈ Fm−12 .

– the cardinality of Ui = supp(g) ∩
{

(x, y) ∈ F2m−1

2 × F2m−1

2 : wH(x) = wH(y) = i
}

is exactly
(
2m−1

j

)2
/2 for

all 0 < j < 2m−1.

Remark 1. Despite Definition 10 may appear quite different respect the original paper, it is equivalent when
applying the constrains from the definitions we consider. Namely, here we consider only the case where n
is a power of two. Referring to Construction 1 of [33], this implies that the coefficients c1, . . . , ck−1 must
be zero. Moreover, in [33] g(0n) = 0 and g(1n) = 1 is not required for weightwise perfectly balancedness,
differently from Definition 3. This implies that in this context we can only instantiate the construction with
(−1, 0, .., 0, 1) as input sequence, i.e. as in Definition 10.

Property 4 (TL WPB functions properties [33]). Let m ∈ N∗ and n = 2m, a n-variable TL function gn
has optimal algebraic immunity AI(gn) = n

2 .

2.3 Symmetric Functions and Krawtchouk polynomials

The n-variable Boolean symmetric functions are those that are constant on each slice Ek,n for k ∈ [0, n].
This class has been thoroughly studied in the context of cryptography, see e.g. [1,2,3,5,20,29,31]. The set of
n-variable symmetric functions is denoted SYMn, and |SYMn| = 2n+1. In this article we mainly consider
two families of symmetric functions, which are both bases of the symmetric functions’ vector space:

Definition 11 (Elementary symmetric functions). Let i ∈ [0, n], the elementary symmetric function
of degree i in n variables, denoted σi,n, is the function which ANF contains all monomials of degree i and
no monomials of other degrees.

Definition 12 (Slice indicator functions). Let k ∈ [0, n], the indicator function of the slice of weight k
is defined as: ∀x ∈ Fn2 , ϕk,n(x) = 1 if and only if wH(x) = k.

Property 5 (Properties of elementary symmetric functions). Let n ∈ N∗, d ∈ [0, n]:

– The function σd,n takes the value
(
k
d

)
mod 2 on the elements of Ek,n.

– The function σ2,n takes the value 1 only on the slices Ek,n such that k = 2 mod 4 or k = 3 mod 4.
– For n even the function σn/2,n has algebraic immunity n/2 (e.g. [1, Theorem 9]).

Property 6. [11, Proposition 4] Let n ∈ N∗, k ∈ [0, n] and f ∈ Bn, the following holds on f + ϕk,n:
∀a ∈ Fn2 ,∀i ∈ [0, n] \ {k},Wf+ϕk,n,i(a) =Wf,i(a), and Wf+ϕk,n,k(a) = −Wf,i(a).

4



We give two results relatively to Krawtchouk polynomials we will use in the article. We refer to e.g. [16]
for more details on these polynomials and their properties.

Definition 13 (Krawtchouk polynomials). The Krawtchouk polynomial of degree k, with 0 ≤ k ≤ n is

given by: Kk(`, n) =

k∑
j=0

(−1)j
(
`

j

)(
n− `
k − j

)
.

Property 7 (Krawtchouk polynomials relations). Let n ∈ N∗ and k ∈ [0, n], the following relations hold:

– Kk(`, n) =
∑
x∈Ek,n

(−1)a·x, where a ∈ Fn2 and ` = wH(a),

– [9, Proposition 5] For n even, k ∈ [0, n] Kk(n/2, n) = (−1)k/2
(
n/2
k/2

)
if k is even, and null otherwise.

3 General results on the algebraic immunity of WPB functions

In this section we give general results on the algebraic immunity of weightwise perfectly balanced functions,
and give constructions in Section 4. First, we discuss the bounds on the algebraic immunity known from
former constructions. Then, we focus on lower bounds of the algebraic immunity. In Section 3.1 we show a
lower bound on the algebraic immunity of a secondary constructions of WPB functions, that encompasses
CMR WPB functions. The lower bound result is also extended to the construction of WAPB functions
from [37]. Then, in Section 3.2 we study the minimal algebraic immunity a WPB function can take. Finally,
in Section 3.3 we complete this general investigation by experimentally determining the AI of WPB functions
chosen at random in a small number of variables.

The algebraic immunity of a WPB function can reach the optimal value (of an n-variable Boolean
function, i.e. n/2). It has been proven by Tang and Liu in [33] where they gave the first construction of WPB
functions with optimal algebraic immunity (see Property 4). Since then the constructions presented in [26,27]
generalize this construction and also have optimal algebraic immunity. No lower bound have been exhibited
so far, only experimental results show that not all WPB functions have optimal algebraic immunity. The
algebraic immunity of constructions (following the idea of modifying low degree functions slightly weightwise
unbalanced, as pioneered in [25]) in respectively 4, 8 and 16 variables are provided in [14, 34], reaching
respectively an AI of 2, 3 and 3. In [11], the algebraic immunity of secondary constructions is provided in
8 and 16 variables. The secondary construction seeded with CMR functions result in functions of AI 3 in
8 variables and between 4 and 6 in 16 variables (the AI of f8 itself is 3 and the one of f16 equals 4). The
secondary construction seeded with Boolean functions from [15] give WPB functions with AI 4 and 7 in 8
and 16 variables respectively.

3.1 Lower bound on the algebraic immunity of secondary constructions

The experimental results inventoried above show that not all WPB functions have optimal algebraic im-
munity, and in particular for the first values of n the AI of CMR function grows logarithmically in n. In
the following we show that AI(f2m) is at least m. To do so we first specify a secondary construction, at the
same time a subfamily of the secondary construction presented in [6] and encompassing CMR functions. The
secondary constructions of WPB functions from [6] is the following:

Definition 14 (Adapted from [6], Theorem 2). Let m ∈ N∗, n = 2m, f , f ′ and g be n-variable
WPB functions and g′ an arbitrary n-variable function. We define the 2n WPB function h as: h(x, y) =
f(x) +

∏n
i=1 xi + g(y) + (f(x) + f ′(x))g′(y) where x, y ∈ Fn2 .

We focus on the restriction where g′ is the null function, and iterate the construction with WPB functions
in a different number of variables.

Definition 15. Let m ∈ N∗, n = 2m, f and g0 be two n-variable WPB functions. Let t ∈ N and for i ∈ [1, t]
gi be a 2m+i WPB function. We define the 2m+t+1 WPB function S(f, g0, . . . , gt) as:
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S(f, g0, . . . , gt)(x, y
(0), . . . , y(t)) = f(x) + g0(y(0)) +

n∏
j=1

y
(0)
j + · · ·+ gt(y

(t)) +

2m+t∏
j=1

y
(t)
j ,

where x, y(0) ∈ Fn2 , and for i ∈ [1, t] y(i) ∈ F2m+i

2 .
Note that CMR function, f2m , is obtained in [6] from this construction, taking f2 = x1 in 2 variables,

f = f2 = g0 and iterating.
Contrarily to the secondary construction of Definition 14, the one from Definition 15 can be written as

a direct sum of functions (that is, a sum of functions acting on different variables). We use this structure to
give a lower bound on the algebraic immunity of any function built as S(f, g0, . . . , gt), and an upper bound
for CMR functions. We first recall a result on the algebraic immunity of direct sums from [21].

Property 8 (Adapted from [21], Lemma 6). Let t ∈ N∗, and f1, . . . , ft be t Boolean functions, if for r ∈ [1, t]
there exists r different indexes i1, . . . , ir of [1, t] such that ∀j ∈ [1, r], deg(fij ) ≥ j then AI(DS(f1, . . . , ft)) ≥ r,
where DS(f1, . . . , ft) denotes the direct sum of f1 to ft.

Proposition 1. Let m ∈ N∗, n = 2m, f and g0 be two n-variable WPB functions. Let t ∈ N and for i ∈ [1, t]
gi be a 2m+i-variable WPB function, then

AI(S(f, g0, . . . , gt)) ≥ t+ 2.

Proof. First, we remark that S(f, g0, . . . , gt) is the direct sum of t+2 functions, f and g′i = gi+
∏2m+i

j=0 y
(i)
j for i

in [0, t]. f has degree at least 1 since it is a WPB function, and for all i in [0, t] the function g′i has degree 2m+i.
The latter comes from the fact that gi has degree at most 2m+i − 1 since it is WPB and therefore balanced,
and then the addition with the degree 2m+i monomial makes g′i a 2m+i-degree function. Then, for i ∈ [0, t]
we have deg(g′i) = 2m+i ≥ 2+i, it allows to apply Property 8 and to conclude AI(S(f, g0, . . . , gt)) ≥ t+2.

We recall a result form [8] on the number of annihilators of f and f + 1 when f is a direct sum with a
linear part.

Property 9 (Adapted from [8], Proposition 9 ). Let f ∈ Bn be the direct sum of a linear function g in k > 0
variables and h in n− k variables then: ∀d ∈ [0, n], N0

d = N1
d , where Nε

d for ε ∈ {0, 1} denotes the number
of (linearly) independent annihilators of f + ε of degree at most d.

Proposition 2. Let m ∈ N∗, and f2m be the 2m-variable CMR function (Definition 9), then AI(f2m) ≥ m,
and for m > 3, AI(f2m) ≤ 2m−2

Proof. The bound AI(f2m) ≥ m is a consequence of Proposition 1. Since AI(f2) = 1, AI(f4) = 2, and by
construction for m > 2 we have f2m+1 = S(f2, f2, f4, . . . , f2m) and AI(S(f2, f2, f4, . . . , f2m)) ≥ m + 1 by
Proposition 1, a direct induction gives AI(f2m) ≥ m.

The bound AI(f2m) ≤ 2m−2 comes from the upper bound on the algebraic immunity of a direct sum, the
AI of the direct sum cannot be greater than the sum of the two AIs (e.g. [4], Section 9.1.4). We show the
result by induction. For m = 4 since AI(fm) = 4, AI(f2m) ≤ 2m−2 holds. Then for m + 1 > 4 we can write

f2m+1 as S(f2m , f2m) which is the direct sum of f2m and g = f2m +
∏2m

i=1 yi. By hypothesis AI(f2m) ≤ 2m−2,
and by construction g differs from f2m only in the value 12m therefore an annihilator of f2m is also an
annihilator of g since f2m(12m) = 1 (since f is WPB). Since f2m can be written as the direct sum of the
linear function f2 and a 2m − 2 variable function, from Property 9 for each annihilator of f2m of degree
d there is an annihilator of 1 + f2m of the same degree, it guarantees that AI(g) ≤ AI(f2m). Therefore,
AI(f2m+1) ≤ 2 · AI(f2m) ≤ 2m−1.

With a similar approach we can bound the algebraic immunity of the secondary construction of WAPB
functions from Zhu and Su [37].

Definition 16 (Adapted from [37], Theorem 2). Let t ∈ N∗ and n1, . . . , nt be different powers of 2,
and for i ∈ [1, t], fi be a WPB function in ni variables. We call ZS construction the function f in

∑t
i=1 ni

variables the direct sum ZS(f1, . . . , ft) =
∑t
i=1 fi.
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Proposition 3. Let t ∈ N∗ and n1, . . . , nt be different powers of 2, and for i ∈ [1, t], fi be a WPB function
in ni variables. The function f = ZS(f1, . . . , ft) is such that:

AI(f) ≥

{
t− 1 if ∃j, k ∈ [1, t] such that nj = 1 and nk = 2,

t otherwise,

and AI(f) ≤
⌈∑t

i=1 ni/2
⌉

.

Proof. The upper bound comes from the fact that any n-variable function has its AI upper bounded by
dn/2e. Relatively to the lower bound, since an n-variable WPB function has algebraic degree at least n/2
(see Property 2), we can apply Property 8 on the fi. When there are both an fj in 1 variable and an fk in 2
variables, we can only guarantee to find a chain of t− 1 indexes r1 to rt−1 such that deg(fri) ≥ i since both
fj and fk could have degree 1. Since, apart from nj = 1 and nk = 2, the different powers of 2, ni, ensure
that the condition deg(fri) ≥ i can be fulfilled, we obtain AI(f) ≥ t− 1.

3.2 Minimal algebraic immunity of WPB functions

In the previous parts we showed that there exist WPB functions which algebraic immunity cannot be higher
than 2m−2 (Proposition 2), and we saw examples close to logm or less for small values of m. In the following,
we demonstrate that for m ≥ 2 the minimal AI that a WPB function can reach is in fact a constant.

We begin by defining the minimal degree of annihilator (non null) a 2m-variable WPB function (or its
complement) can have, and give an alternative expression of this quantity.

Definition 17 (Minimal degree of annihilator reachable by a 2m-variable WPB function). Let
m ∈ N∗ and ε ∈ {0, 1}, we denote dεm the quantity:

dεm = min{AN(f + ε) | f ∈ WPBm}.

Lemma 1. Let m ∈ N∗, n = 2m and g ∈ B∗2m such that Wk,g(0) ≥ 0 ∀k ∈ [1, 2m − 1].

1. If Wn,g(0) ≥ 0, then there exists f ∈ WPBm such that g is an annihilator of f .
2. If W0,g(0) ≥ 0, then there exists f ∈ WPBm such that g is an annihilator of 1 + f .

Proof. Since Wk,g(0) ≥ 0 there are at least
(
n
k

)
/2 elements of Hamming weight k not in the support of g for

k ∈ [1, n− 1]. Therefore, we can build a function h such that |suppk(h)| = (n
k)
2 and suppk(h) ⊇ suppk(g) for

all k ∈ [1, n− 1]. We have two cases:

a. Suppose Wn,g(0) ≥ 0. This implies that g(1n) = 0. Then, we can set h(1n) = 0 and h(0n) = 1, in order
to get a function h ∈ B∗2m such that supp(1 + h) ⊆ supp(1 + g) and (1 + h) ∈ WPBm.

b. Suppose W0,g(0) ≥ 0. This implies that g(0n) = 0. Then, that we can set h(1n) = 1 and h(0n) = 0, in
order to get supp(1 + h) ⊆ supp(1 + g) and h ∈ WPBm.

To conclude it is sufficient to notice that 1 + g is an annihilator of g. Indeed, Property 3 implies that
g(h+ 1) = 0, i.e. in both cases g is a non constant annihilator of 1 +h. Therefore, 1. and 2. follow by setting
f = 1 + h and f = h, respectively.

Proposition 4 (Equivalent characterization of dεm). Let m ∈ N∗ and ε ∈ {0, 1}. It holds

dεm = min{deg(f), f ∈ B∗2m | ∀k ∈ [1− ε, 2m − ε],Wk,f (0) ≥ 0}.

Proof. We denote n = 2m. First we prove dεm ≥ min{deg(f), f ∈ B∗n | ∀k ∈ [1 − ε, n − ε],Wk,f (0) ≥ 0}. We
take f ∈ WPBm, and g an annihilator (not null) of f of degree d0m. Since f is WPB, f has exactly |Ek,n|/2
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elements of Hamming weight k (for k ∈ [1, n− 1]) in its support and one in En,n, therefore g takes the value
0 over all these elements. Consequently, ∀k ∈ [1, 2m]:

Wk,g(0) =
∑

x∈Ek,n

(−1)g(x) =
∑

x∈Ek,n
g(x)=0

1−
∑

x∈Ek,n
g(x)=1

1 ≥
(
n
k

)
2
−
∑

x∈Ek,n
g(x)=1

1 ≥ 0.

Similarly, if we consider g an annihilator (not null) of 1 + f of degree d1m. Since f is WPB |suppk(f)| =
|suppk(f + 1)| for all k ∈ [1, 2m − 1] and |supp0(1 + f)| = 1, we obtain that Wk,g(0) ≥ 0 for k ∈ [0, 2m − 1].

Then, we prove dεm ≤ min{deg(f), f ∈ B∗n | ∀k ∈ [1 − ε, n − ε],Wk,f (0) ≥ 0}. We take g0, g1 two 2m-
variable functions of minimum degree such that Wk,gε(0) ≥ 0 for all k ∈ [1 − ε, n − ε]. From Lemma 1 we
can build two functions fε for ε ∈ {0, 1}, such that fε are WPB, and gε is a non null annihilator of fε + ε
by construction. This allows to conclude.

As a first remark, since the algebraic immunity of a function f is the minimum between AN(f) and
AN(f + 1) (Definition 8), we have that min

{
d0m, d

1
m

}
is the minimal AI a WPB function can have. Then,

since for any function f its complement 1+f is an annihilator, for each WPB function it gives an annihilator
of the same degree, therefore dεm is upper bounded by the minimal degree of a 2m-variable WPB function,
that is 2m−1 for m ≥ 1 (see Property 2). In the following we show that dε1 = 1, but dεm > 1 for m > 1.

Lemma 2. Let m ∈ N∗, n = 2m and ε ∈ {0, 1}, the following holds on dεm:

dε1 = 1 and for m > 1, dεm > 1.

Proof. We start with the particular case m = 1. In this context, denoting x1 and x2 the 2 variables, there
are only two WPB functions: f = x1 and g = x2. They are respectively annihilated by the degree-1 function
1+x1 and 1+x2, and not by the constant function equal to 1, which allows to conclude d01 = 1. Furthermore,
the two complementary functions of 2-variable WPB are 1 +x1 and 1 +x2, similarly annihilated by a degree
1 function and not by the constant function equal to one, so in this case d11 = 1. This implies that 1 is also
the minimum on the algebraic immunity.

For m > 1, we show that no affine function f can satisfy the characterisation of dεm from Proposition 4.
If f is constant, f cannot be the null function by definition of dεm, and the constant function equal to one is
such that Wk,f (0) < 0 for all k ∈ [1, n]. Then, any non constant affine function is balanced, therefore:

Wf (0) = 0 =

n∑
i=0

Wf,k(0).

The condition in the definition of d0m form Proposition 4 for k = n forces Wf,n(0) = 1 and therefore the
restriction on the other coefficients can be only satisfied if

Wf,0(0) = −1, and ∀k ∈ [1, n− 1],Wf,k(0) = 0.

This implies that f is balanced on all slices, and more precisely that f + 1 is a weightwise perfectly balanced
function. Similarly, if we consider the condition in the definition of d1m form Proposition 4, we obtain that
f should be a weightwise perfectly balanced function. Since a WPB function has degree at least 2m−1 by
Property 2, both these cases are impossible.

We show that in fact d0m is constant in m, more precisely that for m ≥ 2 there are always 2m-variable
WPB functions that are annihilated by quadratic functions.

Proposition 5. Let m ∈ N, for all m ≥ 2, d0m = 2.

Proof. We denote n = 2m for readability. We show that there exist degree-2 functions g ∈ Bn such that
∀k ∈ [1, n], Wg,k(0) ≥ 0 or equivalently ∀k ∈ [1, n], |suppk(g)| ≤

(
n
k

)
/2. More precisely we consider the

functions with algebraic normal form xixj + xixk where i, j, k ∈ [1, n] and i 6= j 6= k, without lost of
generality we take g = x1(x2 + x3). In the following we consider the size of the support of g on each slice.
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– If k ∈ [0, 1], g takes only the value 0 hence |suppk(g)| ≤
(
n
k

)
/2.

– For k = 2, g(x) = 1 only when x1 = x2 = 1 or x1 = x3 = 1, therefore |supp2(g)| = 2 ≤ 2m−2(2m − 1) =(
n
2

)
/2.

– For k ≥ 3, we split x ∈ Fn2 as (y, z) where y ∈ F3
2 and z ∈ Fn−32 , and determine the number of elements

such that g(x) = 1 based on the value of y. The function g takes the value 1 only when x1(x2 + x3) = 1
that is when y = (1, 1, 0) or y = (1, 0, 1), thereafter for x ∈ Ek,n it corresponds to 2/3 of the cases where
wH(y) = 2 and none when wH(y) 6= 2. It allows us to get the cardinal of suppk(g):

|suppk(g)| = 2

(
n− 3

k − 2

)
.

Then, we have to compare this value to
(
n
k

)
/2:

2

(
n− 3

k − 2

)
≤
(
n
k

)
2
⇔

4

(
n− 3

k − 2

)
≤
(
n− 3

k − 3

)
+ 3

(
n− 3

k − 2

)
+ 3

(
n− 3

k − 1

)
+

(
n− 3

k

)
,

⇔
(
n− 3

k − 2

)
≤
(
n− 3

k − 3

)
+ 3

(
n− 3

k − 1

)
+

(
n− 3

k

)
.

Since n − 3 is odd the binomial coefficient
(
n−3
k−2
)

is lower than or equal to one of the two binomial

coefficients
(
n−3
k−1
)

and
(
n−3
k−3
)
, Therefore |suppk(g)| ≤

(
n
k

)
/2 that is Wk,g(0) ≥ 0.

It allows to conclude d0m ≤ 2 from Proposition 4, and since for m ≥ 2 d0m > 1 from Lemma 2, we obtain
d0m = 2.

Theorem 1. Let m ∈ N, for all m ≥ 2, min {AI(f) : f ∈ WPBm} = 2.

Proof. From Lemma 2 and Proposition 5 we have min {AI(f) : f ∈ WPBm} = min
{
d0m, d

1
m

}
= 2.

Corollary 1. If f ∈ WPB2, then AI(f) = 2.

Proof. For every n-variable Boolean function f we have that AI(f) ≤ dn/2e and AI(f) ≥ 2 from Theorem 1.
This implies AI(f) = 2 for all f ∈ WPB2.

Additionally, in Section 4.2 we give a construction to build WPB functions with minimal algebraic
immunity, and study its properties.

3.3 Algebraic immunity distribution

To conclude this section we perform an experimental investigation on the algebraic immunity distribution
for WPB functions in a small number of variables, following the same principle as in [10, 12]. Exhausting
WPB2, we found that all the WPB function in 4 variables have algebraic immunity 2, it is indeed coherent
with Corollary 1. For m = 3, we extrapolated an approximation of the algebraic immunity distribution from
a sample of size larger than 223 . As shown by Table 1, 8-variable WPB functions with non-optimal algebraic
immunity are rare. In fact, for 16 variables we were not able to collect a sample sufficiently large to get at
least a function with AI lower than 8.

4 Constructions of WPB functions with bounded algebraic immunity

In this section we exploit GM construction [12, Construction 1] in order to produce WPB functions with
bounded algebraic immunity and prescribed nonlinearity. First, we focus on constructions with upper bounded
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x 3 4

p̃AI(x)% 0.004 99.996

# 353 8427167

Table 1. Approximation of the algebraic immunity distribution inWPB3 via sampling elements ofWPB3 uniformly
at random: p̃AI(x) = {f ∈ S : AI(f) = x} /|S| where S is a sample of size larger than 223.

AI in Section 4.1. More specifically, in Section 4.2 we construct WPB functions reaching the lowest algebraic
immunity, the lower bound from Theorem 1. We refer to these particular functions with AI 2 as porcelain
functions, since independently of their aesthetic, we do not advise to use them when implementing a cipher.
Then, we prove that the WPB family of functions with almost optimal nonlinearity described in [12] has
also minimal algebraic immunity. Finally, in Section 4.4 we show how to build WPB functions with lower
bounded AI from GM construction. As an example we give a family of WPB functions with AI at least
2m−1 −m+ 1.

4.1 Construction with upper bounded AI

We describe here a method to construct WPB functions with upper bounded algebraic immunity and pre-
scribed nonlinearity. The main idea is to construct a WPB function forcing a suitable function f of degree
d to be an annihilator. We observed that we can efficiently built WPB functions as in Lemma 1 by seeding
with certain functions the construction proposed by Gini and Méaux in [12] recalled in Construction 1.
Indeed, their algorithm produces a WPB function from any Boolean function in 2m variables by modifying
the support of the input function on each slice to make it perfectly balanced, in such a manner that can be
compatible with our method.

Construction 1 Construction 1 from [12]

Input: Let m ∈ N, m ≥ 2, n = 2m and g a n-variable function.
Output: h ∈ WPBm.
1: Initiate the support of h to supp(g).
2: If 0n ∈ supp(g) remove 0n from supp(h).
3: If 1n 6∈ supp(g) add 1n to supp(h).
4: for k ← 1 to n− 1 do
5: Compute Ck,n =Wg,k(0)/2,
6: if Ck,n < 0 then
7: remove |Ck,n| elements from suppk(h),
8: else
9: if Ck,n > 0 then

10: add Ck,n new elements to suppk(h),
11: end if
12: end if
13: end for
14: return h

We first summarize some useful properties of Construction 1 extending Theorem 2 of [12]:

Proposition 6. Let m ∈ N, m ≥ 2 and n = 2m. Any function h given by Construction 1 with input g is
weightwise perfectly balanced. For k ∈ [1, n− 1]:

– If g ∈ B∗n is such that Wk,g(0) ≤ 0. Then suppk(h) ⊆ suppk(g).
– If g ∈ B∗n is such that Wk,g(0) ≥ 0. Then suppk(h) ⊇ suppk(g).

Additionally, NL(h) ≥ NPB(g)− NL(g).

10



Proof. The first part (g is WPB) comes from Theorem 2 of [12]. Then, if for k ∈ [1, n− 1] Wk,g(0) ≤ 0, we
get Ck,n ≤ 0 in Construction 1. Hence, from step 7 we have that suppk(h) ⊆ suppk(g). While, ifWk,g(0) ≥ 0,
we get Ck,n ≥ 0. Hence, from step 10 we have that suppk(h) ⊇ suppk(g). Finally, for the nonlinearity, if a is
an affine function, NL(g) ≤ dH(g, a) ≤ dH(g, h) + dH(h, a). This implies that NL(h) ≥ NL(g)− NPB(g), since
dH(g, h) = NPB(g) from Theorem 2 of [12].

Thus, combining Proposition 6 with arguments similar to Lemma 1 we obtain that seeding Construction 1
with suitable functions we can obtain WPB functions with upper bounded algebraic immunity.

Theorem 2. Let m ∈ N, m ≥ 2 and n = 2m. Let function g ∈ B∗n such that Wk,g(0) ≥ 0 for all k ∈ [1, n].
Any function f given by Construction 1 seeded with g + 1 has the following properties:

1. f ∈ WPBm,
2. AI(f) ≤ deg(g),
3. NL(f) ≥ NL(g)− NPB(g).

Proof. From Proposition 6 we have that f ∈ WPBm, NL(f) ≥ NL(g + 1)− NPB(g + 1) = NL(f) ≥ NL(g)−
NPB(g) and suppk(f) ⊆ suppk(1 + g) for all k ∈ [1, n − 1]. Moreover, since Wn,g(0) ≥ 0, (1 + g)(1n) = 1.
This implies that supp(f) ⊆ supp(1 + g). Since (1 + g) is an annihilator of g, from Property 3 we obtain that
gf = 0. Namely, g is a non constant annihilator of f . Therefore, AI(f) ≤ deg(g).

Theorem 3. Let m ∈ N, m ≥ 2 and n = 2m. Let function g ∈ B∗n such thatWk,g(0) ≥ 0 for all k ∈ [0, n−1].
Any function f given by Construction 1 seeded with g has the following properties:

1. f ∈ WPBm,
2. AI(f) ≤ deg(g),
3. NL(f) ≥ NL(g)− NPB(g).

Proof. From Proposition 6 we have that f ∈ WPBm, NL(f) ≥ NL(g)−NPB(g) and suppk(f) ⊇ suppk(g) for
all k ∈ [1, n− 1]. Moreover, since Wn,g(0) ≥ 0, g(0n) = 0. This implies that supp(1 + f) ⊆ supp(1 + g). Since
(1 + g) is an annihilator of g, from Property 3 we obtain that g(1 + f) = 0. Namely, g is a non constant
annihilator of 1 + f . Therefore, AI(f) ≤ deg(g).

4.2 Porcelain WPB functions

Using the characterization of d0m in Section 3.2 we proved that for any m ≥ 2 there exist WPB functions
having algebraic immunity 2. Via Construction 1 we can explicitly construct many of them. We consider
as primary material, for producing porcelain WPB functions, any kaolin function κn = xi(xj + x`) where
i, j, ` are distinct. In fact, in the proof of Proposition 5 we showed that functions of this kind satisfy the
hypotheses of Theorem 2. Thus, we have that any function h given by Construction 1 seeded by κn has the
following properties: h is a WPB function and AI(h) ≤ 2, hence AI(h) = 2. Moreover, we remark that kaolin
functions are very peculiar, as their nonlinearity and their non perfect balancedness coincide:

Proposition 7. Let m ∈ N, m ≥ 2 and n = 2m, let κn ∈ Bn denote a function of the form xi(xj + x`) such
that i 6= j 6= `. The following holds:

NPB(κn) = 2n−2, and NL(κn) = 2n−2.

Proof. We begin with the non perfect balancedness, using Property 1 we get:

NPB(κn) =
2−Wκn,0(0) +Wκn,n(0)

2
+

n−1∑
k=1

|Wκn,k(0)|
2

.

Following the proof of Proposition 5 we get:
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– Wκn,0(0) = 1 and Wκn,1(0) = n since |suppk(κn)| = 0 for k ∈ [0, 1],
– Wκn,2(0) =

(
n
2

)
− 4 since |supp2(κn)| = 2 for k ∈ [0, 1],

– Wκn,k(0) =
(
n
k

)
− 4
(
n−3
k−2
)

for k ∈ [3, n] since |suppk(κn)| = 2
(
n−3
k−2
)
.

Hence we obtain:

NPB(κn) =
2− 1 + 1

2
+

1

2

(
n+

(
n

2

)
− 4 +

n−1∑
k=3

(
n

k

)
− 4

(
n− 3

k − 2

))
,

=
1

2

(
n∑
k=0

(
n

k

)
− 4

(
n− 3

k − 2

))
= 2n−1 − 2

n∑
k=0

(
n− 3

k − 2

)
,

= 2n−1 − 2n−2 = 2n−2.

Then, we determine the nonlinearity of κn. First we give the nonlinearity of κ3. Since the function κ3 has
degree 2 it is not affine hence NL(κ3) > 0, its degree is not maximal hence the nonlinearity cannot be odd, and
since κ3 has weight 2 we can conclude NL(κ3) = 2. Then, in n variables κn can be written as the direct sum
of κ3 and the null function in n− 3 variables, using the formula of the nonlinearity of direct sums (e.g. [4],
Section 7.1.9.I.B), NL(κn) = NL(κ3) ·2n−3+NL(0) ·23−2 ·NL(0) ·NL(κ3) = 2 ·2n−3+0 ·23−2 ·0 ·2 = 2n−2.

We compute now the number of porcelain WPB functions that can be generated by one kaolin function
κn. Equation (9) from [12] gives the number of WPB functions that can be produced by Construction 1 for
a fixed seed g:

Fn(g) =

n−1∏
k=1

( 1
2

(
n
k

)
+ |Ck,n|
|Ck,n|

)
, (1)

where Ck,n = Wg,k(0n)/2. Notice that, although Corollary 1 of [12] is for a specific input, the proof of the
value of Fn holds in general. From the proof of Proposition 7 the following holds: Ck,n = Wκn,k(0n)/2.
Namely,

Fn(κn) =

(
n
n
2

)( (n
2

)
− 2

1
2

(
n
2

)
− 2

) n−1∏
k=3

( (n
k

)
− 2
(
n−3
k−2
)

1
2

(
n
k

)
− 2
(
n−3
k−2
))

For instance, F8(κ8) > 2152 and F16(κ16) > 244521.

4.3 WPB functions from [12]

The authors of [12] apply their construction to produce a family of WPB functions with high nonlinearity.

The used seed function is gn = σ2,n + `n/2, where `n/2 =
∑n/2
i=1 xi. We now prove that this function satisfies

the hypotheses of Theorem 3, which implies that all WPB functions from Construction 1 seeded with gn
have algebraic immunity 2 since the function gn has degree 2.

Proposition 8. Let m ∈ N, m ≥ 2 and n = 2m. ∀k ∈ [0, n− 1], Wk,gn(0) ≥ 0.

Proof. First, we determine the values ofWgn,k(0). Since `n/2 is a linear function of n/2 terms using Property 7
Item 1 we have:

W`n/2,k(0) =
∑

x∈Ek,n

(−1)x·(1n/2,0n/2) = Kk(n/2, n).

Then, using Property 7 Item 2 we obtain:

– For k = 0 mod 4, W`n/2,k(0) =
(
n/2
k/2

)
≥ 0;

– for k = 1 mod 4 and k = 3 mod 4, W`n/2,k(0) = 0,

– for k = 2 mod 4, W`n/2,k(0) = −
(
n/2
k/2

)
≤ 0.
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Then, we can determine the sign of Wgn,k(0) using Property 6, since gn = `n/2 + σ2,n we get Wgn,k(0) =
W`n/2,k(0) when σ2,n takes the value 0 on Ek,n and Wgn,k(0) = −W`n/2,k(0) when σ2,n takes the value 1 on
Ek,n. Using Property 5 Item 2, the sign changes only when k = 2 mod 4 or k = 3 mod 4. Therefore we
obtain:

– For k = 0 mod 4, Wgn,k(0) =W`n/2,k(0) =
(
n/2
k/2

)
≥ 0,

– for k = 1 mod 4, Wgn,k(0) =W`n/2,k(0) = 0,

– for k = 2 mod 4, Wgn,k(0) = −W`n/2,k(0) =
(
n/2
k/2

)
≥ 0,

– for k = 3 mod 4, Wgn,k(0) = −W`n/2,k(0) = 0.

It allows us to conclude ∀k ∈ [0, n− 1], Wk,gn(0) ≥ 0.

4.4 Functions with lower bounded AI

We show how Construction 1 can be used to build WPB functions with lower bounded algebraic immunity.
First we recall a result from Mesnager and Tang:

Property 10 (Adapted from [28], Proposition 12). Let k, d ∈ N, let f ∈ Bn such that AI(f) = k, and h ∈ Bn
such that wH(h) < min(2n−k, 2d+1 − 1), then |AI(f + h)− AI(f)| ≤ d.

This result shows that modifying few elements of the support has a limited impact on the algebraic
immunity of the function. It allows to derive the following bound regarding Construction 1.

Theorem 4. Let m ∈ N∗, m ≥ 2 and n = 2m. Let f ∈ Bn such that NPB(f) < 2n/2. Any (WPB) function
g given by Construction 1 seeded with f has the following property: AI(g) ≥ AI(f)− blog(NPB(f) + 1)c.

Proof. By construction g can be written as f + h where wH(h) = NPB(f). Since wH(h) < 2n/2 we have
wH(h) < 2n−AI(f) ≤ 2n/2, and taking d = blog(NPB(f) + 1)c we get NPB(f) < 2d+1 − 1. Therefore, we can
apply Property 10, AI(g) ≥ AI(f)− blog(NPB(f) + 1)c.

Accordingly to the theorem, seeding Construction 1 with functions with high algebraic immunity and
low non perfect balancedness allows to get WPB functions with relatively high AI. In the next proposition,
we show how low degree functions (hence functions with low AI) with low non perfect balancedness can also
be used to produce WPB functions with lower bounded AI.

Proposition 9. Let m ∈ N∗, m ≥ 2 and n = 2m. Let f ∈ Bn such that NPB(f) < 2n/2 and deg(f) < n/2.
Any (WPB) function g given by Construction 1 seeded with f + σn/2,n has the following property:

AI(g) ≥ n

2
− deg(f)− blog(NPB(f) + 1)c.

Proof. Since the non perfect balancedness is not changed by the addition of a symmetric function null
in 0 and 1n (see Property 6), NPB(f + σn/2,n) = NPB(f) < 2n/2. It allows to use Theorem 4, giving
AI(g) ≥ AI(f + σn/2,n)− blog(NPB(f) + 1)c.

Then, we bound the algebraic immunity of f + σn/2,n. Since AI(σn/2,n) = n/2 (Property 5 Item 3) and
since the algebraic immunity decreases by at most d when adding a degree-d function (e.g. [4], Proposition
139), we obtain AI(f + σn/2,n) ≥ n

2 − deg(f).

In particular, using Proposition 9 with low degree function with (known) low NPB allows to build WPB
functions with relatively high AI. We illustrate it with the examples of truncated CMR functions, which
weightwise support has been recently studied in [36].

Property 11 (Adapted from [36], Theorem 1). Let m ∈ N∗, m ≥ 2 and n = 2m. Let d ∈ N∗, d < m, and
let fd,m ∈ Bn the function which ANF contains only the terms of degree at most 2d−1 of the CMR function
fn (Definition 9), the following holds for 0 ≤ k ≤ n:

|suppk(fd,m)| =

{
1
2

(
n
k

)
if k 6≡ 0 mod 2d,

1
2

(
n
k

)
− (−1)k/2d

2

(
2m−d

k/2d

)
if k ≡ 0 mod 2d.
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Proposition 10. Let m ∈ N∗, m ≥ 2 and n = 2m. Let d ∈ N∗, d < m, and let fd,m ∈ Bn the function which
ANF contains only the terms of degree at most 2d−1 of the CMR function fn (Definition 9), any (WPB)
function g given by Construction 1 seeded with fd,m + σn/2,n has the following property:

AI(g) ≥ n

2
− 2d−1 −m+ d+ 1.

Proof. First, we compute the NPB of fd,m. Using Property 1, we get:

NPB(fd,m) =
2−Wfd,m,0(0) +Wfd,m,n(0)

2
+

n−1∑
k=1

|Wfd,m,k(0)|
2

.

Using Property 11 since Wf,k(0) = |Ek,n| − 2|suppk(f)| it gives:

NPB(fd,m) =
2− 1 + 1

2
+

1

2

2m−d−1∑
t=1

(
2m−d

t

)
= 1 + 2m−d−1 − 1 = 2m−d−1.

Then, since 2m−d−1 < 2n/2, we can apply Proposition 9, which gives

AI(g) ≥ n

2
− deg(fd,m)− blog(NPB(fd,m) + 1)c = 2m−1 − 2d−1 −m+ d+ 1.

In particular for d = 1 (in this case f1,m corresponds to `n/2), it gives WPB functions with algebraic
immunity at least 2m−1 −m+ 1.

5 Conclusion and open questions

In this article we performed the first study on the algebraic immunity of WPB function, the values it can
take, and presented constructions reaching a low, or high value. In Section 3 we focused on the maximal and
minimal values the AI can take inside this family, and the general distribution of this parameter. We showed
a lower bound on the AI of two secondary constructions, and then proved the existence of WPB functions of
AI only 2 for all m greater than 2. The experimental study that we performed in 8 and 16 variables showed
that such functions are rare, whereas most WPB functions have optimal AI.

On the constructive side, in Section 4 we showed how GM Construction (Construction 1) can be used
to generate WPB functions with bounded AI. In a first time we proved how to build WPB functions with
lower bounded AI, one main example being the porcelain functions, an entire family with AI 2. We also
demonstrated that the WPB functions with very high nonlinearity exhibited in [12] have in fact minimal AI.
In a second time we used the construction to generate functions with upper bounded AI, together with an
example of family with AI at least 2m−1 −m+ 1.

Different open questions arose from this study. First, since the GM construction allows to derive WPB
functions with proven very high nonlinearity ( [12]), but minimal AI or proven high AI when used with
different seeds, it would be interesting to determine if the results can be combined to find seeds generating
WPB functions with both proven high nonlinearity and AI. Then, we notice that in both cases the seeds
used rely on a symmetric function with optimal nonlinearity in the first case and algebraic immunity in
the second case. This leads to question if investigating the properties of WPB functions up to addition of
symmetric functions could lead to WPB functions with good parameters for all the cryptographic criteria.
Finally, the experimental tests and former results on WPB families show that WPB functions have high AI
in general. It would be interesting to see if this property propagates to the criterion of weightwise algebraic
immunity, AIk, measuring the resistance to algebraic attacks when the Hamming weight is fixed.
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Méa22. Pierrick Méaux. On the algebraic immunity of direct sum constructions. Discrete Applied Mathematics,
320:223–234, 2022.

Mes16. Sihem Mesnager. Bent functions, volume 1. Springer, 2016.
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