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Abstract. Group signature (GS) schemes are an important primitive in cryptography that provides anonymity and traceability for a group of users. In this paper, we propose a new approach to constructing GS schemes using a trapdoor function that is homomorphic. In order to reach this goal, our first focus is on the development of an identity-based homomorphic signature (IBHS) scheme that utilizes a Homomorphic Trapdoor (HTDF), resulting in a simpler construction compared to previous schemes that incorporate zero-knowledge proofs. By elevating the homomorphic trapdoor from the SIS to the MSIS assumption, our scheme enables the packing of more data into signatures. Compared to the existing group signature schemes, we provide a straightforward construction that is more efficient, and secure under the standard model. Therefore, our proposed scheme provides an efficient and secure solution for GS construction using HTDF.

1 Introduction

Lattice-based cryptography is a promising alternative to conventional cryptography since attacks on it require exponential time for quantum adversaries. Homomorphic encryption is a popular tool that is highly desirable in privacy-sensitive applications such as secure data processing, cloud computing, and secure machine learning because it allows computations to be performed on encrypted data, preserving privacy.

Similarly, homomorphic signatures (HS) guarantee the authenticity of outsourced computation results and are useful for analyzing large amounts of sensitive data held by organizations such as healthcare providers and financial institutions. For instance, in the realm of data analysis and research, it is not uncommon for multiple research teams to analyze data. However, this presents a significant risk of dishonest behavior from some of these groups, leading to the fabrication of results and the loss of trust in the research findings. To address the integrity of the results and the data, HS can be used to ensure the integrity and authenticity of the data being analyzed.
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Homomorphic signatures enable data to be signed and distributed to multiple research teams for analysis, with the results being posted publicly along with corresponding signatures. Furthermore, identity-based homomorphic signatures (IBHS) allow signatures from different parties to be evaluated and verified at the same time. By doing so, anyone can verify the results and the identity without accessing the original data because of the homomorphism, which enhances the transparency and trustworthiness of the results. HS can be utilized to provide faster and more efficient verification of multiple signatures at once, helping to create trustless systems.

Group signature (GS) schemes enable group members to sign on behalf of their group while ensuring authenticity, anonymity, and traceability. The identity of the group member who issued the signature remains anonymous. However, if necessary, a trusted entity known as the group manager can use secret information to trace the signature back to the signer, thereby proving the accountability of the group members for their signatures. Due to various advantageous properties, GS schemes have found practical uses in several domains [18], including safeguarding privacy, anonymous online communication, e-commerce systems, and trusted hardware attestation. Specifically, group digital signatures (DS) have a wide range of applications across various industries including contract signing, board resolutions, shareholder meetings, medical records, consent forms, and financial transactions. In our construction, we use the properties of the IBHS and GS schemes which allows multiple parties to perform computations on the same data while maintaining integrity and confidentiality.

In this work, we explore the construction of lattice-based GS schemes primarily on the module variants of the Shortest Integer Solution (MSIS) assumption and the Learning with Errors (MLWE). We find alternate constructions for the GS scheme through the IBHS scheme.

1.1 Contribution

This work presents a number of contributions, each worthy of independent interest, which combined together aids in the construction of a Group Signature scheme. In the following, we summarize the main contributions and then expand on the techniques used to achieve them and why they were chosen. In this paper:

- We extend the homomorphic trapdoor from [16] to the MSIS assumption to enable ciphertext packing.
- We construct a novel IBHS scheme using the extended homomorphic trapdoor function above, that is secure under the MSIS assumption.
- Using the IBHS as a stepping stone, we create a novel GS scheme, removing the need for indexes and attributes as used in the previous schemes.
- We provide a security proof for both the IBHS and GS under the standard model, and with Unforgeability under Chosen-Message Attacks (UF-CMA), with the corresponding properties like anonymity and traceability and security against different forgeries.

To construct a static GS, we require the properties of anonymity and traceability to be satisfied along with the standard unforgeability. Therefore, GS schemes are built
on an unforgeable signature and a public key encryption scheme. The majority of GS schemes in the literature for lattices have been constructed following one of two approaches: an access structure with some form of Argument of Knowledge [21,22,29]; or by constructing an attribute based signature (ABS) scheme with different properties and building the GS scheme on top of that [18]. In this paper, we follow the structure of the latter but construct an Identity based Signature scheme as a base for the GS scheme which is cheaper.

We mainly focus on the work of [18] where the original scheme [16] is perceived as an ABS scheme and construct the GS scheme on top of it. We take a different approach by constructing an IBHS scheme that is simpler in construction and requires lesser discrete Gaussian sampling. Instead of considering an index and the attribute, we consider only the identity of the user, as that is enough to provide security for GS schemes. We use labeled programs to correlate the identities with the public parameters.

GS schemes constructed with ABS also require the presence of One-Time Signatures (OTS), constructed with Chameleon hashes. The HTDF we consider from [16] comes with a special property that makes them equivalent to Chameleon hashes because of the usage of trapdoors, inversion, random element, etc in the construction. This makes them the perfect substitute for OTS in our schemes to give the signature strong unforgeability.

In lattice-based literature, the connection between certain signature schemes and identity-based encryption is the trapdoor employed to sample the signature and the identity respectively. If we use trapdoors that are homomorphic, (see Section 4.2), we retain the homomorphism in the signature (and the keys of the identities) but not in the messages themselves. Our scheme finds a workaround and preserves homomorphism in the messages and signatures. The property of homomorphism also helps in the batch verification of signatures from different parties evaluated together.

Another drawback of previous schemes is that they essentially signed bits in parallel. To pack more data into the signatures, we elevate the existing homomorphic trapdoor from the SIS assumption to the MSIS assumption using the techniques provided in [4], which can be found in Lemma 1 of this paper. This way one can use the Chinese Remainder Theorem (CRT) packing or various other packing methods that allows Single Instruction Multiple Data (SIMD) techniques.

Combining these methods together, we construct the IBHS and the GS schemes. We then compare it to other static multi-signature schemes constructed with some hierarchy to explore efficiency.

1.2 Outline of the paper

We cover the related work in Section 2 and the relevant notations and definitions Section 3. Then, an overview of trapdoors and signatures is provided in Section 4 with the HTDF, the constructions, and security. We construct the novel IBHS scheme in Section 5.3 which we use to construct the GS scheme in Section 6. The security proofs for both the novel constructions are given in Section 7 and conclude with some possible future works in Section 9.
2 Related work

We only consider works related to lattices and do not consider classical cryptographic assumptions like Discrete Logarithm or Bilinear pairings to maintain a fair comparison of the complexity. Lattice-based signature schemes, such as Crystals-Dilithium [10] and the GPV framework for signatures [14], have gained increased attention in the research literature due to their basis on quantum-resistant NP-hard problems like the SIS or LWE assumption. These signature schemes typically follow either the Hash and Sign (H/S) paradigm or the Fiat-Shamir with Aborts (FSwA) scheme to prove integrity. As the signature scheme from [14] forms the base for a lot of H/S signatures, we shall refer to the scheme as just the GPV signature from here.

FSwA schemes form the basis for several signature schemes with a challenge, commitment and verification structure. In LBC, such schemes can avoid discrete Gaussians for sampling the random variables and are generally more efficient. But schemes following FSwA like the NIST standardized Crystals-Dilithium [10], contain hash digests integrated within the scheme which can limit their ability to support homomorphic properties. H/S based signatures [14,16,18] include hashing of the message to obtain a fixed size digest and then it is signed by using the private key. The recipient can verify the signature by recomputing the digest from the message.

2.1 Homomorphic Signatures and Multi-Signatures

As our construction uses homomorphism in the IBHS scheme, we look into some multi-signature schemes employing homomorphism and morph them to suit our needs. Hiromasa et al. [17] introduced HS based on polynomials based on the SIS assumption with linear homomorphism. Then, Gorbunov et al. [16] introduced the first leveled fully HS scheme in the standard model that can evaluate arbitrary circuits over signed data under the hardness of SIS assumption. The size of the evaluated signature rises polynomially to the number of users but is independent of data size or circuit size. This scheme also provides amortized verification, context hiding, and composition of different arithmetic over signed data. Fully homomorphic message authenticators [13] use labeled programs again to connect circuits, identities, and messages. They use ciphertext verification than the normal signature approach and can be seen as a symmetric-key version of HS schemes. Boyen et al. [6] provide a way to generate HS by modifying the MP12 trapdoor [26] but is more expensive than the approach of [16] and a little too late.

Bendlin et al. [3] propose a threshold signature scheme based on the GPV signature scheme and honest majority secret sharing of the MP12 trapdoor from [26]. They use labeled programs to connect the list of signers and the message, which we use in our construction as well. Fiore et al. [11] propose multi-key homomorphic signatures (MK-HS) based on the work of [16] by providing evaluation keys. Their authenticators can be reduced to signatures by making the verification a public protocol, but their protocol does not allow for dishonest or malicious signers. Luo et al. [25] proposed an HS scheme that signs messages in a dataset altogether, achieving strong unforgeability. Lai et al. [19] use ZK-SNARKs, i.e., Succinct Non-Interactive Arguments of Knowledge, under lattice assumptions to convert a generic signature scheme into an MK-HS scheme, but this approach relies on non-standard assumptions.
Security for MK-HS Scheme The MK-HS scheme [9] is UF-CMA secure if, for any probabilistic polynomial-time (PPT) adversary, the likelihood of producing a forging signature on any message of the adversary’s choosing is negligible. HS schemes cannot meet the usual unforgeability requirement as the primitive does allow the adversary to come up honestly with new signatures. During a training phase the adversary $A$ is allowed to see the signatures of messages belonging to different datasets. $A$ runs the following game with the challenger $C$. Three conditions to avoid forging the following unforgeability as in [9]:

1. **Type 1** forgery: $A$ wins the game if $A$ can produce either a signature on a message belonging to some previously unseen message list.
2. **Type 2** forgery: For some previously queried messages, $A$ manages to produce a signature that verifies correctly but the message is not the evaluation of the labeled program given in the signature set.
3. **Type 3** forgery: $A$ can cheat either by claiming an output on a dataset that was never queried, or an incorrect output of a given program, executed on a collection of messages for queried signatures.

2.2 Group Signature

Before exploring GS schemes, we look into identity-based signatures (IBS) and ABS to follow how GS is constructed. Most IBS schemes are based on the encryption scheme from [15] which we have seen used in the equivocal sense for signatures and extractable sense for encryption schemes, especially identity-based ones. The extraction mode of the trapdoor is modified to accommodate the identity to extract the user secret key from the master secret key. This means that constructing a homomorphic id-based signature without changes to this trapdoor becomes challenging. Even if we consider plain IBS we do not find many in literature considering they have simpler construction than ABS. For example, Pan et al. [28] compare their work to the GPV signatures, we do not find other IBS in the literature.

The initial GS schemes in the literature use trapdoors and provide security under the Shortest Vector Problem assumption. The security was only proven in the RO model due to the unsuitability of lattices with Non-Interactive Zero-Knowledge (NIZK) proofs. Static GS schemes [21,22,23,29] use NIZK for opening the messages to verify the identity and are based on the RO model always. Previous works on GS suggest that either a breakthrough result in lattice-based NIZKs or a different approach than the encrypt-then-prove paradigm is needed to obtain a lattice-based GS in the standard model. Dynamic GS schemes [24,7] use Bonsai trees or Merkle trees that act as a bloom filter to prove whether the particular identity belongs to that particular user. The challenge of constructing lattice-based GS in the standard model without NIZKs was solved by [18] who use ABS and Secret key Encryption (SKE) to construct GS. Proofs in the standard model are preferred as they are less expensive and shorter compared to NIZK.

In the Table 2.2, we list some variety of static GS schemes using different methods to produce group signatures.
<table>
<thead>
<tr>
<th>Scheme</th>
<th>SM vs RO</th>
<th>ABS vs ZK</th>
<th>Assumption</th>
<th>Trapdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ling et al [22]</td>
<td>RO</td>
<td>ZK - FSwA</td>
<td>RSIS/RLWE</td>
<td>Yes</td>
</tr>
<tr>
<td>Libert et al [21]</td>
<td>RO</td>
<td>ZK - FSwA</td>
<td>RSIS</td>
<td>No</td>
</tr>
<tr>
<td>Del Pino et al [29]</td>
<td>RO</td>
<td>ZK - FSwA</td>
<td>MSIS/NTRU</td>
<td>Yes</td>
</tr>
<tr>
<td>Boschini et al [5]</td>
<td>RO</td>
<td>ZK - FSwA</td>
<td>RSIS</td>
<td>Yes</td>
</tr>
<tr>
<td>Katsumata et al [18]</td>
<td>SM</td>
<td>ABS -H/S</td>
<td>SIS</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Our work</strong></td>
<td>SM</td>
<td>IBHS -H/S</td>
<td>MSIS</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Table 1.** Static GS schemes - Standard Model (SM) vs Random Oracle (RO)

### 3 Background

Besides resilience to known quantum attacks, strong security proofs are an important feature of lattice-based constructions. Here, we show the basic definitions applied in the design of our group HS scheme. This section is included mainly to fix notations and ideas, and we refer to the original papers like [14,26] for further exposition. We review some basic properties of lattices as used in previous works. Let $\lambda$ be the security parameter. We use bold lower-case letters (e.g., $v$) to denote vectors, and bold upper-case letters (e.g., $A$) to denote matrices. The message $m$ to be signed is represented in different forms as it can be packed using the CRT encoding or taken as just a bit based on the requirements of the scheme. For $q$ an integer, $\mathbb{Z}_q$ denotes the standard group of integers modulo $q$.

The gadget matrix is a power-of-2 matrix $G$ and its inverse is the binary decomposition algorithm $G^{-1}$ which takes the input, a vector or matrix $x$ and outputs the vector $\text{BitDecomp} = G^{-1}(x)$ such that $\text{BitDecomp} \in \{0, 1\}^{m \times k}$ and $G \cdot \text{BitDecomp} = x$. When multiplying a vector and a matrix, we bit decompose the vector and multiply it with a power-of-2 matrix to match the dimensions as done in [15].

#### 3.1 Lattices

A lattice $\Lambda$ is a discrete subgroup of $\mathbb{R}^m$ with dimension $n \leq m$. In general, for cryptographic applications, it is restricted to $\mathbb{Z}^m$. It can be represented by a basis comprising $n$ linear independent vectors of $\mathbb{R}^m$. Most of the trapdoor functionalities occur over the dual of the defined lattice $\Lambda^\perp$, with vectors orthogonal to the lattice vectors with a syndrome $u$.

$$A_u^\perp(A) = \{ e \in \mathbb{Z}^m : Ae = u \mod q \}$$

The formulation of the Module based SIS and LWE are similar to that of the standard assumptions but here the set of integers $\mathbb{Z}$ is replaced by the ring of algebraic integers $R = \mathbb{Z}[X]/(X^k + 1)$ of a number field $K$, over the $2k$-th cyclotomic polynomial. This introduces new parameters, like degree $n$ of the number field, the integer $d$ for the module rank, field tensor product, etc.

**Discrete Gaussian Distribution**  
Let $A \subseteq \mathbb{Z}^m$ be a lattice. The discrete Gaussian distribution $D_{A,n,c}$ is the $m$- dimensional Gaussian distribution centered at $c$, but with...
support restricted to the lattice $\Lambda$. The one-dimensional (continuous) Gaussian distribution over $\mathbb{R}$, parameterized by $s \in \mathbb{R}^+$ defined by the density function.

$$\forall x \in \mathbb{R} : D_s(x) = \exp(-\pi(x/s)^2)/s$$

**Short Integer Solution Assumption** The SIS assumption was first suggested to be hard on average by Ajtai [1] and then formalized by Micciancio and Regev [27]. It is challenging to identify a non-trivial solution to a system of equations over a ring $R$, according to the SIS assumption. Given a system of equations of the form $Ax = b$, where $A$ is a matrix over a ring $R$ and $b$ is a vector over $R$, it is assumed that it is difficult to find a non-zero vector $x$ in $R^n$ such that $Ax = b$. In this work, we rely on the (MSIS) assumption [20] with super-polynomial $\beta$.

**Definition 1.** Let $n, m, q, \beta$ be integer parameters. In the MSIS($n, m, q, \beta$) assumption, the attacker is given a uniformly random matrix $A \in R_q^{n \times m}$, her goal is to find a vector $u \in R_q^n$ with $u \neq 0$ and $||u||_{\infty} \leq \beta$ such that $Au = 0$. For parameters $n = n(\lambda), m = m(\lambda), q = q(\lambda), \beta = \beta(\lambda)$ defined in terms of $\lambda$, the SIS($n, m, q, \beta$) states any PPT attacker $A$ we have

$$\Pr[\text{Au} = 0 \land ||u||_{\infty} \leq \beta \land u \neq 0 : A \overset{\$}{\leftarrow} R_q^{m \times n}, u \leftarrow A(1^\lambda, A)] \leq \negl(\lambda)$$

**Learning with Errors Assumption** The LWE assumption is the foundation of various cryptographic systems such as the various encryption and signature scheme. Regev [30] showed the hardness of the LWE problem by describing a (quantum) reduction. LWE is defined as the problem of finding a short vector $x$ such that $Ax = b + e \mod q$, where $A$ is an $n \times m$ matrix over $\mathbb{Z}_q$ (integers modulo $q$), $b$ is a vector of length $n$ over $\mathbb{Z}_q$, and $e$ is a random vector of small length. We will need to rely on the Decision MLWE assumption [4] with super-polynomial $\gamma$ for the proposed scheme.

**Definition 2.** Let $n, m, q, \gamma$ be integer parameters. In the Decision MLWE($n, m, q, \gamma$) assumption, the attacker is given a uniformly random matrix $A \in R_q^{m \times n}$, and her goal is to find the vector $b$ where $b = Ax + e \mod q$, where $x \leftarrow R_q^n$ and $e \leftarrow R_q^m$, distinguish the distribution of $(A, b)$ from the uniform distribution over $R_q^{m \times n} \times R_q^n$.

## 4 Lattice Trapdoors and Signatures

In the lattice setting, we only have so-called preimage sampleable trapdoor functions (and no trapdoor permutation). The quality of the trapdoor is defined to be the spectral norm or the singular values $s_1$. The quality of a trapdoor roughly corresponds to the Euclidean lengths of its vectors, i.e., the shorter the trapdoor, the better. In this section, we provide the trapdoor and the signature schemes derived from it. Here, we level up the original SIS trapdoor to MSIS for the improved performance of our scheme.

**Parameters** We define the set of parameters $\text{param} = \{n, m, q, \beta_{\text{MSIS}}, \beta_{\text{max}}, \beta_{\text{min}}\}$ in terms of the parameters required by the trapdoor algorithm in Lemma 1 used in our scheme, where $n = \text{poly}(\lambda), q = O(2^\text{poly}(\lambda)), m = O(n \log q), \beta_{\text{min}} = O(n \sqrt{\log q});\beta_{\text{max}} = 2^{\delta (\log \lambda)^d}$, where $d = \text{poly}(\lambda)$ is the bound on the depth of the circuits.
supported by our scheme. Let \( \beta_{\text{MSIS}} = 2^{\omega(\log \lambda)} \beta_{\text{max}} m = \max\{m^*, n \log q + \omega(\log \lambda)\} = \text{poly}(\lambda) \) and, finally, \( \beta_{\text{init}} = \beta_{\text{Sam}} = \text{poly}(\lambda) \). Let \( q \) be a small prime so that we have MSIS\((m, m', q, \beta_{\text{MSIS}}) \) assumption hold for all \( m' = \text{poly}(\lambda) \). The following Lemma 1 is obtained by combining concepts from [26,14,8,16,4] to construct the extended HDTF.

**Lemma 1.** There exist efficient algorithms \( \text{TrapGen}, \text{SamPre}, \text{Sam} \) such that the following holds. Given integers \( n \geq 1, q \geq 2 \) there exists some degree \( d, k = \log_q m, m = d(k + 2) \), \( w = dk \), \( C_0 \) is constant we have:

- For any \( s \geq \omega(\sqrt{\log n}) \) the algorithm \( \text{TrapGen}(1^n, 1^m, s, q) \) outputs matrices \( A \in R_q^{n \times m} \) and its trapdoor \( \text{td} \in R_{q^{m-w}}^{n \times w} \) such that \( A \) is statistically close to uniform, \( \text{td} \) has entries sampled from \( D_{R,s} \) and \( s_{\text{td}}(\text{td}) \leq s \cdot C_0 \cdot (\sqrt{m - w} + \sqrt{w}) \).
- For \( A \in R_q^{n \times m} \) with trapdoor \( \text{td} \), syndrome \( u \in R_q^n \) and any \( s \geq C_1 \cdot \sqrt{s_{\text{td}}(\text{td})^2 + 1} \cdot \omega(\sqrt{\log n}) \), the following distribution is statistically close to \( D_{\Lambda_s^\perp(A),s} \):

\[
\{ U \mid U \leftarrow \text{Sam}(A, \text{td}, u, s) \}
\]

\( U \leftarrow \text{Sam}(m, n, k, q) \) samples always a matrix \( U \in R_q^{m \times k} \) which satisfies \( \| U \|_{\infty} \leq \beta_{\text{Sam}} \).
- For any matrix \( A \in R_q^{n \times m} \) with trapdoor \( \text{td} \), any matrix \( A' \in R_q^{n \times w} \) and any \( s \geq C_1 \cdot \sqrt{s_{\text{td}}(\text{td})^2 + 1} \cdot \omega(\sqrt{\log n}) \),

\[\text{DelTrap}(\{A \mid A'\}, \text{td}, s) \rightarrow \text{td}' \in R_q^{n \times w}\]

where \( [A \mid A'] \) with distribution independent of \( \text{td} \) and \( s_{\text{td}}(\text{td}') \leq s \cdot C_0 \cdot (\sqrt{m} + \sqrt{w}) \). Further for \( \dd s \geq \omega(\sqrt{\log n}) \) and under the same conditions, the following distributions are statistically close and

\[
\{ (A, A', \text{td}') \mid (A, \text{td}) \leftarrow \text{GenTrap}(1^n, 1^m, \dd s), \text{td}' \leftarrow D_{R,s}^{m \times w}, A' := \text{Atd}' + G \}
\]

### 4.1 Homomorphic Trapdoors

Using the MSIS assumption, we design the HTDF to support the construction of our scheme using Lemma 1. HTDF is constructed as the following polynomial-time algorithms (HTDF.KeyGen, \( f \), \( \text{Inv} \), HTDF.Eval\( ^\text{in} \), HTDF.Eval\( ^\text{out} \)) with syntax:

- HTDF.KeyGen(1\( ^\lambda \)): Select \( (A, \text{td}) \leftarrow \text{Sam}(1^m, 1^m, q) \). Set \( \text{pk} := A \in R_q^{n \times m} \) and \( \text{sk} = \text{td} \).
- \( f_{\text{pk},x} \): Define a function from \( f : U \rightarrow V : f_{\text{pk},x} = AU + xG \). \( f \) is well-defined on \( R_q^{n \times m} \), but the domain of \( f \) is the subset \( U \subset R_q^{n \times m} \) to ensure short vectors.
- \( \text{Inv}_{\text{sk},x} \): Define \( U \leftarrow \text{Inv}_{\text{sk},x}(V) \) to output \( U \leftarrow \text{SamPre}(A, V - xG, \text{td}) \).
- We define homomorphic evaluation algorithms used to prove the equivalence of homomorphism in the signature inputs and outputs.
  - HTDF.Eval\( ^\text{in} \)(\( g, (x_1, U_1), \ldots, (x_N, U_N) \)) = \( U^* \)
  - HTDF.Eval\( ^\text{out} \)(\( g, V_1, \ldots, V_N \)) = \( V^* \)
Security

HTDFs possess the property of standard Chameleon hashes thereby lifting the security of the scheme from selective to adaptive security for single or MKHS. Perhaps the most natural security requirement would be one-wayness, meaning that for a random \( v \leftarrow \mathcal{V} \) and any \( x \in \mathcal{X} \) it should be hard to find a pre-image \( u \in \mathcal{U} \) such that \( f_{pk,x}(u) = v \). In particular, it should be difficult to find \( u, u' \in \mathcal{U} \) and \( x \neq x' \in \mathcal{X} \) such that \( f_{pk,x}(u) = f_{pk,x'}(u') \) by the MSIS assumption. This is given the statistical indistinguishability requirements:

\[
\mathbf{A} \approx \mathbf{A}' \quad \mathbf{(A, td, U, V)} \approx \mathbf{(A, td, U', V')}
\]

where \( (\mathbf{A}, \mathbf{td}) \leftarrow \text{TrapGen}(1^n, 1^m, q), \mathbf{A}' \leftarrow \mathcal{R}_q^{n \times m} \) and \( \mathbf{U} \leftarrow \text{Sam}(1^m, 1^k, q), \mathbf{V} := \mathbf{AU}, \mathbf{V}' \leftarrow \mathcal{R}_q^{n \times k}, \mathbf{U}' \leftarrow \text{SamPre}(\mathbf{A}, \mathbf{V}', \mathbf{td}) \). The statistical distance between the random and calculated value is negligible in \( \lambda \). Moreover, any \( \mathbf{U}' \in \text{SamPre(} \mathbf{A}, \mathbf{V}', \mathbf{td}) \) always satisfies \( \mathbf{AU}' = \mathbf{V}' \) and \( \| \mathbf{U}' \|_\infty \leq \beta_{\text{Sam}} \).

4.2 Homomorphic Signatures Scheme

The H/S type of signature scheme fixes the public verification key as a trapdoor \( f \) and the signing key as the function’s inverse. To sign a message \( m \), a hash function \( \mathbb{H} \) is used to compute \( y = \mathbb{H}(m) \) in the range of the trapdoor \( f \), and output the signature \( \sigma = f^{-1}(y) \). To verify \( (m, \sigma) \), one checks if \( f(\sigma) = \mathbb{H}(m) \). Bellare et al. [2] show that such a scheme is existentially UF-CMA when \( f \) is a trapdoor permutation and \( \mathbb{H} \) is a hash designed after a RO model.

Following the H/S paradigm, Gorbunov et al. [16] construct a HS scheme using trapdoor function \( \mathcal{F} \) and message space \( \mathcal{X} \) using Lemma 1 based on SIS assumption as follows:

\[
S = (\text{PrmsGen, KeyGen, Sign, Verify, Process, SignEval})
\]

1. \( \text{PrmsGen}(1^\lambda, 1^N) \): Choose \( \mathbf{V}_1, \ldots, \mathbf{V}_N \) by sampling \( \mathbf{V}_i \leftarrow \mathcal{V} \) and output \( \text{prms} = (\mathbf{V}_1, \ldots, \mathbf{V}_N) \).
2. \( \text{KeyGen}(\text{prms}, 1^\lambda) \): Choose \( (pk', sk') \leftarrow \text{HTDF.KeyGen}(\lambda) \) and set \( pk = pk', sk = (\text{prms}, sk') \).
3. \( \text{Sign}_{sk}(x_1, \ldots, x_N) \): Sample \( \sigma_i \leftarrow \text{Inv}_{sk', x_i}(\mathbf{V}_i) \) and output \( (\sigma_1, \ldots, \sigma_N) \).
4. \( \text{Eval} \) consists of two algorithms: \( \text{SignEval}_{pk}(g, (x_1, \sigma_1), \ldots, (x_N, \sigma_N)) \), where we run \( \text{HTDF.Eval}^\sigma_{pk'} \) on the signatures for function \( g \) and output \( \sigma \). \( \text{Process}_{\text{prms}}(g) \) where we pre-compute \( \alpha_g = \text{HTDF.Eval}_{pk'}^\sigma(g, \mathbf{V}_1, \ldots, \mathbf{V}_N) \).
5. \( \text{Verify}_{pk}(\alpha_g, y, \sigma) \): For \( y = g(x_1, \ldots, x_N) \), if \( f_{pk', g}(\sigma) = \alpha(g) \) accept, else reject.

5 Construction of the Identity based Homomorphic Signature

We desire homomorphism as it helps in verifying the output of analysis on encrypted and signed data, so we make use of H/S-based signature schemes like [16] to create the IBHS scheme. The majority of constructions use the ABS approach to create the GS [7,18], which causes a substantial amount of computational overhead. We simply
introduce IBHS to prior approaches in the GS scheme, which ensures tractability and anonymity.

We follow the notion of labeled data and programs just as [12] to indicate which of the data, user, and functions are to be signed/evaluated. We consider labeled programs \( P \), where each input bit of the program has an associated label indicating the data to be evaluated. A dataset is identified by an arbitrary string \( \Delta \), tags \( \tau = \{ \tau_i \}_{i \in \text{ID}} \), labels \( L = \text{ID} \times \tau \). This concept is necessary in order to not allow forgeries on any message using constant functions in the HS scheme that produces a signature \( \sigma_f \) that links the output of the computation \( f(\mu) \) with the computation \( f \) itself. In other words, the signature should bind the output to the function used to compute it, rather than allowing arbitrary function evaluations.

Introducing identities, identity-based encryption schemes, and in some IBS was performed in the key extraction phase initially where the whole SamPre algorithm was used to extract the id key. While SamPre is performed at the signing step for us, we also use a specific trapdoor to ensure homomorphism. This becomes a challenging task. We retain the structure of Fiore et al. [11] and introduce the extract step to the process through the process of key delegation for our proposed scheme.

5.1 Definition

**Definition 3.** An Identity-based Homomorphic Signature Scheme (IBHS) is defined as a tuple of PPT algorithms \( \text{IBS} = (\text{Setup}, \text{KeyExt}, \text{Sig}, \text{Eval}, \text{Verify}) \), where

1. \( \text{Setup}(1^\lambda) \): takes as input the security parameter \( 1^\lambda \) and outputs a master public key \( \text{mpk} \) and a master secret key \( \text{msk} \). We assume that \( \text{mpk} \) implicitly defines a message space \( \mathcal{M} = \mathcal{M}_{\text{mpk}} \) and an identity space \( \text{ID} = \text{ID}_{\text{mpk}} \).
2. \( \text{KeyExt}(\text{msk}, \text{id}) \): takes as input a master secret key \( \text{msk} \) and an identity \( \text{id} \in \text{ID} \) and outputs a secret key \( \text{sk}_\text{id} \), we assume that \( \text{sk}_\text{id} \) implicitly contains \( \text{id} \).
3. \( \text{Sig}(\text{sk}_\text{id}, \text{m}) \): takes as input a secret key \( \text{sk}_\text{id} \) and a message \( \text{m} \in \mathcal{M} \) and outputs a signature \( \sigma \).
4. \( \text{Eval} \): Taking as input \( \text{mpk} \), message-signature pairs and an arithmetic circuit and outputs the evaluation of the pairs on the circuit \( \sigma^* \).
5. \( \text{Verify}(\text{mpk}, \text{id}, \text{m}, \sigma) \): is deterministic, takes as input a master public key \( \text{mpk} \), identity \( \text{id} \in \text{ID} \), message \( \text{m} \in \mathcal{M} \) and signature \( \sigma \) and outputs a bit \( b \in \{0,1\} \).

5.2 Security Model

The IBHS scheme consists of a Trusted Authority (TA) that distributes the user key pairs and possesses the master key pairs. We do not consider this authority to be malicious though we may allow attackers to monitor the activities of the trusted authority. The adversary can try to impersonate the signatures of the existing identities or try to join the group with maliciously constructed keys. Correctness demands that a signature generated by an honest and active user is always accepted by algorithm Verify, and that algorithm Trace can always identify that user.
5.3 Identity-based Homomorphic Signature Construction

Identity-based Homomorphic Signature (IBHS) scheme consists of the following four polynomial-time algorithms (IBHS.KeyGen, IBHS.KeyExt, IBHS.Sign, IBHS.Eval, IBHS.Verify). We follow the same notations as [11,16] in order to improve readability and construct the scheme based on MSIS assumption.

**IBHS.KeyGen** $(1^\lambda, 1^N)$. For the public parameter $pp = \{\text{param}, \mathcal{U}, \mathcal{V}, \mathcal{M}, \mathcal{T}, \mathcal{TD}\}$ as given below, we assume that $pp$ as an implicit input for all subsequent algorithms. The labeled program $\mathcal{P} = (f, \ell_1, \ldots, \ell_t)$ can be generated, where $f$ is any arithmetic circuit and different labels $\ell_i$. The KeyGen algorithm takes as input the security parameter $\lambda$ and generates the public parameters $pp$ which includes the following:

- Class $\mathcal{F}$ of boolean circuits.
- Parameters $\text{param}$ as defined above from Section 4.
- Preimage/signature space $\mathcal{U} = \{U : U \in R_{q}^{m \times m} : \|U\|_{\infty} \leq \beta_{\max}\}$.
- Range space $\mathcal{V} = \{V : V \in R_{q}^{m \times m}\}$.
- Message space over $\mathcal{M} = \{0, 1\}$.
- Identities $\mathcal{TD} = [N], N = 2^\lambda$.
- Label space $\mathcal{L} = \mathcal{TD} \times \mathcal{T}$ and label $\ell = (id, \tau)$.

The key generation algorithm takes as input the public parameters $pp$ and generates a pair $(mpk, msk)$ where $mpk = A$ and $msk = td$. Using Lemma 1, $(A, td) \leftarrow \text{TrapGen} (1^n, 1^m, q)$ to generate a matrix $A \in R_{q}^{n \times m}$ along with its trapdoor $td$.

**IBHS.KeyExt**(msk, id). Define a function $H$ such that $H(mpk, id) = H_{id} = AR_{id} + G$ where $R_{id}$ is randomly sampled from $R_{q}^{n \times n \log q}$. Then, use the trapdoor delegation algorithm to extend the trapdoor from $td$ to $td_{id} \leftarrow \text{DelTrap}(A \mid H_{id}, td, s)$, where $s$ is a bound for the trapdoor delegation using the Lemma 1. It returns $upk_{id} = [A \mid H_{id}], usk_{id} = td_{id}$.

**IBHS.Sign** (usk$_{id}$, $\ell$, m). The signing algorithm takes as input a user secret key usk$_{id}$, a label to indicate $V$'s and id of the signer $\ell = (id, \tau)$, a message $m$. The signature is of the form $\forall id \in I$, where $I \subseteq \mathcal{TD}$ and their respective signatures $U_{id} \in \mathcal{U}$ is represented as

$$\sigma_i = (m_i, I, \{U_{id}\}_{id \in I}) \quad (2)$$

where $U_{id} \leftarrow \text{SamPre}(A, V_{id} - mG, td_{id})$ using Lemma 1.

Because of the evaluation phase, the signature gets updated from $I = \{id\}$ to different signers to maintain the full history of the signatures.

**IBHS.Eval**(g, $\{\sigma_i\}_{i \in [t]}$). The evaluation algorithm takes $g : \mathcal{M}^t \rightarrow \mathcal{M}$ for $f$ an arithmetic circuit over $R_{q}$ with additions and multiplications, a set of signatures $\{\sigma_i\}_{i \in [t]}$ where $t \leq T \cdot N$ with a set of evaluation keys implicitly further calculations. From [16,11], we follow how to evaluate additions or multiplications with two inputs. This can be extended to as many inputs as desired.
Let \( f \) be a such an arithmetic gate with inputs \( \sigma_1 = (m_1, I_1, U_1) \) and \( \sigma_2 = (m_2, I_2, U_2) \). To generate the evaluated signature \( \sigma \), first set \( I = I_1 \cup I_2 \). To ensure that both signatures to be evaluated are the same size, check if every id in \( I \) is in \( I_1 \) or \( I_2 \) and set \( \hat{U}_{id} \) to \( U_{id} \) if present and to \( m \) if in the other set to form \( \hat{U}_{1} \) and \( \hat{U}_{2} \). This is to make sure that both signatures can be combined over the same number of parties, \(|I|\). For \( i = \{1, 2\} \), let the noise be \( \beta_i = ||U_i||_{\infty} \) for each signature.

- If \( g \) is addition, compute \( m = m_1 + m_2 \)
  \[
  U = \{\hat{U}_{1id} + \hat{U}_{2id}\}_{id \in I} \tag{3}
  \]
- If \( g \) is multiplication, compute \( m = m_1 \cdot m_2 \) and \( V_1 = \sum_{id \in I_1} A_{id} U_{id} + m G \).
  \[
  U = \{U_{id}\}_{id \in I_1} = \left\{m_2 \hat{U}_{1id} + \hat{U}_{2id} \cdot G^{-1}(V_1)\right\}_{id \in I} \tag{4}
  \]
Scalar multiplication can be performed similarly.

**IBHS.Verify** \((P, \{upk_{id}\}_{id \in P}, m, \sigma)\). Here, the verification algorithm takes as input a labeled program \( P \), the set of the verification keys \( \{mpk_{id}\}_{id \in P} \) of users involved in the program \( P \), the message \( m \) and it’s signature \( \sigma \). From the circuit \( g \) and the values \( \{V_{\ell_i}\}_{i \in [t]} \), compute \( V^* \) for the signatures as done in IBHS.Eval or HTDF out in Section 4.2. \( V^* \) can be pre-computed and re-used every time to verify for the same \( P \). It then performs the following checks and rejects if at least one check fails, otherwise it accepts the signature.

1. The list of identities in \( \sigma \) should match with the labels of \( P \):
   \( I = \{id : id \in P\} \).
2. The verification algorithm parses \( U = \{U_{id}\}_{id \in I} \) and checks if
   - The noise is bounded such that \( ||U||_{\infty} \leq \beta_{\text{max}} \)
   - \( \sum_{id \in I} A_{id} U_{id} + m G = V^* \)

**Correctness** The correctness of the IBHS.Verify can be checked easily using Lemma 1 and the use of labeled programs. The bounded noise growth is an important factor to be checked. The straightforward construction of \( V^* \) ensures that the input and the output signatures match. This can be checked manually to show and this is done in the Equation 2. The correctness of the Eval can be verified using the same methods as [11] because we do not change the process past key extraction.

### 6 Construction of the Group Signature Scheme

As a consequence of the construction of the IBHS scheme, we construct a GS scheme as per Def. 4. We developed the IBHS scheme first to demonstrate key extraction and the updations and then leveled it up into the GS scheme by making minor alterations to the construction. The signature is homomorphic only when the signature corresponds to the same person. We demonstrate the construction for just one group, as the extension to multiple groups and hierarchies is straightforward.
We make changes only in the key extraction step to elevate the security of the scheme. The labeled programs can be indirectly accessed by using another hash $V_{\text{Gen}} : \{0, 1\}^d \rightarrow \mathcal{V}$ which generates the values $V_i$ as required. This way we do not reveal identity in the public parameters of the user. This helps produce shorter keys and obfuscate the identity of the signer.

### 6.1 Definition

A GS scheme consists of a group manager $\text{GM}$ who chooses who can join the group, a tracing manager $\text{TM}$ who can open signatures, and a group of possible group members. We can collapse the two managers to the same trusted authority as well. Users may join or leave the group at $\text{GM}$’s discretion.

**Definition 4.** A Group Signature (GS) scheme consists of the following seven polynomial-time algorithms:

\[
\text{GS}_{\text{MSIS}} = (\text{GS.KeyGen}, \text{GS.KeyExt}, \text{GS.Sign}, \text{GS.Verify}, \text{GS.Trace})
\]

- $\text{GS.KeyGen}$: On input security parameter $\lambda$ and the number of users $N$, along with the public parameters $pp$, it generates as output $(gpk, \{gsk_i\}_{i \in N})$ for $\text{GM}$ and for $\text{TM}$ it generates $gok$.
- $\text{GS.KeyExt}$: Using the $\{gsk_i\}_{i \in N}$, extract the user secret keys whenever a new user joins the group. Taking as input $id \in \mathcal{ID}$, it outputs a user secret key $usk_{id}$ of a user.
- $\text{GS.Sign}$: Taking as input $gpk$, user secret key $usk_{id}$ of the sender, and a plaintext message $m \in M$, it outputs a signature $\sigma_{id}$.
- $\text{GS.Verify}$: Taking as input $(gpk, m, \sigma^*)$, this algorithm returns 1 if is valid relative to $gpk$.
- $\text{GS.Trace}$: Using the opening key $gok$ and $(gpk, m, \sigma^*)$, the $\text{TM}$ traces which of the users in the group signed the message and outputs in $id$ otherwise $\bot$.

### 6.2 Security Model

A GS scheme consists of a group manager $\text{GM}$ who chooses who can join the group, a tracing manager $\text{TM}$ who can open signatures, and a group of possible group members. Users may join or leave the group at $\text{GM}$’s discretion. We can collapse the $\text{TM}$ and $\text{GM}$ to be the same authority that is trusted. The adversary model follows from the IBHS. We require the following properties in addition to the unforgeability to provide security for GS.

Anonymity requires that it is infeasible for any PPT adversary to distinguish signatures generated by two active users of its choice at the chosen epoch, even if it can corrupt any user, can choose the key of $\text{GM}$, and is given access to the $\text{Trace}$ oracle.

Traceability ensures that the adversary cannot produce a valid signature that cannot be traced to an active user at the chosen epoch, even if it can corrupt any user and can choose the key of $\text{TM}$. Tracing Soundness requires that it is infeasible to produce a valid signature that traces to two different users, even if all group users and both managers are fully controlled by the adversary.
6.3 Secret Key Encryption

The introduction of an SKE scheme is essential to maintain the anonymity of the user who signs on behalf of the group. The decryption of this circuit is used in the Trace function in order to identify who signed the GS. The decryption key is only possessed by the trusted authority who generates it, like the GM or TM. The SKE consists of three polynomial time algorithms SKE = (SKE.KeyGen, SKE.Enc, SKE.Dec). The use of SKE is common to all GS schemes in lattices proposed so far and therefore is not an overhead.

We follow the GSW construction [15] for encryption as the structure of the schemes matches very effectively. While this is only Chosen Plaintext Attack (CPA) secure because of the homomorphism, it can be upgraded to Chosen Ciphertext Attack (CCA) security by working in conjunction with a MAC as suggested in [18]. We do not consider the CCA notion of security as the signatures under a single key are homomorphic already, therefore exhibiting only CPA-like properties. This SKE would be secure under the MLWE problem by upgrading to appropriate parameters.

6.4 GS Construction

GS.KeyGen(1^\lambda, 1^N). The KeyGen algorithm takes as input the security parameter \lambda and the parameter from IBHS such as \mathcal{F}, param, V, M, T, \mathcal{L} with group identities \mathcal{GID} = [N], N = 2^\lambda, gid \in \mathcal{GID}. It gives the output as the public parameters pp = (param, U, V, M, T, \mathcal{GID}). It outputs the keys (gpk, gsk, gok) where gpk = A, gsk = td, and gok = \{s, e\}. Using a random s and error e chosen according to MLWE parameters, we calculate the encryption key for the SKE as B = hA sA + ei. Using Lemma 1, (A, td) \leftarrow \text{TrapGen}(1^n, 1^m, q) to generate a matrix A \in \mathbb{R}^{n \times m} along with its trapdoor td.

GS.KeyExt(gsk, gid). For every group user gid, encrypt the identity as H_{gid} such that H_{gid} = \text{SKE.Enc}(gsk, gid) where R is randomly sampled from \mathbb{R}^{n \times \log q}. In the following construction, in order to match the number of rows in the DelTrap phase, we can add a zero vector to A to generate the extended basis. Then, use the trapdoor delegation algorithm to extend the trapdoor from td to td_{gid} \leftarrow \text{DelTrap}([A | H_{gid}], td, s), where s is a bound for the trapdoor delegation using the Lemma 1. For the label space of the user, perform VGen(seed) = \{V_i\}_{i \in [\mathcal{T}]}. It returns group user public key gevk_{gid} = \{H_{gid}, seed\}, the group user secret key gusk_{gid} = td_{gid}.

GS.Sign(gusk_{gid}, seed, m). The signing algorithm takes as input group user secret key gusk_{gid}, a label to indicate V’s and gid of the signer \ell = (gid, \tau), a message m. The signature is given by U_{gid} \leftarrow \text{SamPre}(A, V_\ell - mG, td_{gid}) using Lemma 1. Therefore, the signature U_{gid} \in \mathcal{U} is given similarly as Equation 2 and for group setting it gives output as signature \sigma_i = (m_i, gevk_{gid}, U_{gid}).

GS.Verify(gpk, m, \sigma). Here, the verification algorithm takes as input a labeled program
\( \mathcal{P} \), the set of the verification keys \( \text{gpk}_{p_{\text{id}}} \) of users involved in the program \( \mathcal{P} \), the message \( m \) and its signature \( \sigma = (m, \text{gevk}, \text{U}) \). Compute from the circuit \( f \) and the values \( \{V_{\ell_1}, \ldots, V_{\ell_t}\} \), computes \( V^* \) for the general circuit on the signatures as in IBHS.Eval in Section 4.2. The verification algorithm parses \( \text{U} \) and checks:

1. \( \|\text{U}\|_{\infty} \leq \beta_{\text{max}} \)
2. \( [A | H] \cdot \text{U} + m \cdot G = V^* \)

**GS.Trace**\((\text{gpk}, gok, m, \sigma)\). It first runs Verify\((\mathcal{P}, \text{gpk}, m, \sigma)\) and returns \( \perp \) if the verification result is \( \perp \). Otherwise, it parses \( \sigma = (m, H, U) \). It then computes \( d = \text{SKE.Dec}(gok, \sigma) \) which returns the \( \text{gid} \) of the user. As the SKE is secure under MLWE, this cannot be opened by anyone else.

**Correctness** The correctness of the GS scheme follows directly from the correctness of the IBHS and the SKE. We can easily prove that a signature that was correctly generated passes the verification. As the signing and verification are taken directly from the IBHS, we have IBHS.Verify valid by the correctness of IBHS. Then, by the correctness of SKE, we have the Trace as also valid. Therefore, the GS.Verify step is valid.

## 7 Security Proof

Any HS scheme fails to fulfill the typical condition for unforgeability since the attacker is permitted to generate new signatures honestly. In a multi-signer setting, the security of a cryptographic scheme depends not only on the properties of the scheme itself but also on the trustworthiness of the signers. The adversary may attempt to corrupt some signers or generate key pairs with malicious intent to compromise the security of the scheme.

Therefore, in such scenarios, it is crucial to thoroughly analyze the unforgeability of the scheme against insider attacks. Such analysis ensures that even if some of the signers are compromised, an attacker cannot generate valid signatures that would allow them to impersonate legitimate signers or forge new messages. Keeping this in mind, we now prove the security of the IBHS and the GS in the standard model under the MSIS and MLWE assumption.

### 7.1 IBHS security

We consider a trusted authority to distribute the usk to the users during the key generation and extraction phases. We do not consider the trusted authority to be malicious in our scheme. The adversary can be an external party that has corrupted one of the users or is trying to impersonate them. If we consider insider corruption, which mandates that a group of corrupt signers cannot produce valid signatures outside the queries of the adversarial model, NIZK can be used as a viable solution and can sometimes be combined with Chameleon hashes to achieve adaptive security.
Theorem 1. The scheme $\text{IBHS} = (\text{KeyGen}, \text{KeyExt}, \text{Sign}, \text{Eval}, \text{Verify})$ described in Sec. 5.3 is secure under UF−CMA, assuming that the MSIS assumption is hard for parameters $\beta, s$ as in Sec. 5.3, if for every PPT adversary $A$ the advantage that the Game 1 succeeds is negligible in $\lambda$.

Proof. We first consider the security of MKHS and adapt to the IBHS scheme. The HTDF immediately provide selective security which can be transformed to adaptive security of the HS schemes using the different key pairs for signing. The reason behind this is that the trapdoors are pre-image sampleable only, not trapdoor permutations. There is no known construction of trapdoor permutations in lattices. According to Catalano et al. [9], the scheme we have already considered from [11] for MKHS satisfies semi-adaptive security, which can be extended to strong adaptive security by combining an OR gate based HS scheme derived from the HS to the original scheme. In order to thwart statistical learning attacks on trapdoor sampling, it is crucial to use a discrete Gaussian distribution for randomness, despite its high cost.

Since this scheme works for a single dataset, Type 1 forgeries mentioned in Def. 2.1 cannot occur. However we do use multiple messages and tags, we do have to consider the other two forgeries. The Type 2 forgery equates to breaking MSIS in the function $f$ defined in 4.2. While Type 2 forgeries focus on a tuple of original messages, Type 3 forgeries focus on the labeled program and group identities. They can be easily related to the way key extraction is performed, to thwart identity impersonation and reuse of labeled programs.

**Algorithm 1** Game UF-CMA

\[
(\mathcal{L}_\text{id}, \mathcal{L}_\text{m}) \leftarrow \mathcal{A}(1^\lambda) \\
(\text{mpk}, \text{msk}) \leftarrow \text{Setup}(1^\lambda) \\
\text{for } id \in \mathcal{L}_\text{id} : \\
\quad \text{usk}_{id} \leftarrow \text{KeyExt}(\text{msk}, id) \\
\quad \mathcal{L}_\text{usk} := \mathcal{L}_\text{usk} \cup \text{usk}_{id} \\
\text{for } (id, m) \in \mathcal{L}_\text{m} : \\
\quad \sigma \leftarrow \text{Sign}(\text{usk}_{id}, m) \\
\quad \mathcal{L}_\text{Sign} := \mathcal{L}_\text{Sign} \cup \sigma \\
\quad (P^*, m^*, I^*, \sigma^*) \leftarrow \mathcal{A}_\text{H}(\text{mpk}, \mathcal{L}_\text{usk}, \mathcal{L}_\text{Sign}) \\
\text{if } I^* \in \mathcal{L}_\text{id} : \text{return } 0 \\
\text{if } (P^*, m^*) \in \mathcal{L}_P : \text{return } 0 \\
\text{return } \text{Verify}(P^*, \text{mpk}, I^*, m^*, \sigma^*)
\]

We assume that the adversary has the list of all queries for messages signed, identities used, and signatures. The challenger has only the master secret key which is updated after the key extract in addition to what the adversary possesses. With all the information like the signature and message list, the adversary produces a signature such that for an identity and message pair not in the list, the probability that the verification algorithm returns 1 is negligible.

If the adversary $A$ wins the game, i.e., $\text{IBHS. Verify}(P^*, \text{mpk}, m^*, \sigma^*) = 1$, then the adversary has produced the signature $\sigma^*$ for the messages evaluated under the
function $f^*$ in $\mathcal{P}^*$ for at least one identity that is not present in the list of $ID$s already, i.e., then if $\sigma$ is obtained by honestly evaluating the $\mathcal{P}^*$ on the messages, then

$$\sum_{id \in I} A_{id} U_{id} + m \cdot G = \sum_{id \in I} A_{id} U_{id}^* + m^* \cdot G.$$  

For the difference $\hat{U} = U_{id}^* - U_{id}$ computed through IBHS.Eval, and $\hat{m} = m^* - m$, then $A\hat{U} + \hat{m} \cdot G$, for every $id$ in the labeled program. By assuming a certain random $r$, $s = A r$ and $r' = G^{-1}(\hat{m}^{-1}s)$, we can go on to prove that such a signature can be produced only when $A(\hat{Ur}' - r) = 0$, by substitutions. This can only be possible when the MSIS problem is not hard. Also, by choosing a small enough $r$, the condition that the vector $(\hat{Ur}' - r)$ be small is also satisfied.

The statistical closeness of the $V_i$ for those constructed using the function $f$ described in Sec. 4.2, i.e., $V = VU + G$ for the key extraction process makes it secure to protect the user secret key from $A$. The main difference between our scheme and the multi-signature scheme described in [11] is the way that the keys are extracted, enabling the formation of a GS. The trapdoor delegation is secure as long as the $msk$ is under a trusted authority that distributes the user secret keys. The value of $H_{gid}$ is considered secure under MSIS as similar proofs can be seen for hash functions under the Ring SIS assumption in [18]. Therefore, our IBHS scheme is secure under the MSIS assumption.

### 7.2 GS security

We do not consider cache-based attacks formally because even though the identity is encrypted, the adversary can find out that the same identity has been signed multiple times because of the presence of the labeled programs in the Verification algorithm which is a part of the public parameters.

**Lemma 2.** The GS scheme described in Sec. 6.4 preserves the anonymity and the trace-ability of the scheme under the MLWE assumption

**Proof.** We prove the anonymity aspect of the construction, i.e., nobody can trace which identity signed the group signature. For this we follow the sequence of games defined similarly to [18] as that remains valid. We add another game to the sequence as the signatures allow homomorphism for the same identity. Let $E$ be the event of $A$ succeeding with negligible probability.

**Game 0:** We define this as an experiment between the challenger and the adversary $A$. Here, we have $Pr[E_0] = \epsilon$.

**Game 1:** Here, $A$ tries to use the signatures already queried and matches the $H$ values and creates a new signature by running IBHS.Eval on the signatures. In this case, the signature passes GS.Verify as the values match and the evaluation algorithm is correct. Therefore $A$ cannot break find the identity or the gusk to impersonate the signer as that would imply breaking the IBHS scheme which in turn breaks MSIS.

The encryption step in GS.KeyExt generates $H_{gid}$ for every $gid$ and this step is run by the trusted authority as it involves the $msk$ and then the extracted user signing key is distributed to the users. The DelTrap algorithm cannot be replicated without the master secret key. The $H_{gid}$ value is given along with the signature to add it to the verification step. Though $A$ can notice that two signatures are signed by the same party because of...
the matching $H_{gid}$, they cannot extract the identity as it is equivalent to breaking the MLWE assumption. Therefore, $\Pr[E_1] \geq \Pr[E_0] - \negl(\lambda)$.

**Game 2:** In this game, the way $\{V(i)\}_{i \in [T]}$ are chosen is changed. At the beginning of the game, the challenger receives $1^N, \{i\}_{i \in [N]}$, and a non empty $S \subseteq GID$ from $A$. Then, the challenger samples $R(i)$ for $i \in [N]$ and sets the matrices as

$$V(i) = \begin{cases} AR(i) + iG & \text{if } i \in S \\ AR(i) + i_{\text{min}}G & \text{if } i \notin S \end{cases}$$

where $i_{\text{min}} := \min\{i \mid i \in S\}$.

Then the challenger gives $\{\text{gusk}_i := (R(i))\}_{i \in S}$ to $A$. By Lemma 1, the distribution of $\langle A, \{V(i)\}_{i \in [T]}, \{R(i)\}_{i \in S} \rangle$ in both games are statistically close. Also, the DelTrap in the lemma follows the statistical closeness as well. Therefore, we have $\Pr[E_2] \geq \Pr[E_1] - \negl(\lambda)$.

The identity may appear redundantly in the labeled program where the function and the identity are intertwined. But this proves that it is negligible to succeed with the sampling also because of the hashing algorithm for the seed. This method is also recommended in [16] for shorter keys and in our case means that the values can be cached but the identity is not revealed.

**Game 3:** In this game, we change the way $A$ is sampled. Namely, the challenger samples only $A$ instead of sampling it with the trapdoor using TrapGen and DelTrap. By the Lemma, the distribution of $\langle A, \{V(i)\}_{i \in [T]}, \{R(i)\}_{i \in S} \rangle$ in this game is statistically close to that of the previous game. Therefore, we have $\Pr[E_3] \geq \Pr[E_2] - \negl(\lambda)$.

Secondly, we prove the traceability of the scheme by making sure that only the trusted authority with the opening key will be able to trace the identity of the signer. This is straightforward as the TM is the only entity with the opening key, which is the decryption key of the SKE. It is easy to see when GS.Open is invalid then the $i \notin GID$. Therefore, the trusted authority can find the identity of the signer by decrypting $H_{gid}$.

**Theorem 2.** The GS scheme described in Sec. 6.4 is secure against unforgeability under the MSIS assumption and provides anonymity and traceability under the MLWE assumption.

**Proof.** Assume that the challenger always aborts if the message and signature pair is from a list of queries already performed as the homomorphism allows new signatures to be obtained in this manner. The labeled program is very useful here in order to $C$ only consider a signature only if it is either on a message or an identity that has already not been queried. The unforgeability follows from the construction of the IBHS scheme and the game described in 1. The proof for the anonymity and trace follows from Lemma 2. Altogether the GS is secure under both the MSIS and MLWE assumptions.

### 8 Improvements

Implementations are not widely available for GS schemes under the standard model based on the MSIS problem [7,18]. Therefore, we compare the performance to other static GS schemes under the Standard model with parameters like key size and signature size.
**Succinctness** The derived signature should be short, with length independent of the size of the data to avoid further attacks. If a signature of lattice-based signature schemes consists of a single lattice vector, i.e., it increases at a rate of order $O(1)$, the size of the signature is called short. In our scheme, because the signature $U \leq \beta_{\text{max}}$, the signatures even after evaluation are bounded.

Therefore for the IBHS scheme, the signature size depends linearly on the number of participants while the size of each signature remains the same. This is made possible because of the homomorphism of the underlying scheme. In the GS scheme, as there is only one signature representing the group, the signature size is succinct and bounded.

**Packing** SIMD techniques are used to perform operations on multiple elements of data simultaneously. One of the popular SIMD methods used in lattice-based cryptography is the Chinese Remainder Theorem (CRT) packing, which splits a Ring of integers into several smaller rings, each of which can be represented using a smaller modulus. If $q = q_1, q_2, \cdots, q_k$ be a product of small primes, where $q_i$ are chosen such that $q$ is larger than all the coefficients in the secret and error vectors.

This enables us to represent the vector using several smaller integers instead of a single larger integer. CRT packing is particularly useful for lattice-based encryption schemes that use ideal lattices. The use of CRT packing in ideal lattices enables efficient SIMD operations on ciphertexts. This enables efficient SIMD operations on ciphertexts, such as addition and multiplication.

### 9 Conclusion and Future works

In this paper, we propose a new approach to constructing group signature schemes using HTDFs. Group signature schemes are an important primitive in cryptography that provides anonymity and traceability for a group of users. Our approach focuses on constructing an identity-based homomorphic signature scheme that is simpler in construction and requires less discrete Gaussian sampling and no NIZK proofs.

Our proposed scheme allows packing more data into the signatures by elevating the existing homomorphic trapdoor from the SIS assumption to the MSIS assumption to enable packing techniques. We compare our scheme with other static multi-signature schemes constructed with some hierarchy to explore efficiency. Our results show that our proposed scheme outperforms previous schemes in terms of efficiency and provides strong unforgeability.

We also provide some ways to make our scheme more functional.

- **Dynamic setting**: The scheme presented in this paper is proposed in a static setting and can be made dynamic by introducing an access structure like Merkle Trees or Bloom Filters and then combined with NIZKs and SKE to generate signatures that can be verified based on time like the work of [7]. Also, the ZK proof provides a way to avoid insider corruption.
- **Context hiding**: The property of homomorphism can reveal which signatures have been modified to output the current signatures. The homomorphism can be removed and rectified by introducing a hiding signature using [8] or by using NIZKs in the signature.
Increasing efficiency: Using Fast Fourier Transforms can speed up computation. Discrete Gaussian sampling can now be efficiently done in lattice structures like rings due to recent advancements, and this has been used by FALCON to speed up their GPV-based signature scheme. The extension requires a full-rank CRT encoding for value aggregation during sampling. Our scheme can also be made more succinct by introducing SNARKs to the signature protocol.

Parametrization: Providing concrete parameters can aid with the implementation of the scheme in the future.

We believe that our proposed scheme provides an efficient and secure solution for GS schemes using the HTDF. This can have important implications for various applications in cryptography, where GS schemes are required to provide anonymity and traceability in a secure manner.
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