# eSTARK: Extending STARKs with Arguments 

Héctor Masip-Ardevol ${ }^{1}$, Marc Guzmán-Albiol ${ }^{1}$, Jordi Baylina-Melé ${ }^{2}$ and Jose Luis Muñoz-Tapia ${ }^{1}$<br>${ }^{1}$ Universitat Politècnica de Catalunya (UPC), Spain hector.masip@upc.edu<br>marc.guzman.albiol@upc.edu<br>jose.luis.munoz@upc.edu<br>${ }^{2}$ Polygon zkEVM, Switzerland<br>jordi@baylina.cat

March 31, 2023


#### Abstract

STARK is a widely used transparent proof system that uses low-degree tests for proving the correctness of a computer program. STARK consumes an intermediate representation known as AIR that is more appropriate for programs with a relatively short and structured description. However, an AIR is not able to succinctly express non-equality constraints, leading to the incorporation of unwanted polynomials. We present the eSTARK protocol, a new probabilistic proof that generalizes the STARK family through the introduction of a more generic intermediate representation called eAIR. We describe eSTARK in the polynomial IOP model, which combines the optimized version of the STARK protocol with the incorporation of three arguments into the protocol. We also explain various techniques that enhance the vanilla STARK complexity, including optimizations applied to polynomial computations, and analyze the tradeoffs between controlling the constraint degree either at the representation of the AIR or inside the eSTARK itself.
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## 1 Introduction

Since the term was coined and the first example was given in 1985 by Goldwasser et al. [GMR85], probabilistic proofs leverages a set of protocols, such as Interactive Proofs (IPs) [GMR85] and Probabilistic Checkable Proofs [AS92], that enable one party, known as the prover, to provide a guarantee to another party, known as the verifier, that the former performed a computation requested by the latter correctly. In practical terms, probabilistic proofs enable a computationally weak device to monitor the execution of a powerful but untrusted powerful server, allowing it to outsource a program execution to the server.

Probabilistic proofs can be even more useful when they also possess a property known as zero-knowledge [GMR85], which intuitively means that the proof reveals nothing but its validity. Equipped with zero-knowledge, probabilistic proofs let the prover demonstrate knowledge of a secret input satisfying a certain statement without revealing any information about the input beyond the validity of the statement. For example, a probabilistic proof satisfying zero-knowledge can be used to prove possession of a secret key associated with a particular public key or the knowledge of the preimage of a particular hash digest; without revealing any information about the secret key or the preimage. The latter could be used to log in to a website without typing a password, by simply sending proof of possession of the valid password.

Slightly more formal, our scenario is one in which the verifier, denoted as $\mathcal{V}$, sends a program description $f$ and an input $x$ for that program to the prover, denoted as $\mathcal{P}$. Then, $\mathcal{P}$ computes and returns the execution of program $f$ on input $x$, i.e., $y=f(x)$, along with a proof $\pi$ that the output $y$ is correct and consistent with the description $f$ and the input $x$. The proof $\pi$ should satisfy the following properties:

- Completeness. If $\mathcal{P}$ is honest, which means that he knows a pair $(x, y)$ such that the claim $f(x)=y$ is true and follows the protocol properly, then $\mathcal{P}$ should be able to compute a proof that convinces the verifier $\mathcal{V}$ of the validity of the claim.
- Soundness. A malicious prover $\mathcal{P}^{*}$ should be able to produce a proof that convinces the verifier $\mathcal{V}$ of a statement of a false claim, i.e., that $f(x) \neq y$, with negligible probability.
Completeness means that an honest verifier will always accept a proof if it is generated by an honest prover. Soundness deals with the verifier not accepting false proofs from malicious provers. These two properties protect the verifier against malicious provers. Moreover, the verification of the proof $\pi$ should be much more efficient than rerunning the program $f$ on $x$.

To also make probabilistic proofs privacy-preserving, $\mathcal{P}$ can provide his private input $w$ to the computation, known as the witness. Thus, $f$ now is written as a function of two inputs $(x, w)$ such that $f(x, w)=y$. If at the end of the protocol, $\mathcal{V}$ is convinced that the statement $y=f(x, w)$ is true without learning anything about $w$, then the scheme satisfies the zero-knowledge property and is typically called a Zero-Knowledge Proof (ZKP).

More formally, a ZKP satisfies completeness, soundness and zero-knowledge defined as follows:

- Zero-Knowledge: After interacting with $\mathcal{P}$ about the claim $f(x, w)=y, \mathcal{V}$ should learn nothing about the witness $w$ and still be convinced of the validity of the claim.
Compared with completeness and soundness, the zero-knowledge property guarantees the privacy of the prover's secret information against malicious verifiers.
zk-SNARKs. One family of ZKPs that has become of important consideration in recent years both in theory and in practice are zero-knowledge Succinct Non-interactive ARguments of Knowledge (zk-SNARKs) [BCCT11]. At a high level, zk-SNARKs is a generic
term to refer to ZKPs whose cryptographic assumptions and computational complexity are reasonable for practical use. More specifically, the acronym zk-SNARKs refers to probabilistic proofs such that:
- zk: Satisfy the zero-knowledge property, even though it is optional.
- Succinct: Have size sublinear compared to the size of the statement or the witness, i.e., the size of the computation itself.
- Non-Interactive: Do not require rounds of interaction between a particular prover and verifier and are publicly verifiable.
- Argument: Assume that are generated by provers having at most polynomial computational resources. In particular, provers are not able to break standard cryptographic assumptions.
- Of Knowledge: Satisfy knowledge soundness rather than plain soundness. That is, the proof demonstrates that the prover owns a witness for the statement, not only its existence.

In the literature it can be found many examples of zk-SNARKs [Gro16], $\left[\mathrm{BBB}^{+} 18\right]$, [GWC19], $\left[\mathrm{CHM}^{+} 19\right]$, each of them based on distinct cryptographic primitives and coming with different tradeoffs.

An application that makes use of zk-SNARKs as its core technology is Zcash [Wil16], a public blockchain based on bitcoin that uses these proofs in its core protocol for verifying that private transactions, named shielded transactions, have been computed correctly while revealing anything else to an external observer. More applications range from using zk-SNARKs to fight disinformation [KHSS22], to using zk-SNARKs for proving that convolutional neural networks have made predictions correctly without revealing the model itself [LXZ21].
zk-STARKs. Although zk-SNARKs have numerous applications, they suffer from a severe limitation: the requirement of a trusted party that generates random public parameters, known as the trusted setup, for the system to work that eliminates any knowledge of the randomness used in the process (typically known as the toxic waste). In fact, if a malicious party obtains access to that toxic waste then this party can easily forge false proofs.

As a result, systems that remove the previous requirement, and are therefore of transparent nature, have been developed. The most prominent family of transparent ZKPs are zero-knowledge Scalable Transparent ARguments of Knowledge (zk-STARKs) [BBHR18b]. Apart from satisfying the same properties of a zk-SNARKs, zk-STARKs are required to satisfy two additional properties:

- Scalability. Proving time is at most quasilinear and verification time is at most logarithmic in the size of the statement.
- Transparency. They do not require any trusted setup, i.e., any randomness used by transparent frameworks are public coins.

Examples of zk-STARKs are also present in the literature [WTs ${ }^{+}$17], [COS19], [Set19].
Intermediate Representations. Given a program $f$, to compute a proof of the validity of the execution of $f$, we typically agree upon an equivalent model amenable to probabilistic proof and then express $f$ as an algebraic constraint satisfaction problem of that model. This latter step is often called arithmetization, the output of such being an intermediate representation. For instance, (unstructured) arithmetic circuits are often encoded as a
system of quadratic equations over a finite field known as Rank-1 Constraint System (R1CS). In contrast, "structured" arithmetic circuits are often encoded as a set of repeated polynomial computations known as Algebraic Intermediate Representation (AIR). Here, by structured we are referring to circuits that are designed with a layered architecture, where each layer contains a small circuit that is replicated in every layer. In fact, an AIR is the standard intermediate representation consumed by a STARK [Sta21].

Since we will be dealing with structured arithmetic circuits, let us introduce an AIR more formally. An AIR A over a field $\mathbb{F}$ is defined by a set of multivariate constraint polynomials $C_{i} \in \mathbb{F}\left[X_{1}, \ldots, X_{2 M}\right]$. The idea is that $f$, represented as a set of univariate polynomials $p_{1}, \ldots, p_{2 M} \in \mathbb{F}[X]$, will be said to satisfy $A$ if and only if the following polynomial constraints:

$$
C_{i}\left(p_{1}(X), \ldots, p_{2 M}(X)\right)=0
$$

are satisfied over a subset of $\mathbb{F}$. Therefore, we translate the computation of $f$ into the satisfaction of every polynomial $C_{i}$ of an (equivalent) AIR A, being the latter ready to be consumed by an appropriate STARK.

Note that the definition of an AIR only captures polynomial constraints defined through equality. So, for instance, we are not able to directly express that the evaluations of a polynomial over the given subset are lower than a predetermined upper bound. For this, we would need to express this inequality as a set of equality with the incorporation of new polynomials such that the new constraints satisfy the equality if and only if the inequality is satisfied.

In this paper, we enlarge the type of constraints that can be captured by an AIR with the addition of non-identity constraints satisfying some requirements. We call the resulting constraint system an extended AIR (eAIR). Details will be explained in Section 4.1. Moreover, we provide a particular probabilistic proof that is ready to consume an eAIR, and because it will be defined as a generalization of a STARK, we will refer to it as an extended STARK (eSTARK).

### 1.1 Organization

This paper is organized as follows. In Section 2 we recall basic definitions related to the IOP model, introduce the non-identity constraints from which we enlarge the AIR expressiveness and provide an in-depth overview of STARKs. Moreover, we explain the low-degree test FRI that will be later on used by our eSTARK. In Section 3 we not only exhibit the main differences between STARKs and our eSTARK, but we also explain how to introduce the new type of constraints into the STARK protocol. We put everything together in Section 4 and proof that the eSTARK protocol is sound. Moreover, in Section 4.4 we provide a full description of our eSTARK in the practical realm. We conclude in Section 5.

## 2 Preliminaries

### 2.1 Notation

We denote by $\mathbb{F}$ to a finite field of prime order $p$ and $\mathbb{F}^{*}$ to its respective multiplicative group and define $k$ to be the biggest non-negative integer such that $2^{k} \mid(p-1)$. We also write $\mathbb{K}$ to denote a finite field extension of $\mathbb{F}$, of size $p^{e}, e \geq 2$. Furthermore, we write $\mathbb{F}[X]$ (resp. $\mathbb{K}[X]$ ) for the ring of polynomials with coefficients over $\mathbb{F}$ (resp. $\mathbb{K}$ ) and write $\mathbb{F}_{<d}[X]$ (resp. $\mathbb{K}_{<d}[X]$ ) to denote the set of polynomials of degree lower than $d$.

Although all the protocols presented in this article work over any prime order, we fix our attention on fields that contain a multiplicative subgroup of size a large power of two. This restriction is crucial to achieving a practical protocol.

Given a cyclic subgroup $S$ of $\mathbb{F}^{*}$, we denote by $L_{i} \in \mathbb{F}_{<|S|}[X]$ the $i$-th Lagrange polynomial for $S$. That is, $L_{i}$ satisfies $L_{i}\left(g^{i}\right)=1$ and $L_{i}\left(g^{j}\right)=0$ for $j \neq i$, where $g$ is used here to denote the generator of $S$. Moreover, we denote by $Z_{S}(X)=X^{|S|}-1 \in \mathbb{F}[X]$ to the polynomial that vanishes only over $S$ and call it the vanishing polynomial over $S$.

We denote by $G$ to a cyclic subgroup of $\mathbb{F}^{*}$ with order $n$ satisfying $n \mid 2^{k}$ and $1<n<2^{k}$, and let $g \in \mathbb{F}$ denote the generator of $G$. Similarly, we denote by $H$ to a nontrivial coset of a cyclic subgroup of $\mathbb{F}^{*}$ with order $m$ satisfying $m \mid 2^{k}$ and $n<m$.

Given a set of polynomials $p_{1}, p_{2}, \ldots, p_{N} \in \mathbb{K}[X]$ we denote by $\operatorname{MTR}\left(p_{1}, \ldots, p_{N}\right)$ to the Merkle root obtained after computing a Merkle tree [Mer88] whose leaves are the evaluations of $p_{1}, \ldots, p_{N}$ over the domain $H$. Additionally, given a set of elements $x_{1}, x_{2}, \ldots, x_{N} \in \mathbb{K}$, we also use $\operatorname{MTP}\left(x_{1}, \ldots, x_{N}\right)$ to denote the Merkle tree path (i.e., the Merkle proof) computed from the leaf containing these elements. If $X=\left\{x_{1}, \ldots, x_{N}\right\}$, then we use $\operatorname{MTP}(X)$ as a shorthand for $\operatorname{MTP}\left(x_{1}, \ldots, x_{N}\right)$.

Finally, in the description of the protocols, we use $\mathcal{P}$ to denote the prover entity and $\mathcal{V}$ to denote the verifier entity.

### 2.2 Interactive Oracle Proofs and STARKs

In this section, we define a polynomial IOP [BCS16] and the standard security notions associated with this model. Moreover, we introduce a popular polynomial IOP family of protocols known as STIK [BBHR19] and explain how a STIK can be compiled into a STARK.

Definition 1 (Polynomial IOP). Given a function $F$, a public coin polynomial interactive oracle proof (IOP) for $F$ is an interactive protocol between two parties, the prover $\mathcal{P}$ and the verifier $\mathcal{V}$, that comprises $k$ rounds of interaction. $\mathcal{P}$ is given an input $w$ and both $\mathcal{P}$ and $\mathcal{V}$ are given a common input $x$. At the start of the protocol, $\mathcal{P}$ provides to $\mathcal{V}$ a value $y$ and claims to him the existence of a $w$ satisfying $y=F(x, w)$.

In the $i$-th round, $\mathcal{V}$ sends a uniformly and independently random message $\alpha_{i}$ to $\mathcal{P}$. Then $\mathcal{P}$ replies with a message of one of the two following forms: (1) a string $m_{i}$ that $\mathcal{V}$ reads in full, or (2) an oracle to a polynomial $f_{i}$ that $\mathcal{V}$ can query (via random access) after the $i$-th round of interaction. At the end of the protocol, $\mathcal{V}$ outputs either accept or reject, indicating whether $\mathcal{V}$ accepts $\mathcal{P}$ 's claim.

The security notions for IOPs are similar to the security notions of other preceding models (e.g., interactive proofs). In the following definition, probabilities are taken over the internal randomness of $\mathcal{V}$.

Definition 2 (Completeness and (Knowledge) Soundness). We say that a polynomial IOP has perfect completeness and soundness error at most $\varepsilon_{s}$ if the following two conditions hold.

- Perfect Completeness. For every $x$ and every prover $\mathcal{P}$ sending a value $y$ satisfying $y=F(x, w)$ at the start of the protocol, it holds that:

$$
\operatorname{Pr}[\mathcal{V}(x, \mathcal{P}(x, w))=\text { accept }]=1
$$

where $\mathcal{V}(x, \mathcal{P}(x, w))$ denotes the $\mathcal{V}$ 's output after interacting with the prover on input $x$.

- Soundness. For every $x$ and every prover $\mathcal{P}^{*}$ sending a value $y$ at the start of the protocol, if it holds that:

$$
\operatorname{Pr}\left[\mathcal{V}\left(x, \mathcal{P}^{*}(x, w)\right)=\text { accept }\right] \geq \varepsilon_{s}
$$

then $y$ satisfies $y=F(x, w)$.

If the next condition holds as well, we say that the polynomial IOP has knowledge soundness error at most $\varepsilon_{k s}$.

- Knowledge Soundness. There exists a probabilistic polynomial-time algorithm $\mathcal{E}$, known as the knowledge extractor, such that for every $x$ and every prover $\mathcal{P}^{*}$ sending a value $y$ at the start of the protocol if it holds that:

$$
\operatorname{Pr}\left[\mathcal{V}\left(x, \mathcal{P}^{*}(x, w)\right)=\text { accept }\right] \geq \varepsilon_{k s},
$$

then $\mathcal{E}\left(x, \mathcal{P}^{*}(x, w)\right)=w$ and $y$ satisfies $y=F(x, w)$.
In words, soundness guarantees that a malicious prover cannot succeed with probability greater than $\varepsilon_{s}$ on the "existence" claim of $w$; whereas knowledge soundness guarantees that a malicious prover cannot succeed with probability greater than $\varepsilon_{k s}$ claiming "possession" of $w$ satisfying $y=F(x, w)$. A polynomial IOP satisfying knowledge soundness is known as a polynomial IOP of knowledge.

Naturally, knowledge soundness implies soundness. Surprisingly, the converse is also true for polynomial IOPs (see, e.g., Lemma 2.3 in [CBBZ22]). This means that proving the soundness of a polynomial IOP is sufficient for achieving knowledge soundness.
Definition 3 (STIK). A Scalable Transparent polynomial IOP of Knowledge (STIK) is a polynomial IOP that moreover satisfies the following properties:

- Transparent. They do not require a trusted setup before the execution of the protocol. This setup constitutes a single point of failure and could be exploited by powerful parties to forge false proofs.
- Doubly Scalable. The verifier runs in time $\mathcal{O}(\log (n))$ and the prover runs in time $\mathcal{O}(n \log (n))$, where $n$ informally denotes the size of the computation $F$.

When STIKs get instantiated for practical deployment, they result in protocols in which the prover is assumed to be computationally bounded. Protocols of such kind are known as argument systems (in contrast to proof systems), and consequently, instantiation of STIKs results in protocols satisfying soundness only against adversaries running in polynomial time.

Definition 4 (STARK). A scalable transparent argument of knowledge (STARK) is a realization of a STIK through a family of collision-resistant hash functions. More specifically, polynomial oracles sent from the prover to the verifier in the underlying polynomial IOP are substituted by Merkle roots (computed from polynomial evaluations over a set); and whenever the verifier asks queries to a polynomial $f$ at $v$, the prover answers with $f(v)$ together with the Merkle path associated with it.

Finally, we briefly explain how to remove the interaction between a specific prover and verifier of protocols and make them publicly verifiable. The Fiat-Shamir heuristic [FS87] can be used to compile a STIK into a non-interactive argument of knowledge in the random oracle model by substituting verifier's messages for queries to the random oracle on input the previous prover's messages until that point. The random oracle is modeled in practice by a cryptographic hash function. Specific details on this compilation will be explained in Section 4.4. Therefore, a realization of a non-interactive STIK is called a non-interactive STARK (but we abuse notation and refer to both as STARKs).

### 2.3 FRI

Fast Reed-Solomon Interactive Oracle Proof of Proximity (FRI) [ $\mathrm{BCI}^{+}$20] is a protocol for proving that a function $f: H \rightarrow \mathbb{F}$ is close to a polynomial of low degree $d$. Here,
by low degree, we mean that $d \ll|H|$. The FRI protocol consists of two phases. In the first phase, known as the commit phase, the prover commits to (via Merkle trees) a series of functions generated from $f$ and random elements $v_{0}, v_{1}, \ldots$ from $\mathbb{K}$ provided by the verifier at each round. Then, in the second phase, known as the query phase, the prover provides a set of evaluations of the previously committed functions at a point randomly chosen by the verifier. Following, we provide more details about how each phase works.

## The Commit Phase

Let's denote by $p_{0}$ the function $f$ of interest and assume for the simplicity of the exposition that the prover is honest (i.e., $p_{0}$ is a polynomial of low degree). In the commit phase, the polynomial $p_{0}$ is split into two other polynomials $g_{0,1}, g_{0,2}: H^{2} \rightarrow \mathbb{K}$ of degree lower than $d / 2$. These two polynomials satisfy the following relation with $p_{0}$ :

$$
\begin{equation*}
p_{0}(X)=g_{0,1}\left(X^{2}\right)+X \cdot g_{0,2}\left(X^{2}\right) \tag{1}
\end{equation*}
$$

Then, the verifier sends to the prover a uniformly sampled $v_{0} \in \mathbb{K}$, and asks the prover to commit to the polynomial:

$$
p_{1}(X):=g_{0,1}(X)+v_{0} \cdot g_{0,2}(X)
$$

Note that $p_{1}$ is a polynomial of degree less than $d / 2$ and the commitment of $p_{1}$ is not over $H$ but over $H^{2}=\left\{x^{2}: x \in H\right\}$, which is of size $|H| / 2$.

The prover then continues by splitting $p_{1}$ into $g_{1,1}$ and $g_{1,2}$ of degree lower than $d / 4$, then constructing $p_{2}$ with a uniformly sampled $v_{1} \in \mathbb{K}$ sent by the verifier. Again, $p_{2}$ is of degree $d / 2^{2}$ and committed over $H^{2^{2}}=\left\{x^{2}: x \in H^{2}\right\}$, whose size is $|H| / 2^{2}$. The whole derivation of $p_{i+1}$ from $p_{i}$ is often known as split-and-fold due to the prover splitting the initial polynomial into two and then folding it into one using a random value.

The previous process gets repeated a total of $k=\log _{2}(d)$ times, the point at which $\operatorname{deg}\left(p_{k}\right)=0$ and the prover sends a constant $p_{k}$, representing a polynomial of degree lower than 1 , to the verifier.

| $\mathcal{P}\left(p_{0}, d, G, H, \mathbb{F}, \mathbb{K}\right)$ |  | $\mathcal{V}(d, G, H, \mathbb{F}, \mathbb{K})$ |
| :---: | :---: | :---: |
|  | $\operatorname{MTR}\left(p_{0}\right)$ |  |
|  | $v_{0}$ |  |
|  | $\operatorname{MTR}\left(p_{1}\right)$ |  |
|  | $v_{1}$ |  |
|  |  |  |
|  | $\operatorname{MTR}\left(p_{k-1}\right)$ |  |
|  | $v_{k-1}$ |  |
|  | $p_{k}$ |  |

Figure 1: Skeleton description of FRI's commit phase.

## The Query Phase

In the query phase, the verifier sends a uniformly sampled $r \in H$ to the prover and queries the evaluations $p_{0}(r), p_{0}(-r)$ and $p_{1}\left(r^{2}\right)$. From $p_{0}(r)$ and $p_{0}(-r)$ the verifier computes
$p_{1}\left(r^{2}\right)$ and checks that the computed value matches with the third value $p_{1}\left(r^{2}\right)$ provided by the prover. To obtain $p_{1}\left(r^{2}\right)$ from $p_{0}(r)$ and $p_{0}(-r)$, the verifier first solves the following system of linear equations for $g_{0,1}\left(r^{2}\right), g_{0,2}\left(r^{2}\right)$ :

$$
\begin{aligned}
p_{0}(r) & =g_{0,1}\left(r^{2}\right)+r \cdot g_{0,2}\left(r^{2}\right), \\
p_{0}(-r) & =g_{0,1}\left(r^{2}\right)-r \cdot g_{0,2}\left(r^{2}\right),
\end{aligned}
$$

and then computes:

$$
p_{1}\left(r^{2}\right)=g_{0,1}\left(r^{2}\right)+v_{0} \cdot g_{0,2}\left(r^{2}\right)
$$

The verifier continues by querying for $p_{1}\left(-r^{2}\right)$ and $p_{2}\left(r^{4}\right)$. From $p_{1}\left(r^{2}\right)$ and $p_{1}\left(-r^{2}\right)$ computes $p_{2}\left(r^{4}\right)$ as before and checks that the computed value is consistent with $p_{2}\left(r^{4}\right)$. Each step locally checks the consistency between each pair ( $p_{i}, p_{i+1}$ ). The verifier continues in this way until it reaches the value of the constant $p_{k}$. The verifier checks that the value sent by the prover is indeed equal to the value that the verifier computed from the queries up until $p_{k-1}$. To fully ensure correctness, the prover must accompany the evaluations that he sends with a claim of their existence (via Merkle tree paths).


Figure 2: Skeleton description of one iteration of FRI's query phase.
Upon the completion of this process, the verifier has a first confirmation that the polynomials committed in the commit phase $p_{0}, p_{1}, \ldots, p_{k}$ are consistent with each other.

Finally, to achieve the required bounds for the soundness of the protocol, the query phase is repeated multiple times. We give the specific soundness bound of a more generic version of FRI in Theorem 1. The full skeleton description of FRI can be found in Figure 3a.

## The Batched FRI Protocol

In this version of FRI, the prover wants to prove closeness to low-degree polynomials of a set of functions $f_{0}, f_{1}, \ldots, f_{N}: H \rightarrow \mathbb{F}$ at once. We could run the FRI protocol for every function $f_{i}$ in parallel, but there is a more efficient way proposed in Section 8.2 of $\left[\mathrm{BCI}^{+} 20\right]$. In the batched FRI protocol, the prover instead applies the FRI protocol directly to a random linear combination of the function $f_{i}$. More specifically, assuming the prover has committed to functions $f_{0}, f_{1}, \ldots, f_{N}$ and the verifier has sent a uniformly sampled value $\varepsilon \in \mathbb{K}$, the prover computes the function:

$$
\begin{equation*}
f(X):=f_{0}(X)+\sum_{i=1}^{N} \varepsilon^{i} f_{i}(X) \tag{2}
\end{equation*}
$$

and applies the FRI protocol to it.
Remark 1. In $\left[\mathrm{BCI}^{+} 20\right]$, they compute $f$ as $f_{0}(X)+\sum_{i=1}^{N} \varepsilon_{i} \cdot f_{i}(X)$ instead, i.e., they use a random value $\varepsilon_{i} \in \mathbb{K}$ per function $f_{i}$ instead of powers of a single one $\varepsilon$. Even if secure, the soundness bound of this alternative version is linearly increased by the number of functions $N$, so we might assume from now on that $N$ is sublinear in $|\mathbb{K}|$ to ensure the security of protocols.

## The Batched Consistency Check

As an extra check in the batched version, the verifier needs to ensure the correct relationship between functions $f_{0}, \ldots, f_{N}$ and the first FRI polynomial $p_{0}=f$. The verifier will use the evaluations of $p_{0}$ it received from the prover in each FRI query phase invocation. To allow for this check, the prover also sends the evaluations of functions $f_{0}, f_{1}, \ldots, f_{N}$ at both $r$ and $-r$ so that the verifier can check that:

$$
\begin{gathered}
p_{0}(r)=f_{0}(r)+\sum_{i=1}^{N} \varepsilon^{i} f_{i}(r), \\
p_{0}(-r)=f_{0}(-r)+\sum_{i=1}^{N} \varepsilon^{i} f_{i}(-r),
\end{gathered}
$$

i.e., a local consistency check between $f_{0}, \ldots, f_{N}$ and $p_{0}$. The prover accompanies the newly sent evaluations with their respective Merkle tree path. The full skeleton description of batched FRI can be found in Figure 3b.

Similarly to the non-batched FRI protocol, both the query phase and the batched consistency check gets repeated multiple times to ensure the protocol is sound. More precisely, the soundness error is shown in the following theorem, which is a (somewhat informally) adaptation of Theorems $7.2,8.3$ from $\left[\mathrm{BCI}^{+} 20\right]$.

Theorem 1 (Batched FRI Soundness). Let $f_{0}, f_{1}, \ldots, f_{N}$ be functions defined over $H$ and let $m \geq 3$ be an integer. Suppose a batched FRI prover that interacts with a batched FRI verifier causes it to accept with probability greater than:
$\varepsilon_{F R I}=\varepsilon_{C}+\varepsilon_{Q}^{s}=\left(N \cdot \frac{\left(m+\frac{1}{2}\right)^{7}}{3 \rho^{3 / 2}} \cdot \frac{|H|^{2}}{|\mathbb{K}|}+N \cdot \frac{(2 m+1) \cdot(|H|+1)}{\sqrt{\rho}} \cdot \frac{\sum_{i=0}^{k-1} a_{i}}{|\mathbb{K}|}\right)+\left(\sqrt{\rho}\left(1+\frac{1}{2 m}\right)\right)^{s}$,
where $a_{i}=\left|H^{2^{i}}\right| /\left|H^{2^{i+1}}\right|$ is the ratio ${ }^{1}$ between consecutive prover messages in the commit phase, $\rho=|G| /|H|$ is the rate of the code, $\varepsilon_{C}$ and $\varepsilon_{Q}$ are respectively the soundness error for the commit and the query phases and $s$ is the number of repetitions of the query phase.

Then, functions $f_{0}, f_{1}, \ldots, f_{N}$ are close to polynomials of degree lower than $n$.

In [BBHR18a] it is shown that for the FRI protocol to achieve security parameter $\lambda$ (i.e., $\varepsilon_{\text {FRI }} \leq 2^{-\lambda}$ ), at least $s \geq \lambda / \log _{2} \rho^{-1}$ many queries are needed, and Theorem 1 shows that if $|\mathbb{K}| \gg|H|^{2}$ then $s \approx 2 \lambda / \log _{2} \rho^{-1}$.

[^0]| $\mathcal{P}\left(p_{0}, \mathrm{pp}\right)$ |  | $\mathcal{V}(\mathrm{pp})$ |
| :---: | :---: | :---: |
|  | $\operatorname{MTR}\left(p_{0}\right)$ |  |
|  | $v_{0}$ |  |
|  | $\operatorname{MTR}\left(p_{1}\right)$ |  |
|  | $v_{1}$ |  |
|  |  |  |
|  | $v_{k-1}$ |  |
|  | $p_{k}$ |  |
|  | $h_{1}$ |  |
|  | $\left\{p_{0}\left(h_{1}\right), \ldots, p_{k-1}\left(h_{1}^{2 k-1}\right)\right\}$ |  |
|  | $\left\{\operatorname{MTP}\left(p_{0}\left(h_{1}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(h_{1}^{2^{k-1}}\right)\right)\right\}$ |  |
|  | $\left\{p_{0}\left(-h_{1}\right), \ldots, p_{k-1}\left(-h_{1}^{2^{k-1}}\right)\right\}$ |  |
|  | $\overrightarrow{\left\{\operatorname{MTP}\left(p_{0}\left(-h_{1}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(-h_{1}^{2^{k-1}}\right)\right)\right\}}$ |  |
|  |  |  |
|  | $h_{s}$ |  |
|  | $\left\{p_{0}\left(h_{s}\right), \ldots, p_{k-1}\left(h_{s}^{2^{k-1}}\right)\right\}$ |  |
|  | $\xrightarrow[\left\{\operatorname{MTP}\left(p_{0}\left(h_{s}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(h_{s}^{2^{k-1}}\right)\right)\right\}]{ }$ |  |
|  | $\left\{p_{0}\left(-h_{s}\right), \ldots, p_{k-1}\left(-h_{s}^{2^{k-1}}\right)\right\}$ |  |
|  | $\overrightarrow{\left\{\operatorname{MTP}\left(p_{0}\left(-h_{s}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(-h_{s}^{2^{k-1}}\right)\right)\right\}}$ |  |

(a)
$\underline{\mathcal{P}\left(\left\{f_{i}\right\}_{i}, \mathrm{pp}\right)}$

|  | $\mathcal{V}(\mathrm{pp})$ |
| :---: | :---: |
| $\operatorname{MTR}\left(p_{0}\right)$ |  |
| $v_{0}$ |  |
| $\operatorname{MTR}\left(p_{1}\right)$ |  |
| $v_{1}$ |  |
|  |  |
|  |  |
| $p_{k}$ |  |
| $h_{1}$ |  |
| $\left\{p_{0}\left(h_{1}\right), \ldots, p_{k-1}\left(h_{1}^{2 k-1}\right)\right\}$ |  |
| $\left\{\operatorname{MTP}\left(p_{0}\left(h_{1}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(h_{1}^{2^{k-1}}\right)\right)\right\}$ |  |
| $\left\{p_{0}\left(-h_{1}\right), \ldots, p_{k-1}\left(-h_{1}^{2^{k-1}}\right)\right\}$ |  |
| $\overrightarrow{\left\{\operatorname{MTP}\left(p_{0}\left(-h_{1}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(-h_{1}^{2^{k-1}}\right)\right)\right\}}$ |  |
| $\left\{f_{0}\left(h_{1}\right), f_{1}\left(h_{1}\right), \ldots, f_{N}\left(h_{1}\right)\right\}$ |  |
| $\left\{\operatorname{MTP}\left(f_{0}\left(h_{1}\right)\right), \ldots, \operatorname{MTP}\left(f_{N}\left(h_{1}\right)\right)\right\}$ |  |
| $\left\{f_{0}\left(-h_{1}\right), f_{1}\left(-h_{1}\right), \ldots, f_{N}\left(-h_{1}\right)\right\}$ |  |
| $\left\{\operatorname{MTP}\left(f_{0}\left(-h_{1}\right)\right), \ldots, \operatorname{MTP}\left(f_{N}\left(-h_{1}\right)\right)\right\}$ |  |
| : |  |
| $h_{s}$ |  |
| $\left\{p_{0}\left(h_{s}\right), \ldots, p_{k-1}\left(h_{s}^{2^{k-1}}\right)\right\}$ |  |
| $\begin{gathered} \left\{\operatorname{MTP}\left(p_{0}\left(h_{s}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(h_{s}^{2^{k-1}}\right)\right)\right\} \\ \left\{p_{0}\left(-h_{s}\right), \ldots, p_{k-1}\left(-h_{s}^{2^{k-1}}\right)\right\} \end{gathered}$ |  |
|  |  |  |
| $\left\{\overrightarrow{\left.\operatorname{MTP}\left(p_{0}\left(-h_{s}\right)\right), \ldots, \operatorname{MTP}\left(p_{k-1}\left(-h_{s}^{2^{k-1}}\right)\right)\right\}}\right.$ |  |
| $\left\{f_{0}\left(h_{s}\right), f_{1}\left(h_{s}\right), \ldots, f_{N}\left(h_{s}\right)\right\}$ |  |
| $\left\{\operatorname{MTP}\left(f_{0}\left(h_{s}\right)\right), \ldots, \operatorname{MTP}\left(f_{N}\left(h_{s}\right)\right)\right\}$ |  |
| $\left\{f_{0}\left(-h_{s}\right), f_{1}\left(-h_{s}\right), \ldots, f_{N}\left(-h_{s}\right)\right\}$ |  |
| $\left\{\operatorname{MTP}\left(f_{0}\left(-h_{s}\right)\right), \ldots, \operatorname{MTP}\left(f_{N}(-h)\right)\right\}$ |  |

(b)

Figure 3: Skeleton description of FRI and batched FRI, respectively for (a) and (b). Here, $\mathrm{pp}=(d, H, \mathbb{F}, \mathbb{K})$.

## FRI as a Polynomial Commitment Scheme

Although FRI has a different setting, it can be converted to a Polynomial Commitment Scheme (PCS) (for a definition, see [KZG10]) without much overhead. The scheme is based on the following claim: if $f \in \mathbb{F}[X]$ is a polynomial of degree lower than $d$, then $f(z)$ is the evaluation of $f$ at the point $z$ if and only if $f(X)-f(z)=(X-z) \cdot q(X)$, where $q \in \mathbb{F}[X]$ is some polynomial of degree lower than $d-1$.

FRI can be converted to a polynomial commitment scheme as follows.
Protocol 1 (FRI-based PCS). The protocol starts with a function $f: H \rightarrow \mathbb{F}$ in possession of the prover. The verifier knows an upper bound $d$ on the degree of $f$.

1. As with FRI, the prover's first message is a commitment to $f$.
2. The verifier uniformly samples a challenging point $z \in \mathbb{K} \backslash H$ at which he asks the prover to compute and send the evaluation of $f$.
3. The prover outputs $f(z)$ along with a FRI proof $\pi_{\text {FRI }}$ that:

$$
q(X):=\frac{f(X)-f(z)}{X-z}
$$

is close to a polynomial of degree lower than $d-1$.


Figure 4: Skeleton description of FRI-based PCS.

If FRI passes, the verifier is convinced with high probability that the prover committed, in the first step, to a polynomial $f$ of degree lower than $d$ and that $f(z)$ is the evaluation of $f$ at $z$.

In [VP19], the authors prove that this scheme satisfies the standard notions of security related to polynomial commitment schemes: correctness, polynomial binding and evaluation binding.

### 2.4 Vanilla STARK

In this section, we review the STARK generation procedure from [Sta21] as applied to a particular statement.

## Constraints and Trace

Fix vectors $a, b, c, d, e$ in $\mathbb{F}^{n}$. Denote the elements of $a, b, c, d, e$ by $a_{i}, b_{i}, c_{i}, d_{i}, e_{i}$, for $i \in[n]$, respectively. Let's say we want to generate a STARK for the following statement:

$$
\text { "I know some } a_{i}, b_{i}, c_{i}, d_{i}, e_{i} \in \mathbb{F} \text { such that: }
$$

$$
\begin{align*}
& a_{i} b_{i} c_{i}=a_{i}+b_{i}+c_{i}, \\
& d_{i}^{2}+2 a_{i+1}=e_{i},  \tag{3}\\
& \quad \text { for all } i \in[n] . "
\end{align*}
$$

Denote by $\operatorname{tr}_{1}, \operatorname{tr}_{2}, \operatorname{tr}_{3}, \operatorname{tr}_{4}, \operatorname{tr}_{5} \in \mathbb{F}_{<n}[X]$ the polynomials that interpolate the values $a_{i}, b_{i}, c_{i}, d_{i}, e_{i}$ over the domain $G$, respectively. That is, $\operatorname{tr}_{1}\left(g^{i}\right)=a_{i}, \operatorname{tr}_{2}\left(g^{i}\right)=b_{i}, \operatorname{tr}_{3}\left(g^{i}\right)=$ $c_{i}, \operatorname{tr}_{4}\left(g^{i}\right)=d_{i}, \operatorname{tr}_{5}\left(g^{i}\right)=e_{i}$ for $i \in[n]$. From now on, we will refer to $G$ as the trace evaluation domain and to $\operatorname{tr}_{1}, \operatorname{tr}_{2}, \operatorname{tr}_{3}, \operatorname{tr}_{4}, \operatorname{tr}_{5}$ as the trace column polynomials. Hence, the above constraint system (of size $2 n$ ) can be "compressed" down into two polynomial constraints through the trace column polynomials. In particular, if for all $x \in G$ the following constraints are true:

$$
\begin{array}{rlc}
\operatorname{tr}_{1}(x) \cdot \operatorname{tr}_{2}(x) \cdot \operatorname{tr}_{3}(x) & = & \operatorname{tr}_{1}(x)+\operatorname{tr}_{2}(x)+\operatorname{tr}_{3}(x), \\
\operatorname{tr}_{4}(x)^{2}+2 \cdot \operatorname{tr}_{1}(g x) & = & \operatorname{tr}_{5}(x), \tag{4}
\end{array}
$$

then the original constraint system (3) must hold. The prover sends commitments to $\operatorname{tr}_{1}, \operatorname{tr}_{2}, \operatorname{tr}_{3}, \operatorname{tr}_{4}, \operatorname{tr}_{5}$ to the verifier.

In general, we will be in the situation of generating a STARK for the knowledge of some polynomials $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}: G \rightarrow \mathbb{F}$ that satisfy a system of polynomial constraints $\mathcal{C}=\left\{C_{1}, \ldots, C_{\ell}\right\}$, where:
(a) $C_{i} \in \mathbb{F}\left[X_{1}, \ldots, X_{N}, X_{1}^{\prime}, \ldots, X_{N}^{\prime}\right]$ for all $i \in[\ell]$.
(b) For all $x \in G$ and all $i \in[\ell]$, we have:

$$
\begin{equation*}
C_{i}\left(\operatorname{tr}_{1}(x), \ldots, \operatorname{tr}_{N}(x), \operatorname{tr}_{1}(g x), \ldots, \operatorname{tr}_{N}(g x)\right)=0 \tag{5}
\end{equation*}
$$

when variables $X_{j}$ are replaced by polynomials $\operatorname{tr}_{j}(X)$ and variables $X_{j}^{\prime}$ are replaced by polynomials $\operatorname{tr}_{j}(g X)$ in each $C_{i}$.

## From Polynomial Constraints to Rational Functions

Given a constraint $C_{i}$, a rational function is associated with each one of them:

$$
\begin{equation*}
q_{i}(X):=\frac{C_{i}\left(\operatorname{tr}_{1}(X), \ldots, \operatorname{tr}_{N}(X), \operatorname{tr}_{1}(g X), \ldots, \operatorname{tr}_{N}(g X)\right)}{Z_{G}(X)} \tag{6}
\end{equation*}
$$

where, recalling that $\operatorname{deg}\left(\operatorname{tr}_{i}\right) \leq n-1$, each $q_{i}$ is a polynomial of degree at most $\operatorname{deg}\left(C_{i}\right)$. $(n-1)-n$ if and only if the polynomial $Z_{G}$ divides $C_{i}$ (i.e., $C_{i}$ is satisfed over $G$ ).

Following with our particular example, we have:

$$
\begin{aligned}
& q_{1}(X):=\frac{\operatorname{tr}_{1}(X) \cdot \operatorname{tr}_{2}(X) \cdot \operatorname{tr}_{3}(X)-\operatorname{tr}_{1}(X)-\operatorname{tr}_{2}(X)-\operatorname{tr}_{3}(X)}{Z_{G}(X)}, \\
& q_{2}(X):=\frac{\operatorname{tr}_{4}(X)^{2}+2 \cdot \operatorname{tr}_{1}(g X)-\operatorname{tr}_{5}(X)}{Z_{G}(X)},
\end{aligned}
$$

where $\operatorname{deg}\left(C_{1}\right)=3, \operatorname{deg}\left(C_{2}\right)=2$ and, $q_{1}(X), q_{2}(X)$ are of degree at most $2 n-3$ and $n-2$, respectively. In fact, the constraints in expression (4) get satisfied if and only if $\operatorname{deg}\left(q_{1}\right) \leq 2 n-3$ and $\operatorname{deg}\left(q_{2}\right) \leq n-2$.

## The Quotient Polynomial

In the next step, polynomials $q_{i}$ are combined into a single polynomial $Q$ known as the quotient polynomial. In the STARK proposed in [Sta21], to generate $Q$, the degree of each $q_{i}$ is adjusted to a sufficiently large power of two. More precisely, we define $D_{i}:=$ $\operatorname{deg}\left(C_{i}\right)(n-1)-|G|$ and call $D$ to the first power of two for which $D>D_{i}$ for all $i \in[\ell]$. Then, we compute the adjusted version of the rational functions:

$$
\begin{equation*}
\hat{q}_{i}(X):=\left(\mathfrak{a}_{i} X^{D-D_{i}-1}+\mathfrak{b}_{i}\right) \cdot q_{i}(X) \tag{7}
\end{equation*}
$$

where $\mathfrak{a}_{i}, \mathfrak{b}_{i} \in \mathbb{K}$ for all $i \in[\ell]$.
In our example, we have $D_{1}=2 n-3, D_{2}=n-2$, and therefore we take $D=2 n$ (recall $n$ is a power of 2 ) and then:

$$
\begin{aligned}
& \hat{q}_{1}(X):=\left(\mathfrak{a}_{1} X^{2}+\mathfrak{b}_{1}\right) \cdot q_{1}(X) \\
& \hat{q}_{2}(X):=\left(\mathfrak{a}_{2} X^{n+1}+\mathfrak{b}_{2}\right) \cdot q_{2}(X)
\end{aligned}
$$

hence, $\operatorname{deg}\left(q_{1}\right) \leq 2 n-3$ and $\operatorname{deg}\left(q_{2}\right) \leq n-2$ if and only if $\operatorname{deg}\left(\hat{q}_{1}\right), \operatorname{deg}\left(\hat{q}_{2}\right)<2 n$.
Given polynomials $\hat{q}_{i}$, we can now compute the quotient polynomial as follows:

$$
\begin{equation*}
Q(X):=\sum_{i=1}^{\ell} \hat{q}_{i}(X)=\sum_{i=1}^{\ell}\left(\mathfrak{a}_{i} X^{D-D_{i}-1} \cdot \mathfrak{b}_{i}\right) \frac{C_{i}\left(\operatorname{tr}_{1}(X), \ldots, \operatorname{tr}_{N}(X), \operatorname{tr}_{1}(g X), \ldots, \operatorname{tr}_{N}(g X)\right)}{Z_{G}(X)} \tag{8}
\end{equation*}
$$

that satisfies $\operatorname{deg}(Q)<D$.
Then, $Q$ is split into $S:=D / n$ polynomials $Q_{1}, \ldots, Q_{S} \in \mathbb{K}[X]$ of degree lower than $n$ satisfying:

$$
\begin{equation*}
Q(X)=\sum_{i=1}^{S} X^{i-1} Q_{i}\left(X^{S}\right) \tag{9}
\end{equation*}
$$

Notice that the polynomials $Q_{i}$ are bounded by the same degree as the trace column polynomials, so we refer to them as the trace quotient polynomials.

Continuing with our example, the quotient polynomial is $Q(X):=\hat{q}_{1}(X)+\hat{q}_{2}(X)$ satisfying $\operatorname{deg}(Q)<2 n$. In this case, we represent the quotient polynomial $Q(X)$ as two polynomials $Q_{1}, Q_{2} \in \mathbb{F}_{<n}[X]$ such that $Q(X)=Q_{1}\left(X^{2}\right)+X \cdot Q_{2}\left(X^{2}\right)$.

## Trace Low Degree Extension

Since the quotient polynomial $Q$ is defined through rational functions $q_{i}$ that we are going to evaluate, for Cstr. (6) to be well-defined, we need to ensure that the denominators of these rational functions are never zero. Therefore, from now on, the polynomials will not be evaluated over the trace evaluation domain, but rather over a larger and disjoint domain, which we refer to as the evaluation domain.

More specifically, we introduce the evaluation domain to be:

1. Larger than $G$, so that the trace column polynomial has enough redundancy to ensure the soundness of the FRI protocol.
2. Disjoint of $G$, so that Cstr. (6) is well-defined.

In order to achieve the previous two requirements, we will choose the evaluation domain to be the coset $H$, where remember that $|H|=2^{k} \cdot n$, with $k \geq 1$. We will refer to $2^{k}$ as the blowup factor. Therefore, we need to evaluate all the trace column polynomials over the evaluation domain. We refer to the resulting set of polynomial evaluations as the trace Low Degree Extension (LDE).

The trace LDE is computed in two steps:

1. We calculate the interpolation polynomial on the trace evaluation domain of each trace column polynomial using the Inverse Fast Fourier Transform (IFFT).
2. We evaluate the polynomials that result from the previous step on the evaluation domain using the Fast Fourier Transform (FFT).

## Trace Consistency Check

At this point, the verifier has everything he needs to perform a local consistency check between the trace column polynomials and the trace quotient polynomials, referred to as the trace consistency check. Hence, after the prover commits to the trace quotient polynomials, the verifier uniformly samples a random $z$ and requests the prover to send the necessary polynomial evaluations on either $z$ or $g z$.

More specifically, for a given $z \in \mathbb{K} \backslash(G \cup \bar{H})$ (here, $\bar{H}=\left\{x \in \mathbb{K} \mid x^{S} \in H\right\}$ ) uniformly sampled by a verifier, the prover sends back the trace column polynomials evaluations $\operatorname{tr}_{i}(z), \operatorname{tr}_{j}(g z)$ and trace quotient polynomials evaluations $Q_{k}\left(z^{S}\right)$ for $i, j \in N$ and $k \in[S]$. Notice that the necessary evaluations of the trace column polynomials strictly depend on the particular polynomial expressions in (5). Denote by Evals $(z)$ the set of polynomial evaluations over $z$ and by $\operatorname{Evals}(g z)$ the set of polynomial evaluations over $g z$. Naturally, there could exist evaluations of a single polynomial in both sets.

With these evaluations, the verifier can check that:

$$
\begin{equation*}
\sum_{i=1}^{S} z^{i-1} Q_{i}\left(z^{S}\right)=\sum_{i=1}^{\ell}\left(\mathfrak{a}_{i} X^{D-D_{i}-1} \cdot \mathfrak{b}_{i}\right) \frac{C_{i}\left(\operatorname{tr}_{1}(z), \ldots, \operatorname{tr}_{N}(z), \operatorname{tr}_{1}(g z), \ldots, \operatorname{tr}_{N}(g z)\right)}{Z_{G}(z)} \tag{10}
\end{equation*}
$$

In our particular example, the prover sends back $\operatorname{tr}_{1}(z), \operatorname{tr}_{1}(g z), \operatorname{tr}_{2}(z), \operatorname{tr}_{3}(z), \operatorname{tr}_{4}(z), \operatorname{tr}_{5}(z)$ (so that $\operatorname{Evals}(z)=\left\{\operatorname{tr}_{1}(z), \operatorname{tr}_{2}(z), \operatorname{tr}_{3}(z), \operatorname{tr}_{4}(z), \operatorname{tr}_{5}(z)\right\}$ and $\operatorname{Evals}(g z)=\left\{\operatorname{tr}_{1}(g z)\right\}$ ) and $Q_{1}\left(z^{2}\right), Q_{2}\left(z^{2}\right)$, and the verifier checks that:

$$
\begin{align*}
Q_{1}\left(z^{2}\right)+z \cdot Q_{2}\left(z^{2}\right)=\left(\mathfrak{a}_{1} z^{2}+\right. & \left.\mathfrak{b}_{1}\right) \cdot \frac{\operatorname{tr}_{1}(z) \cdot \operatorname{tr}_{2}(z) \cdot \operatorname{tr}_{3}(z)-\operatorname{tr}_{1}(z)-\operatorname{tr}_{2}(z)-\operatorname{tr}_{3}(z)}{Z_{G}(z)}+ \\
& +\left(\mathfrak{a}_{2} z^{n+1}+\mathfrak{b}_{2}\right) \cdot \frac{\operatorname{tr}_{4}(z)^{2}+2 \cdot \operatorname{tr}_{1}(g z)-\operatorname{tr}_{5}(z)}{Z_{G}(z)} \tag{11}
\end{align*}
$$

The problem is that the verifier cannot be sure that the received values are actually the evaluations of previously committed polynomials. In fact, it is easy to obtain values from $\mathbb{K}$ that satisfy (10) but are not from the expected polynomials. Therefore, after the prover sends the evaluations to the verifier, they engage in the part of the protocol to ensure that the values are the actual evaluations of the corresponding polynomials.

## The FRI Polynomial

To ensure the validity of the values sent from the prover to the verifier, the prover proceeds to create another set of constraints, then translate them to a problem of low-degree testing, and finally, combines them through the use of random field elements. To this end, the prover computes the F polynomial:

$$
\begin{align*}
\mathrm{F}(X):= & \sum_{i \in I_{1}} \varepsilon_{i}^{(1)} \cdot \frac{\operatorname{tr}_{i}(X)-\operatorname{tr}_{i}(z)}{X-z}+\sum_{i \in I_{2}} \varepsilon_{i}^{(2)} \cdot \frac{\operatorname{tr}_{i}(g X)-\operatorname{tr}_{i}(g z)}{X-g z} \\
& +\sum_{i=1}^{S} \varepsilon_{i}^{(3)} \cdot \frac{Q_{i}(X)-Q_{i}\left(z^{S}\right)}{X-z^{S}} \tag{12}
\end{align*}
$$

where $I_{1}=\left\{i \in[N]: \operatorname{tr}_{i}(z) \in \operatorname{Evals}(z)\right\}, I_{2}=\left\{i \in[N]: \operatorname{tr}_{i}(g z) \in \operatorname{Evals}(g z)\right\}$ and $\varepsilon_{i}^{(1)}, \varepsilon_{j}^{(2)}, \varepsilon_{k}^{(3)} \in \mathbb{K}$ for all $i \in I_{1}, j \in I_{2}, k \in[S]$.

What we obtain is that the F polynomial is of degree lower than $n-1$ if and only if: (1) both the trace columns polynomials $\operatorname{tr}_{i}$ and the trace quotient polynomials $Q_{i}$ are of degree lower than $n$ and (2) all the values sent by the prover in the previous step are evaluations of the corresponding polynomials.

Finishing with our example, the prover computes the F polynomial as:

$$
\begin{aligned}
\mathrm{F}(X):= & \varepsilon_{1}^{(1)} \frac{\operatorname{tr}_{1}(X)-\operatorname{tr}_{1}(z)}{X-z}+\varepsilon_{2}^{(1)} \cdot \frac{\operatorname{tr}_{2}(X)-\operatorname{tr}_{2}(z)}{X-z}+\varepsilon_{3}^{(1)} \cdot \frac{\operatorname{tr}_{3}(X)-\operatorname{tr}_{3}(z)}{X-z} \\
& +\varepsilon_{4}^{(1)} \cdot \frac{\operatorname{tr}_{4}(X)-\operatorname{tr}_{4}(z)}{X-z}+\varepsilon_{5}^{(1)} \cdot \frac{\operatorname{tr}_{5}(X)-\operatorname{tr}_{5}(z)}{X-z}+\varepsilon_{1}^{(2)} \cdot \frac{\operatorname{tr}_{1}(X)-\operatorname{tr}_{1}(g z)}{X-g z} \\
& +\varepsilon_{1}^{(3)} \cdot \frac{Q_{1}(X)-Q_{1}\left(z^{2}\right)}{X-z^{2}}+\varepsilon_{2}^{(3)} \cdot \frac{Q_{2}(X)-Q_{2}\left(z^{2}\right)}{X-z^{2}} .
\end{aligned}
$$

## Proof Verification

To verify the STARK, the verifier performs the following checks:
(a) Trace Consistency. Checks that the trace quotient polynomials $Q_{1}, \ldots, Q_{S}$ are consistent with the trace column polynomials $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}$ by means of the evaluations of these polynomials at either $z, g z$ or $z^{S}$. I.e., the verifier checks that Eq. (10) is satisfied.
(b) Batched FRI Verification. It runs the batched FRI verification procedure on the polynomial F.

If either $(a)$ or (b) fails at any point, the verifier aborts and rejects. Otherwise, the verifier accepts.

The full skeleton description of the vanilla STARK protocol can be found in one-shot in Appendix A, in which we include the FRI message exchange in Figure 7.

## Soundness

We finally recall the soundness error of the vanilla STARK protocol as in Theorem 4 of [Sta21]. Recall that $\rho=|G| /|H|$ is the rate of the code.

Theorem 2 (Soundness). Fix integer $m \geq 3$. Suppose a prover that interacts with $a$ verifier in the vanilla STARK protocol causes it to accept with probability two times greater than:

$$
\begin{equation*}
\varepsilon_{S T A R K}:=\ell\left(\frac{1}{|\mathbb{K}|}+\frac{(D+|G|+S) \cdot \ell}{|\mathbb{K}|-S|H|-|G|}\right)+\varepsilon_{F R I} \tag{13}
\end{equation*}
$$

then Eq. (5) is satisfied (i.e., the original statement is true), where $\ell=m / \rho$ and $\varepsilon_{\text {FRI }}$ is as defined in Theorem 1.

We give some intuitions for the computation of this error bound. The first term in Eq. (13) corresponds to the probability of sets $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ being "good" under a dishonest prover. This means that if all $\mathfrak{a}_{i}, \mathfrak{b}_{i}$ are uniformly and independently randomly sampled, then the probability the quotient polynomial $Q$ is a polynomial is at most $\ell /|\mathbb{K}|$. The second term corresponds to the probability of sampling a $z \in \mathbb{K} \backslash(G \cup \bar{H})$ for which the FRI protocol passes with a probability greater than $\varepsilon_{\text {FRI }}$.

### 2.5 Arguments

In this section, we introduce the "arguments" that we will use to extend the vanilla STARK. Here, by argument, we mean a relation between polynomials that cannot be directly expressed through an identity. We often refer to these arguments as non-identity constraint. The three arguments we will introduce are multiset equality, connection and inclusion.

The protocols that instantiate these arguments are all based on the same idea of the computation of a grand product polynomial over the two (or more) vectors involved in the argument. Specifically, a polynomial is cumulatively computed as the quotient of a function of the first vector and a function of the second vector. Then, a set of identities is proposed as insurance for a verifier of the protocol that not only the grand product was correctly computed by a prover, but also that the specific intention of the protocol is satisfied. To ensure the soundness of the protocols, random values uniformly sampled by the verifier are used in such computation.

Recall that $G=\langle g\rangle$ is a cyclic subgroup of $\mathbb{F}^{*}$ of order $n$.

## Multiset Equality

Given two vectors $f=\left(f_{1}, \ldots, f_{n}\right)$ and $t=\left(t_{1}, \ldots, t_{n}\right)$ in $\mathbb{F}^{n}$, a multiset equality argument, denoted $f \doteq t$, is used for checking that $f$ is equal to $t$ as multisets (or equivalently, that $f$ and $t$ are a permutation of each other). The protocol that instantiates the multiset equality arguments works by computing the following grand product polynomial $Z \in \mathbb{K}_{<n}[X]$ :

$$
Z\left(g^{i}\right)= \begin{cases}1, & \text { if } \quad i=1 \\ \prod_{j=1}^{i-1} \frac{\left(f_{j}+\gamma\right)}{\left(t_{j}+\gamma\right)}, & \text { if } \quad i=2, \ldots, n\end{cases}
$$

where $\gamma \in \mathbb{K}$ is the value sent from the verifier.
The definition of the previous polynomial is based on the following lemma.
Lemma 1 (Soundness of Multiset Equality). Fix two vectors $f=\left(f_{1}, \ldots, f_{n}\right)$ and $t=$ $\left(t_{1}, \ldots, t_{n}\right)$ in $\mathbb{F}^{n}$. If the following holds with probability larger than $\varepsilon_{M u l E q}(n):=n /|\mathbb{K}|$ over a random $\gamma \in \mathbb{K}$ :

$$
\prod_{i=1}^{n}\left(f_{i}+\gamma\right)=\prod_{i=1}^{n}\left(t_{i}+\gamma\right)
$$

then $f \doteq t$.
Proof. Assume that $f \neq t$. Then, there must be some $i^{*} \in[n]$ such that $t_{i^{*}} \neq f_{i}$ for all $i \in[n]$. Define degree $n$ polynomials $F(X):=\prod_{i=1}^{n}\left(f_{i}+X\right)$ and $T(X):=\prod_{i=1}^{n}\left(t_{i}+X\right)$. By the assumption, we have that $F \neq T$ and therefore by the Schwartz-Zippel lemma $F(\gamma) \neq T(\gamma)$ except with probability $n /|\mathbb{K}|$.

As a consequence of Lemma 1, the identities that must be checked by the verifier for $x \in G$ are the following:

$$
\begin{align*}
& L_{1}(x) \cdot(Z(x)-1)=0  \tag{14}\\
& Z(x \cdot g) \cdot(t(x)+\gamma)=Z(x) \cdot(f(x)+\gamma) \tag{15}
\end{align*}
$$

where $f, t \in \mathbb{F}_{<n}[X]$ are the polynomials resulting from the interpolation of $\left\{f_{i}\right\}_{i \in[n]}$ and $\left\{t_{i}\right\}_{i \in[n]}$ over $G$,respectively.

## Connection

The protocol for a connection argument and the definitions and results we provide next are adapted from [GWC19].

Given some vectors $f_{1}, \ldots, f_{k} \in \mathbb{F}^{n}$ and a partition $\mathcal{T}=\left\{T_{1}, \ldots, T_{s}\right\}$ of the set [kn], a connection argument, denoted $\left(f_{1}, \ldots, f_{k}\right) \propto\left\{T_{1}, \ldots, T_{s}\right\}$, is used to check that the partition $\mathcal{T}$ divides the field elements $\left\{f_{i, j}\right\}_{i \in[k], j \in[n]}$ into sets with the same value. More specifically, if we define the sequence $f_{(1)}, \ldots, f_{(k n)} \in \mathbb{F}$ by:

$$
f_{((i-1) n+j)}:=f_{i, j}
$$

for each $i \in[k], j \in[n]$, then we have $f_{\left(\ell_{1}\right)}=f_{\left(\ell_{2}\right)}$ if and only if $\ell_{1}, \ell_{2}$ belong to the same block of $\mathcal{T}$.

In order to express the partition $\mathcal{T}$ within a grand product polynomial, we define a permutation $\sigma:[k n] \rightarrow[k n]$ as follows: $\sigma$ is such that for each block $T_{i}$ of $\mathcal{T}, \sigma(\mathcal{T})$ contains a cycle going over all elements of $T_{i}$. Then, the protocol that instantiates the connection arguments works by computing the following grand product polynomial $Z \in \mathbb{K}_{<_{n}}[X]$ :

$$
Z\left(g^{i}\right)= \begin{cases}1, & \text { if } i=1 \\ \prod_{\ell=1}^{k} \prod_{j=1}^{i-1} \frac{\left.\left(f_{\ell, j}+\gamma \cdot(\ell-1) \cdot n+j\right)+\delta\right)}{\left(f_{\ell, j}+\gamma \cdot \sigma((\ell-1) \cdot n+j)+\delta\right)}, & \text { if } i=2, \ldots, n\end{cases}
$$

where $\gamma, \delta \in \mathbb{K}$ are the values sent from the verifier.
The definition of the previous polynomial is based on the following lemma, a proof of which can be found ${ }^{2}$ in Claim A.1. of [GWC19] and is similar to the one of Lemma 1.

Lemma 2 (Soundness of Connection). Fix $f_{1}, \ldots, f_{k} \in \mathbb{F}^{n}$ and a partition $\mathcal{T}=\left\{T_{1}, \ldots, T_{s}\right\}$ of $[k n]$. If the following holds with probability larger than $\varepsilon_{C o n}(n):=k n /|\mathbb{K}|$ over randoms $\gamma, \delta \in \mathbb{K}$ :

$$
\prod_{\ell=1}^{k} \prod_{j=1}^{n}\left(f_{\ell, j}+\gamma \cdot((\ell-1) \cdot n+j)+\delta\right)=\prod_{\ell=1}^{k} \prod_{j=1}^{n}\left(f_{\ell, j}+\gamma \cdot \sigma((\ell-1) \cdot n+j)+\delta\right)
$$

then, $\left(f_{1}, \ldots, f_{k}\right) \propto\left\{T_{1}, \ldots, T_{s}\right\}$.
As a consequence of Lemma 2, the identities that must be checked by the verifier for $x \in G$ are the following:

$$
\begin{gather*}
L_{1}(x) \cdot(Z(x)-1)=0 \\
Z(x \cdot g)=Z(x) \cdot \frac{\left(f_{1}(x)+\gamma \cdot S_{\mathrm{ID}_{1}}(x)+\delta\right)}{\left(f_{1}(x)+\gamma \cdot S_{\sigma_{1}}(x)+\delta\right)} \cdots \cdots \frac{\left(f_{k}(x)+\gamma \cdot S_{\mathrm{ID}_{k}}(x)+\delta\right)}{\left(f_{k}(x)+\gamma \cdot S_{\sigma_{k}}(x)+\delta\right)} \tag{16}
\end{gather*}
$$

where $S_{\mathrm{ID}_{i}}\left(g^{j}\right)=(i-1) \cdot n+j$ is the polynomial mapping $G$-elements to indexes in $[k n]$ and $S_{\sigma_{i}}\left(g^{j}\right)=\sigma((i-1) \cdot n+j)$ is the polynomial defined by $\sigma$. Since the permutation $\sigma$ perfectly relates with the partition $\mathcal{T}$ it refers to, from now on we denote a connection argument between polynomials $f_{1}, \ldots, f_{k} \in \mathbb{F}[X]$ and a partition $\mathcal{T}$ as $\left(f_{1}, \ldots, f_{k}\right) \propto\left(S_{\sigma_{1}}, \ldots, S_{\sigma_{k}}\right)$. As we will see in later sections, this overloading notation will become very natural.

For more details see [GWC19].

[^1]
## Inclusion

The protocol for an inclusion argument and the definitions and results we provide next is adapted from the well-known Plookup protocol [GW20], with the "alternating method" provided in $\left[\mathrm{PFM}^{+} 22\right]$.

Given two vectors $f=\left(f_{1}, \ldots, f_{n}\right)$ and $t=\left(t_{1}, \ldots, t_{n}\right)$ in $\mathbb{F}^{n}$, a inclusion argument, denoted $f \in t$, is used for checking that the set $A$ formed with the values $\left\{f_{i}\right\}_{i \in[n]}$ is contained in the set $B$ formed with the values $\{t\}_{i \in[n]}$. Notice that $|A|,|B| \leq n$.

In the protocol, the prover has to construct an auxiliary vector $s=\left(s_{1}, \ldots, s_{2 n}\right)$ containing every element of $f$ and $t$ where the order of appearance is the same as in $t$. The main idea behind the protocol is that if $f \in t$, then $f$ contributes to $s$ with repeated elements. To check this fact, a vector $\Delta s$ is defined as follows:

$$
\Delta s=\left(s_{1}+\gamma s_{2}, s_{2}+\gamma s_{3}, \cdots, s_{2 n}+\gamma s_{1}\right)
$$

Then, the protocol essentially checks that $\Delta s$ is consistent with the elements of $f, t$ and $s$. To do so, the vector $s$ is split into two vectors $h_{1}, h_{2} \in \mathbb{F}^{n}$. In the protocol described in [GW20], $h_{1}$ and $h_{2}$ contain the lower and upper halves of $s$, while in our protocol in [ $\mathrm{PFM}^{+} 22$ ], we use $h_{1}$ to store elements with odd indexes and $h_{2}$ for even indexes, that is:

$$
\begin{equation*}
h_{1}=\left(s_{1}, s_{3}, s_{5}, \ldots, s_{2 n-1}\right) \quad \text { and } \quad h_{2}=\left(s_{2}, s_{4}, s_{6}, \ldots, s_{2 n}\right) \tag{17}
\end{equation*}
$$

With this setting in mind, the grand product polynomial is defined as:
$Z\left(g^{i}\right)= \begin{cases}1, & \text { if } i=1 \\ (1+\gamma)^{i-1} \prod_{j=1}^{i-1} \frac{\left(\delta+f_{j}\right)\left(\delta(1+\gamma)+t_{j}+\gamma t_{j+1}\right)}{\left(\delta(1+\gamma)+s_{2 j-1}+\gamma s_{2 j}\right)\left(\delta(1+\gamma)+s_{2 j}+\gamma s_{2 j+1}\right)}, & \text { if } i=2, \ldots, n\end{cases}$
where $\gamma, \delta \in \mathbb{K}$ are the values sent from the verifier.
The definition of the previous polynomial is based on the following lemma, which is a slight modification of Claim 3.1. of [GW20].

Lemma 3 (Soundness of Inclusion). Fix three vectors $f=\left(f_{1}, \ldots, f_{n}\right), t=\left(t_{1}, \ldots, t_{n}\right)$ and $s=\left(s_{1}, \ldots, s_{2 n}\right)$ with elements in $\mathbb{F}$. If the following holds with probability larger than $\varepsilon_{\operatorname{lnc}}(n):=(4 n-2) /|\mathbb{K}|$ over randoms $\gamma, \delta \in \mathbb{K}$ :

$$
(1+\gamma)^{n} \prod_{i=1}^{n}\left(\delta+f_{i}\right) \prod_{i=1}^{n-1}\left(\delta(1+\gamma)+t_{i}+\gamma t_{i+1}\right)=\prod_{i=1}^{2 n-1}\left(\delta(1+\gamma)+s_{i}+\gamma s_{i+1}\right)
$$

then $f \in t$ and $s$ is the sorted by $t$ concatenation of $f$ and $t$.
As a consequence of Lemma 3, the identities that must be checked by the verifier for $x \in G$ are the following:

$$
\begin{gather*}
L_{1}(x)(Z(x)-1)=0 \\
Z(x \cdot g)=Z(x) \frac{(1+\gamma)(\delta+f(x))(\delta(1+\gamma)+t(x)+\gamma t(g x))}{\left(\delta(1+\gamma)+h_{1}(x)+\gamma h_{2}(x)\right)\left(\delta(1+\gamma)+h_{2}(x)+\gamma h_{1}(x \cdot g)\right)} \tag{18}
\end{gather*}
$$

where $f, t \in \mathbb{F}_{<n}[X]$ are the polynomials resulting from the interpolation of $\left\{f_{i}\right\}_{i \in[n]}$ and $\left\{t_{i}\right\}_{i \in[n]}$ over $G$, respectively; and $h_{1}, h_{2} \in \mathbb{F}_{<n}[X]$ are the polynomials resulting from the interpolation of the values defined in Eq. (17) over $G$.

For more details see [GW20] and $\left[\mathrm{PFM}^{+} 22\right]$.

## 3 Our Techniques

We now explain the main differences between the polynomial computations carried on during the rounds of the vanilla STARK (Section 2.4) and our protocol. We also explain the tradeoffs arising from controlling the constraint degree either at the representation of the AIR or inside the protocol itself.

### 3.1 Commiting to Multiple Polynomial at Once

In our protocol, the prover sends Merkle tree commitments to multiple polynomials in each round. The naive way of proceeding is by sending one Merkle tree root per polynomial. In this section, we explain how we achieve a sound alternative by computing a single Merkle tree of all polynomials in each round. Our strategy not only reduces the amount of Merkle roots that $\mathcal{P}$ has to send to $\mathcal{V}$ in each round but also reduces the Merkle paths that $\mathcal{P}$ needs to send to $\mathcal{V}$ when $\mathcal{P}$ gets asked for evaluations of multiple polynomials at the same point.

Notation. As explained in Section 2.4, commitments are generated by computing Merkle trees over polynomial evaluations over a nontrivial coset $H$ of a cyclic subgroup of $\mathbb{F}^{*}$ with order $m$. For this section, explicitly set $H=\left\{h_{1}, h_{2}, h_{3}, \ldots, h_{m}\right\}$.

Say that $f_{1}, \ldots, f_{N} \in \mathbb{K}_{<n}[X]$ is the set of polynomials that we want to construct the Merkle Tree on. More precisely, we want to compute the Merkle tree over the following $m \times N$ matrix of polynomial evaluations:

$$
\left(\begin{array}{cccc}
f_{1}\left(h_{1}\right), & f_{2}\left(h_{1}\right), & \ldots, & f_{N}\left(h_{1}\right) \\
f_{1}\left(h_{2}\right), & f_{2}\left(h_{2}\right), & \ldots, & f_{N}\left(h_{2}\right) \\
\vdots & \vdots & \ldots & \vdots \\
f_{1}\left(h_{m}\right), & f_{2}\left(h_{m}\right), & \ldots, & f_{N}\left(h_{m}\right)
\end{array}\right)
$$

We start the construction of the Merkle Tree by grouping the evaluations of $f_{1}, \ldots, f_{N}$ at a single point of $H$. That is, the $i$-th leaf of the Merkle tree is formed by (the hash of) the $i$-th row of the previous matrix. This gives a total of $m$ leaves, which is by assumption a power of two. To be more precise, the leaf elements of the Merkle Tree, indexed by the corresponding $H$-value, will consist on:

$$
\begin{array}{|ccc|}
\hline \text { leaf } h_{1} & \Longrightarrow & \mathcal{H}\left(f_{1}\left(h_{1}\right), f_{2}\left(h_{1}\right), \ldots, f_{N}\left(h_{1}\right)\right) \\
\text { leaf } h_{2} & \Longrightarrow & \mathcal{H}\left(f_{1}\left(h_{2}\right), f_{2}\left(h_{2}\right), \ldots, f_{N}\left(h_{2}\right)\right) \\
\vdots & & \vdots \\
\text { leaf } h_{m} & \Longrightarrow & \mathcal{H}\left(f_{1}\left(h_{m}\right), f_{2}\left(h_{m}\right), \ldots, f_{N}\left(h_{m}\right)\right) \\
\hline
\end{array}
$$

where $\mathcal{H}$ is any collision-resistant hash function. Once all the leaves are computed, the rest of the Merkle tree is computed, as usual, by recursively hashing the concatenation of its two child nodes until the Merkle root is achieved. The commitments to $f_{1}, \ldots, f_{N}$ is this single Merkle root.

Now, notice how if $\mathcal{V}$ requests a Merkle proof for the evaluation of all $f_{1}, \ldots, f_{N}$ at a single point $h_{i}, \mathcal{P}$ can prove the consistency of all the evaluations $f_{1}\left(h_{i}\right), \ldots, f_{N}\left(h_{i}\right)$ with the Merkle root by simply sending the Merkle path corresponding to the leaf containing such evaluations. Compared to the naive version, this version improves the proof size from $O(N \log m)$ elements down to $O(\log m)$ elements. This will be convenient for the batched FRI execution of our protocol, where we group evaluations of a set of polynomials at a single point for succinctly answering each batched consistency check.

### 3.2 Preprocessed Polynomials and Public Values

Among the set of polynomials that are part of the polynomial constraint system representing the problem's statement, we differentiate between two types: committed polynomials and preprocessed polynomials.

Committed polynomials are those polynomials for which the verifier only has oracle access and are therefore committed (via Merkle trees) by the prover before the verifier starts querying them. In other words, these polynomials can only be known, in principle, in their entire form by the prover of the protocol. Consequently, the verifier is limited to knowing a "small fraction" of these polynomials' evaluations. In practice, this fraction is randomly chosen by the verifier and is proportional to the number of oracle queries that the verifier makes to the particular polynomial. For the shake of the protocols to be scalable, the number of queries made to committed polynomials should be at most logarithmic in their degree. An example of committed polynomials is trace columns polynomials $\operatorname{tr}_{i}$.

On the other hand, preprocessed polynomials are known by the verifier in their entirety even before the execution of the protocol. More precisely, once a polynomial constraint system $\mathcal{C}$ is fixed, the verifier has complete access (either in coefficient form or in evaluation form) to the set of preprocessed polynomials. As with committed polynomials, the verifier ends up needing only a small subset of evaluations of such polynomials during the protocol. An example of preprocessed polynomials is Lagrange polynomials $L_{i}$. We explain how we treat preprocessed polynomials in the protocol in Section 4.2.
Example 1. As an example, the polynomial constraints such that for all $x \in G$ satisfies:

$$
\begin{equation*}
L_{1}(x)\left(\operatorname{tr}_{1}(x)-7\right)=0, L_{n}(x)\left(\operatorname{tr}_{1}(x)-3\right)=0 \tag{19}
\end{equation*}
$$

is composed of one committed polynomial, namely $\operatorname{tr}_{1}$, and two preprocessed polynomial, namely $L_{1}, L_{n}$.

Finally, we define public values as the set of committed polynomial evaluations that are attested by some constraint. Public values are known to both the prover and the verifier and a particular polynomial can have many public values associated with it. In the previous example, the evaluation of $\operatorname{tr}_{1}$ at $g$ and $g^{n}$ are public values since Eq. (19) are satisfied if and only if $\operatorname{tr}_{1}(g)=7$ and $\operatorname{tr}_{1}\left(g^{n}\right)=3$.

### 3.3 Adding Selected Vector Arguments

In this section, we describe how to augment the type of available constraints with the arguments presented in Section 2.5. Recall that we will add three new types of arguments:

- Inclusion $(\in)$. The set constructed from the evaluations of a polynomial $f$ over a multiplicative subgroup $G$ is contained in an equally defined set of another polynomial $t$.
- Multiset Equality $(\dot{=})$. The multiset considered from the evaluations of a polynomial $f$ over a multiplicative subgroup $G$ is equal to the multiset considered from the evaluations of another polynomial $t$.
- Connection $(\propto)$. The vectors constructed from the evaluations of a set of polynomials $f_{1}, \ldots, f_{N}$ over a multiplicative subgroup $G$ does not vary after applying a particular permutation $\sigma$ to them.

To include non-identity constraints in the protocol, we will represent them through their succinct set of identity constraints. We denote by $M$ the number of inclusion instantiations, $M^{\prime}$ the number of multiset equality instantiations and $M^{\prime \prime}$ the number of connection instantiations.

As detailed in Section 2.5, for the inclusion argument, we need to compute and commit the associated polynomials $h_{1, j}$ and $h_{2, j}$ before being able to compute the corresponding grand product polynomial for each inclusion constraint $j \in[M]$. This sums up to $2 M$ polynomials. After this, for each non-identity constraint, we compute the associate grand product polynomial $Z$ and commit to it. This definition of this polynomial is different depending on which argument we are executing as shown in Section 2.5. This sums up to $M$ inclusion polynomials, $M^{\prime}$ multiset equality polynomials and $M^{\prime \prime}$ connection polynomials. Overall, adding non-identity constraints adds up to $3 M+M^{\prime}+M^{\prime \prime}$ committed polynomials and $2\left(M+M^{\prime}+M^{\prime \prime}\right)$ polynomial constraints to the STARK.

Following, we explain how we generalize both inclusions and multiset equalities to not only involving multiple polynomials but also to a subset of the resulting vector. Therefore, somewhat artificially, enlarge the expressiveness of our arguments and let us handle more generic non-identity constraints.

## From Vector Arguments to Simple Arguments

Let's explain first how we reduce vector inclusions or multiset equalities to simple (i.e., involving only one polynomial on each side) inclusions or multiset equalities.

Definition 5 (Vector Arguments). Given polynomials $f_{i}, t_{i} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$, a vector inclusion, denoted $\left(f_{1}, \ldots, f_{N}\right) \in\left(t_{1}, \ldots, t_{N}\right)$, is the argument in which for all $x \in G$ there exists some $y \in G$ such that:

$$
\begin{equation*}
\left(f_{1}(x), \ldots, f_{N}(x)\right)=\left(t_{1}(y), \ldots, t_{N}(y)\right) \tag{20}
\end{equation*}
$$

A vector multiset equality, denoted $\left(f_{1}, \ldots, f_{N}\right) \doteq\left(t_{1}, \ldots, t_{N}\right)$, is the argument in which for all $y \in G$ there exists exactly one $x \in G$ for which Eq. (20) holds. That is, (vector) multiset equalities define a bijective mapping.

To reduce the previous vector arguments to simple ones, we make use of a uniformly sampled element $\alpha \in \mathbb{K}$. Namely, instead of trying to generate an argument for the vector relation, we define the following polynomials:

$$
\begin{equation*}
F^{\prime}(X):=\sum_{i=1}^{N} \alpha^{i-1} f_{i}(X), \quad T^{\prime}(X):=\sum_{i=1}^{N} \alpha^{i-1} t_{i}(X) \tag{21}
\end{equation*}
$$

and proceed to prove the relation $F^{\prime} \in T^{\prime}$ or $F^{\prime} \doteq T^{\prime}$. Notice that both $F^{\prime}$ and $T^{\prime}$ are in general polynomials with coefficients over the field extension $\mathbb{K}$ even if every coefficient of $f_{i}, t_{i}$ is precisely over the base field $\mathbb{F}$.

The previous reduction leads to the following result.
Lemma 4. Given polynomials $f_{i}, t_{i} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$ and $F^{\prime}, T^{\prime} \in \mathbb{K}_{<n}[X]$ as defined by Eq. (21), if $F^{\prime} \in T^{\prime}$ (resp. $F^{\prime} \doteq T^{\prime}$ ), then $\left(f_{1}, \ldots, f_{N}\right) \in\left(t_{1}, \ldots, t_{N}\right)$ (resp. $\left.\left(f_{1}, \ldots, f_{N}\right) \doteq\left(t_{1}, \ldots, t_{N}\right)\right)$ except with probability $n \cdot(N-1) /|\mathbb{K}|$ over the random choice of $\alpha$.

Proof. Assume $\left(f_{1}, \ldots, f_{N}\right) \notin\left(t_{1}, \ldots, t_{N}\right)$, then there exists some $x \in G$ such that for every $y \in G$ we have $\left(f_{1}(x), \ldots, f_{N}(x)\right) \notin\left(t_{1}(y), \ldots, t_{N}(y)\right)$. This means that $F^{\prime}(x) \neq$ $T^{\prime}(y)$ for each $y \in G$ except with probability $(N-1) /|\mathbb{K}|$ over the random choice of $\alpha$. Since $|G|=n$, the lemma follows.

We generalize to vector arguments the protocols for (simple) inclusion arguments and multiset equality arguments explained in Section 2.5 by incorporating the previous reduction strategy. Therefore, we give next the soundness bounds for these protocols.

Lemma 5. Given polynomials $f_{i}, t_{i} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$, we obtain:

1. Inclusion Protocol. Let $F, T \in \mathbb{K}_{<n}[X]$ as defined by Eq. (21). The prover sends oracle functions $\left[f_{i}\right],\left[t_{i}\right]$ for $i \in[N]$ to the verifier in the first round, who responds with a uniformly sampled $\alpha \in \mathbb{K}$. If a prover that interacts with a verifier in the inclusion protocol of Section 2.5 on input $F$ and $T$ causes it to accept with probability greater than:

$$
n \frac{N-1}{|\mathbb{K}|}+\varepsilon_{\operatorname{lnc}}(n)
$$

then $\left(f_{1}, \ldots, f_{N}\right) \in\left(t_{1}, \ldots, t_{N}\right)$.
2. Multiset Equality Protocol. Let $F, T \in \mathbb{K}_{<n}[X]$ as defined by Eq. (21). The prover sends oracle functions $\left[f_{i}\right],\left[t_{i}\right]$ for $i \in[N]$ to the verifier in the first round, who responds with a uniformly sampled $\alpha \in \mathbb{K}$. If a prover that interacts with a verifier in the multiset equality protocol of Section 2.5 on input $F$ and $T$ causes it to accept with probability greater than:

$$
n \frac{N-1}{|\mathbb{K}|}+\varepsilon_{M u \mid E q}(n)
$$

then $\left(f_{1}, \ldots, f_{N}\right) \doteq\left(t_{1}, \ldots, t_{N}\right)$.

## From Selected Vector Arguments to Simple Arguments

Now, let's go one step further by the introduction of selectors. Informally speaking, a selected inclusion (multiset equality) is an inclusion (multiset equality) not between the specified two polynomials $f, t$, but between the polynomials generated by the multiplication of $f$ and $t$ with (generally speaking) independently generated selectors. We generalize to the vector setting.

Definition 6 (Selected Vector Arguments). We are given polynomials $f_{i}, t_{i} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$. Furthermore, we are also given two polynomials $f^{\text {sel }}, t^{\text {sel }} \in \mathbb{F}_{<n}[X]$ whose range over the domain $G$ is $\{0,1\}$. That is, $f^{\text {sel }}$ and $t^{\text {sel }}$ are selectors. A selected vector inclusion, denoted $f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \in t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)$, is the argument in which for all $x \in G$ there exists some $y \in G$ such that:

$$
\begin{equation*}
f^{\mathrm{sel}}(x) \cdot\left(f_{1}(x), \ldots, f_{N}(x)\right)=t^{\mathrm{sel}}(y) \cdot\left(t_{1}(y), \ldots, t_{N}(y)\right) \tag{22}
\end{equation*}
$$

where $f^{\text {sel }}(x) \cdot\left(f_{1}(x), \ldots, f_{N}(x)\right)$ denotes the component-wise scalar multiplication between the field element $f^{\text {sel }}(x)$ and the vector $\left(f_{1}(x), \ldots, f_{N}(x)\right)$.

A selected vector multiset equality, denoted $f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \doteq t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)$, is the argument in which for all $y \in G$ there exists exactly one $x \in G$ for which Eq. (22) holds.
Remark 1. Note that if $f^{\text {sel }}=t^{\text {sel }}=1$, then Eq. (22) is reduced to (20); if $f^{\text {sel }}=t^{\text {sel }}=0$ then the argument is trivial; and if either $f^{\text {sel }}$ or $t^{\text {sel }}$ is equal to the constant 1 , then we remove the need for $f^{\text {sel }}$ or $t^{\text {sel }}$, respectively.

To reduce selected vector inclusion to simple ones, we proceed in two steps. First, we use the reduction shown in Eq. (21) to reduce the inner vector of polynomials to a single one. This process outputs polynomials $F^{\prime}, T^{\prime} \in \mathbb{K}_{<n}[X]$. Second, we make use of another uniformly sampled $\beta \in \mathbb{K}$ as follows. Namely, we define the following polynomials:

$$
\begin{align*}
& T(X):=t^{\mathrm{sel}}(X)\left[T^{\prime}(X)-\beta\right]+\beta \\
& F(X):=f^{\mathrm{sel}}(X)\left[F^{\prime}(X)-T(X)\right]+T(X) \tag{23}
\end{align*}
$$

and proceed to prove the relation $F \in T$.
Importantly, the presentation "re-ordering" in Eq. (23) is relevant: if $\beta$ had been introduced in the definition of $F$ instead, then there would be situations in which we would end up having $\beta$ as an inclusion value and therefore the inclusion argument not being satisfied even if the selectors are correct. See Example 2 to see why this is relevant.

Example 2. Choose $N=1, n=2^{3}$. We compute the following values:

| $x$ |
| :---: | :---: | :---: | :---: | :---: |
| $g$ |
| $g^{2}$ |
| $g^{3}$ |
| $g^{4}$ |
| $g^{5}$ |
| $g^{6}$ |
| $g^{7}$ |
| $g^{8}$ |$\quad$| $f_{1}(x)$ | $F^{\prime}(x)$ | $f^{\text {sel }}(x)$ | $F(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 0 | 1 |
| 7 | 7 | 1 | 7 |
| 4 | 4 | 0 | 7 |
| 1 | 1 | 1 | 1 |
| 5 | 5 | 1 | 5 |
| 1 | 1 | 0 | 5 |
| 2 | 2 | 1 | 2 |
| 5 | 5 | 1 | 5 |
| $t_{1}(x)$ | $T^{\prime}(x)$ | $t^{\text {sel }}(x)$ | $T(x)$ |
| 1 | 1 | 1 | 1 |
| 7 | 1 | 0 | $\beta$ |
| 7 | 7 | 1 | 7 |
| 6 | 6 | 0 | $\beta$ |
| 5 | 5 | 1 | 5 |
| 5 | 5 | 1 | 5 |
| 5 | 5 | 0 | $\beta$ |
| 7 | 2 | 1 | 2 |

Notice how $F \in T$. However, if we would have instead defined $F, T$ as $F(X)=f^{\text {sel }}(X)\left[F^{\prime}(X)-\right.$ $\beta]+\beta$ and $T(X)=t^{\text {sel }}(X)\left[T^{\prime}(X)-F(X)\right]+F(X)$ then we would end up having $\beta$ as a inclusion value, which implies that $F \notin T$ even though $f_{1}, t_{1}$ and $f^{\text {sel }}, t^{\text {sel }}$ are correct.

To reduce selected vector multiset equalities to simple ones, we follow a similar process as with selected vector inclusions. We also first use the reduction in Eq. (21) to reduce the inner vector argument to a simple one, but then we define the following polynomials:

$$
\begin{align*}
& F(X):=f^{\mathrm{sel}}(X)\left[F^{\prime}(X)-\beta\right]+\beta \\
& T(X):=t^{\mathrm{sel}}(X)\left[T^{\prime}(X)-\beta\right]+\beta \tag{24}
\end{align*}
$$

and proceed to prove the relation $F \doteq T$. Here, we have been able to first define $F$ since we are dealing with multiset equalities instead of inclusions.

Similarly to Lemma 4, we obtain the following result. by observing that $\beta$ do not grow the total degree of polynomials $F, T$ (either from Eq. (23) or Eq. (24)) over variables $\alpha, \beta$.
Lemma 6. Given polynomials $f_{i}, t_{i} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$, selectors $f^{\text {sel }}, t^{\text {sel }} \in \mathbb{K}_{<n}[X]$ and $F, T \in \mathbb{K}_{<n}[X]$ as defined by Eq. (23) (resp. Eq. (24)), if $F \in T$ (resp. $F \doteq T$ ), then $f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \in t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)\left(\right.$ resp. $\left.f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \doteq t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)\right)$ except with probability $n \cdot(N-1) /|\mathbb{K}|$ over the random and independent choice of $\alpha$ and $\beta$.

We generalize to selected vector arguments the protocols for (simple) inclusion arguments and multiset equality arguments explained in Section 2.5 by incorporating the reduction strategies explained in this section. Therefore, we give next the soundness bounds for these protocols.
Lemma 7. Given polynomials $f_{i}, t_{j} \in \mathbb{K}_{<n}[X]$ for $i \in[N]$ and selectors $f^{\text {sel }}, t^{\text {sel }} \in$ $\mathbb{K}_{<n}[X]$, we obtain:

1. Inclusion Protocol. Let $T \in \mathbb{K}_{<2 n-1}[X]$ and $F \in \mathbb{K}_{<3 n-1}[X]$ as defined by Eq. (23). The prover sends oracle functions $\left[f_{i}\right],\left[t_{i}\right],\left[f^{\text {sel }}\right],\left[t^{\text {sel }}\right]$ for $i \in[N]$ to the verifier in the first round, who responds with uniformly sampled $\alpha, \beta \in \mathbb{K}$. Moreover, enlarge the set of identities that must be checked by the verifier in the inclusion protocol of Section 2.5 with:

$$
\begin{aligned}
& f^{s e l}(x)\left(f^{s e l}(x)-1\right)=0 \\
& f^{\text {sel }}(x)\left(f^{\text {sel }}(x)-1\right)=0
\end{aligned}
$$

for all $x \in G$, i.e., the verifier checks that polynomials $f^{\text {sel }}, t^{\text {sel }}$ are valid selectors. If a prover that interacts with a verifier in the (enlarged) inclusion protocol of Section 2.5 on input $F$ and $T$ causes it to accept with probability greater than:

$$
n \frac{N-1}{|\mathbb{K}|}+\varepsilon_{\operatorname{lnc}}(3 n-1)
$$

then $f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \in t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)$.
2. Multiset Equality Protocol. Let $F, T \in \mathbb{K}_{<2 n-1}[X]$ as defined by Eq. (24). The prover sends oracle functions $\left[f_{i}\right],\left[t_{i}\right],\left[f^{\text {sel }}\right],\left[t^{\text {sel }}\right]$ for $i \in[N]$ to the verifier in the first round, who responds with uniformly sampled $\alpha, \beta \in \mathbb{K}$. Moreover, enlarge the set of identities that must be checked by the verifier in the multiset equality protocol of Section 2.5 with:

$$
\begin{aligned}
& f^{s e l}(x)\left(f^{s e l}(x)-1\right)=0 \\
& f^{s e l}(x)\left(f^{s e l}(x)-1\right)=0
\end{aligned}
$$

for all $x \in G$. If a prover that interacts with a verifier in the (enlarged) multiset equality protocol of Section 2.5 on input $F$ and $T$ causes it to accept with probability greater than:

$$
n \frac{N-1}{|\mathbb{K}|}+\varepsilon_{M u \mid E q}(2 n-1)
$$

then $f^{\text {sel }} \cdot\left(f_{1}, \ldots, f_{N}\right) \doteq t^{\text {sel }} \cdot\left(t_{1}, \ldots, t_{N}\right)$.
Example 3. Say that for all $x \in G$ the prover wants to prove that he knows some polynomials $\operatorname{tr}_{1}, \operatorname{tr}_{2}, \operatorname{tr}_{3}, \operatorname{tr}_{4}, \operatorname{tr}_{5} \in \mathbb{F}_{<n}[X]$ such that:

$$
\begin{align*}
& \operatorname{tr}_{1} \in \operatorname{tr}_{3} \\
& \operatorname{tr}_{3} \doteq \operatorname{tr}_{4}  \tag{25}\\
&\left(\operatorname{tr}_{2}, \operatorname{tr}_{1}, \operatorname{tr}_{5}\right) \propto\left(S_{\sigma_{1}}, S_{\sigma_{2}}, S_{\sigma_{3}}\right)
\end{align*}
$$

where we have used the notation $\doteq$ to denote that $c$ and $d$ are a permutation of each other, without specifying a particular permutation.

Following the previous section and Section 3.5, the polynomial constraint system (25) gets transformed to the following one, so that for all $x \in G$ :

$$
\begin{gathered}
L_{1}(x)\left(Z_{1}(x)-1\right)=0, \\
Z_{1}(g x)=Z_{1}(x) \frac{(1+\beta)\left(\gamma+\operatorname{tr}_{1}(x)\right)\left(\gamma(1+\beta)+\operatorname{tr}_{3}(x)+\beta \operatorname{tr}_{3}(g x)\right)}{\left(\gamma(1+\beta)+h_{1,1}(x)+\beta h_{1,2}(x)\right)\left(\gamma(1+\beta)+h_{1,2}(x)+\beta h_{1,1}(g x)\right)}, \\
L_{1}(x)\left(Z_{2}(x)-1\right)=0, \\
Z_{2}(g x)=Z_{2}(x) \frac{\left(\gamma+\operatorname{tr}_{3}(x)\right)}{\left(\gamma+\operatorname{tr}_{4}(x)\right)}, \\
L_{1}(x)\left(Z_{3}(x)-1\right)=0, \\
\operatorname{im}_{1}(x)=\left(\operatorname{tr}_{1}(x)+\beta k_{1} x+\gamma\right)\left(\operatorname{tr}_{5}(x)+\beta k_{2} x+\gamma\right), \\
\operatorname{im}_{2}(x)=\left(\operatorname{tr}_{1}(x)+S_{\sigma_{2}}(x)+\gamma\right)\left(\operatorname{tr}_{5}(x)+S_{\sigma_{3}}(x)+\gamma\right), \\
Z_{3}(g x)=Z_{3}(x) \frac{\left(\operatorname{tr}_{2}(x)+\beta x+\gamma\right) \operatorname{im}_{1}(x)}{\left(\operatorname{tr}_{2}(x)+S_{\sigma_{1}}(x)+\gamma\right) \operatorname{im}_{2}(x)},
\end{gathered}
$$

where we notice that the only type of argument that sometimes need to be adjusted is the connection argument.

## Parallel Execution of the Arguments

We end this section by explaining the protocol corresponding to multiple executions of the previous protocols combined.

Protocol 2. The protocol starts with a set of polynomials $f_{i, j}, t_{i, j} \in \mathbb{F}_{<n}[X]$ for $i \in[N]$ and $j \in\left[M+M^{\prime}+M^{\prime \prime}\right]$ known to the prover. Here, for each $j \in[M],\left\{f_{i, j}, t_{i, j}\right\}_{i}$
correspond to the polynomials of each $M$ inclusion invocations; for each $j \in[M+1, M+$ $\left.M^{\prime}\right],\left\{f_{i, j}, t_{i, j}\right\}_{i}$ correspond to the polynomials of each $M^{\prime}$ multiset equality invocations and for each $j \in\left[M+M^{\prime}+1, M+M^{\prime}+M^{\prime \prime}\right],\left\{f_{i, j}\right\}_{i}$ correspond to the polynomials of each $M^{\prime \prime}$ connection invocations and $\left\{t_{i, j}\right\}_{i}$ correspond to the polynomials $\left\{S_{i, \sigma_{j}}\right\}_{i}$ derived from each permutation $\sigma_{j}$. For each $j \in\left[M+M^{\prime}\right]$, the prover possibly also knows selectors $f_{j}^{\text {sel }}, t_{j}^{\text {sel }}$.

1. Execution Trace Oracles: The prover sends oracle functions $\left[f_{i, j}\right],\left[t_{i, j}\right],\left[f_{j}^{\text {sel }}\right],\left[t_{j}^{\text {sel }}\right]$ for $i \in[N]$ and $j \in\left[M+M^{\prime}+M^{\prime \prime}\right]$ to the verifier, who responds with uniformly sampled values $\alpha, \beta \in \mathbb{K}$.
2. Inclusion Oracles: The prover computes the inclusion polynomials $h_{1, j}, h_{2, j}$ for each inclusion invocation $j \in[M]$. Then, he sends oracle functions of them to the verifier, who answers with uniformly sampled values $\gamma, \delta \in \mathbb{K}$.
3. Grand Product Oracles: The prover computes the grand product polynomials $Z_{j}$ for each argument $j \in\left[M+M^{\prime}+M^{\prime \prime}\right]$ and sends oracle functions of them to the verifier.
4. Verification: For each $j \in[M]$ and all $x \in G$, the verifier checks that constraints in Eq. (18) hold; for each $j \in\left[M+1, M+M^{\prime}\right]$, constraints in Eq. (14) hold; and for each $j \in\left[M+M^{\prime}+1, M+M^{\prime}+M^{\prime \prime}\right]$, constraints in Eq. (16) hold. Finally, the verifier also confirms that for each $j \in\left[M+M^{\prime}\right]$, the polynomials $f_{j}^{\text {sel }}, t_{j}^{\text {sel }}$ are valid selectors by checking the following constraints also hold:

$$
\begin{aligned}
& f_{j}^{\mathrm{sel}}(x)\left(f_{j}^{\mathrm{sel}}(x)-1\right)=0, \\
& f_{j}^{\mathrm{sel}}(x)\left(f_{j}^{\mathrm{sel}}(x)-1\right)=0 .
\end{aligned}
$$

| $\mathcal{P}\left(\left\{f_{i, j}, t_{i, j}\right\}_{i, j}, \mathbb{F}, \mathbb{K}\right)$ |  | $\mathcal{V}(\mathbb{F}, \mathbb{K})$ |
| :---: | :---: | :---: |
|  | $\left\{\left[f_{i, j}\right],\left[t_{i, j}\right],\left[f_{j}^{\text {sel }]}\right],\left[t_{j}^{\text {sel }}\right]\right\}_{i, j}$ |  |
|  | $\{\alpha, \beta\}$ |  |
|  | $\left\{\left[h_{1,1}\right],\left[h_{2,1}\right], \ldots,\left[h_{1, M}\right],\left[h_{2, M}\right]\right\}$ |  |
|  | $\{\gamma, \delta\}$ |  |
|  | $\left\{\left[Z_{1}\right], \ldots,\left[Z_{M+M^{\prime}+M^{\prime \prime}}\right]\right\}$ |  |

Figure 5: Skeleton description of Protocol 2.

Using Theorem 7 and the Parallel Repetition Theorem for polynomial IOPs [BCS16], [Gol98] we obtain the following result. Use $M_{1}, M_{2}, M_{3}$ to refer to the number of simple, vector and selected vector inclusions. We have $M=M_{1}+M_{2}+M_{3}$. For the multiset equality scenario, analogously define $M_{1}^{\prime}, M_{2}^{\prime}, M_{3}^{\prime}$, which also satisfy $M^{\prime}=M_{1}^{\prime}+M_{2}^{\prime}+M_{3}^{\prime}$.

Lemma 8 (Soundness bound for Protocol 2). Let $\varepsilon_{I n c}, \varepsilon_{M u I E q}, \varepsilon_{C o n}$ be the soundness for a single invocation of the protocols asserting the inclusion, multiset equality and connection arguments, respectively. Then if the prover interacts with the verifier in Protocol 2 and causes it to accept with probability greater than:

$$
\begin{aligned}
\varepsilon_{\text {Args }}:= & \left(M_{2}+M_{3}+M_{2}^{\prime}+M_{3}^{\prime}\right) \frac{n(N-1)}{|\mathbb{K}|}+ \\
& +\varepsilon_{\operatorname{lnc}}(n)^{M_{1}+M_{2}} \varepsilon_{\operatorname{lnc}}(2 n-1)^{M_{3}} \varepsilon_{\text {MulEq }}(n)^{M_{1}+M_{2}} \varepsilon_{\text {MulEq }}(3 n-1)^{M_{3}} \varepsilon_{\mathrm{Con}}(n)^{M^{\prime \prime}},
\end{aligned}
$$

then each of the $M$ inclusion arguments, $M^{\prime}$ multiset equality arguments and $M^{\prime \prime}$ connection arguments get satisifed.

Proof Sketch. First, notice that $\varepsilon_{\text {Args }}$ is the soundness bound in the "best-case" scenario, that is, assuming that the prover is lying in all the $M+M^{\prime}+M^{\prime \prime}$ arguments. An analogous expression for $\varepsilon_{\text {Args }}$ (and its corresponding proof) can be easily obtained.

For each $i \in\left[M_{2}+M_{3}+M_{2}^{\prime}+M_{3}^{\prime}\right]$, denote by $E_{i}$ the event in which the reduction from either the (vector or selected) inclusion argument or the (vector or selected) multiset equality argument is correct. Also, denote by $E$ the event in which every constraint corresponding to each of the arguments are satisfied. Then, using the union bound, the first term of $\varepsilon_{\text {Args }}$ corresponds to an upper bound to the probability $\operatorname{Pr}\left[\cup_{i} E_{i}\right]$. Now, apply the Parallel Repetition Theorem for polynomial IOPs and the second term of $\varepsilon_{\text {Args }}$ is obtained.

### 3.4 On the Quotient Polynomial

In the vanilla STARK protocol, the quotient polynomial $Q$ (Eq. 8) is computed by adjusting the degree of the rational functions:

$$
q_{i}(X):=\frac{C_{i}\left(\operatorname{tr}_{1}(X), \ldots, \operatorname{tr}_{N}(X), \operatorname{tr}_{1}(g X), \ldots, \operatorname{tr}_{N}(g X)\right)}{Z_{G}(X)}
$$

to a sufficiently large power of two $D$ with the help of two random values $\mathfrak{a}_{i}, \mathfrak{b}_{i}$. The sum of the resulting polynomials $\hat{q}_{i}:=\left(\mathfrak{a}_{i} X^{D-\operatorname{deg}\left(q_{i}\right)-1}+\mathfrak{b}_{i}\right) \cdot q_{i}(X)$ is precisely $Q$.

There are two major issues with the previous definition of the quotient polynomial: (1) it leads to an amount of uniformly sampled values $\mathfrak{a}_{i}, \mathfrak{b}_{i}$ proportional to the number of constraints; and (2) [Sta21] (or any other source, as far as we know) does not provide a proof of why the degree adjustment is necessary at all.

Therefore, we instead obtain a single random value $\mathfrak{a} \in \mathbb{K}$ and define the quotient polynomial as a random linear combination of the rational functions $q_{i}$ as follows:

$$
Q(X):=\sum_{i=1}^{\ell} \mathfrak{a}^{i-1} q_{i}(X)
$$

Note that we not only remove the degree adjustment of the $q_{i}$ 's but also use powers of a uniformly sampled value $\mathfrak{a}$ instead of sampling one value per constraint. A proof that this alternative way of computing the quotient polynomial is sound was carefully analyzed in Theorem 7 of [Hab22] (and based on Theorem 7.2 of [ $\left.\mathrm{BCI}^{+} 20\right]$ ). Importantly, the soundness bound of this alternative version is linearly increased by the number of constraints $\ell$, so we might assume from now on that $\ell$ is sublinear in $|\mathbb{K}|$ to ensure the security of protocols.

### 3.5 Controlling the Constraint Degree wih Intermediate Polynomials

In the vanilla STARK protocol, the initial set of constraints that one attest to compute the proof over is of unbounded degree. However, when one arrives at the point after computing the quotient polynomial $Q$, it should be split into polynomials of degree lower than $n$ to ensure the same redundancy is added as with the trace column polynomials $\operatorname{tr}_{i}$ for a sound application of the FRI protocol. In this section, we explain an alternative for this process and propose the split to happen "at the beginning" and not "at the end" of the proof computation.

Therefore, we will proceed with this approach assuming that the arguments in Section 2.5 are included among the initial set of constraints. The constraints imposed by the grand products polynomials $Z_{i}$ of multiset equalities and inclusions are of known degree:
degree 2 for the former and degree 3 for the latter. Based on this information, we will propose a splitting procedure that allows for polynomial constraints up to degree 3 but will split any exceeding it.

Say the initial set of polynomial constraints $\mathcal{C}=\left\{C_{1}, \ldots, C_{\ell}\right\}$ contain a constraint of total degree greater or equal to 4 . For instance, say that we have $\mathcal{C}=\left\{C_{1}, C_{2}\right\}$ with:

$$
\begin{align*}
& C_{1}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right)=X_{1} \cdot X_{2} \cdot X_{2}^{\prime} \cdot X_{3}^{\prime}-X_{3}^{3} \\
& C_{2}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right)=X_{2}-7 \cdot X_{1}^{\prime}+X_{3}^{\prime} \tag{26}
\end{align*}
$$

Now, instead of directly computing the (unbounded) quotient polynomial $Q$ and then doing the split, we will follow the following process:

1. Split the constraints of degree $t \geq 4$ into $\lceil t / 3\rceil$ constraints of degree lower or equal than 3 through the introduction of one formal variable and one constraint per split.
2. Compute the rational functions $q_{i}$. Notice the previous step restricts the degree of the $q_{i}$ 's to be lower than $2 n$.
3. Compute the quotient polynomial $Q \in \mathbb{F}_{<2 n}[X]$ and then split it into (at most) two polynomials $Q_{1}$ and $Q_{2}$ of degree lower than $n$ as follows:

$$
\begin{equation*}
Q(X)=Q_{1}(X)+X^{n} \cdot Q_{2}(X) \tag{27}
\end{equation*}
$$

where $Q_{1}$ is obtained by taking the first $n$ coefficients of $Q$ and $Q_{2}$ is obtained by taking the last $n$ coefficients (filling with zeros if necessary).
Remark 2. Here, we might have that $Q_{2}$ is identically equal to 0 . This is in contrast with the technique used for the split in Eq. (9), where the quotient polynomial $Q$ is distributed uniformly across each of the trace quotient polynomials $Q_{i}$.
This process will "control" the degree of $Q$ so that it will be always of a degree lower than $2 n$.

Following with the example in Eq. (26), we rename $C_{2}$ to $C_{3}$ and introduce the formal variable $Y_{1}$ and the constraint:

$$
\begin{equation*}
C_{2}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, Y_{1}\right)=X_{1} \cdot X_{2}-Y_{1} \tag{28}
\end{equation*}
$$

Now, to compute the rational functions $q_{i}$, we have to compose $C_{2}$ not only with the trace column polynomials $\operatorname{tr}_{i}$ but also with additional polynomials corresponding with the introduced variables $Y_{i}$. We will denote these polynomials as $\mathrm{im}_{i}$ and refer to them as intermediate polynomials.

Hence, the set of constraints in (26) gets augmented to the following set:

$$
\begin{aligned}
& C_{1}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, Y_{1}\right)=Y_{1} \cdot X_{2}^{\prime} \cdot X_{3}^{\prime}-X_{3}^{3} \\
& C_{2}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, Y_{1}\right)=X_{1} \cdot X_{2}-Y_{1} \\
& C_{3}\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, Y_{1}\right)=X_{2}-7 \cdot X_{1}^{\prime}+X_{3}^{\prime}
\end{aligned}
$$

where we include the variable $Y_{1}$ in $C_{3}$ for notation simplicity. Note that now what we have is two constraints of degree lower than 3 , but we have added one extra variable and constraint to take into account.

Discussing more in-depth the tradeoff generated between the two approaches, we have for one side that $\operatorname{deg}(Q)=\max _{i}\left\{\operatorname{deg}\left(q_{i}\right)\right\}=\max _{i}\left\{\operatorname{deg}\left(C_{i}\right)(n-1)-|G|\right\}$. Denote by $i_{\text {max }}$ the index of the $q_{i}$ where the maximum is attained. Then, the number of polynomials $S$ in the split of $Q$ is equal to:

$$
\left\lceil\frac{\operatorname{deg}(Q)}{n}\right\rceil=\left\lceil\frac{\operatorname{deg}\left(C_{i_{\max }}\right)(n-1)-|G|}{n}\right\rceil=\operatorname{deg}\left(C_{i_{\max }}\right)+\left\lceil-\frac{|G|}{n}\right\rceil \text {, }
$$

which is equal to either $\operatorname{deg}\left(C_{i_{\max }}\right)-1$ or $\operatorname{deg}\left(C_{i_{\max }}\right)$.
We must compare this number with the number of additional constraints (or polynomials) added in our proposal. So, on the other side, we have that the overall number of constraints $\tilde{\ell}$ is:

$$
\sum_{i=1}^{\ell}\left\lceil\frac{\operatorname{deg}\left(C_{i}\right)}{3}\right\rceil
$$

with $\tilde{\ell} \geq \ell$.
We conclude that the appropriate approach should be chosen based on the minimum value between $\tilde{\ell}-\ell$ and $S$. Specifically, if the goal is to minimize the number of polynomials in the proof generation, then the vanilla STARK approach should be taken if $\min \{\tilde{\ell}-\ell, S\}=S$, and our approach should be taken if $\min \{\tilde{\ell}-\ell, S\}=\tilde{\ell}-\ell$.
Example 4. To give some concrete numbers, let us compare both approaches using the following set of constraints:

$$
\begin{aligned}
C_{1}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{1}^{\prime}\right) & =X_{1} \cdot X_{2}^{2} \cdot X_{3}^{4} \cdot X_{4}-X_{1}^{\prime} \\
C_{2}\left(X_{1}, X_{2}, X_{3}\right) & =X_{1} \cdot X_{2}^{3}+X_{3}^{3} \\
C_{3}\left(X_{2}, X_{3}, X_{4}, X_{2}^{\prime}\right) & =X_{2}^{3} \cdot X_{3} \cdot X_{4}+X_{2}^{\prime}
\end{aligned}
$$

In the vanilla STARK approach, we obtain $S=8$. On the other side, using the early splitting technique explained before, by substituting $X_{1} \cdot X_{2}^{2}$ by $Y_{1}$ and $X_{2} \cdot X_{3} \cdot X_{4}$ by $Y_{2}$ we transform the previous set of constraints into an equivalent one having all constraints of degree less or equal than 3 . This reduction only introduces 2 additional constraints:

$$
\begin{aligned}
C_{1}\left(X_{1}^{\prime}, Y_{1}, Y_{2}\right) & =Y_{1}^{2} \cdot Y_{2}-X_{1}^{\prime}, \\
C_{2}\left(X_{2}, X_{3}, Y_{1}\right) & =Y_{1} \cdot X_{2}+X_{3}^{3}, \\
C_{3}\left(X_{2}, X_{2}^{\prime}, Y_{2}\right) & =Y_{2} \cdot X_{2}^{2}+X_{2}^{\prime}, \\
C_{4}\left(X_{1}, X_{2}, Y_{1}\right) & =Y_{1}-X_{1} \cdot X_{2}^{2} \\
C_{5}\left(X_{2}, X_{3}, X_{4}, Y_{2}\right) & =Y_{2}-X_{2} \cdot X_{3} \cdot X_{4}
\end{aligned}
$$

Henceforth, the early splitting technique is convenient in this case, introducing 3 new polynomials instead of the 7 that proposes the vanilla STARK approach.

However, early splittings are not unique. That is, we can reduce the degree of the constraints differently, giving more polynomials and worsening our previous splitting in terms of numbers of polynomials. For example, the following set of constraints (achieved by substituting $X_{1} \cdot X_{2}^{2}$ by $Y_{1}, X_{3}^{3}$ by $Y_{2}, X_{3} \cdot X_{4}$ by $Y_{3}$ and $X_{2}^{3}$ by $Y_{4}$ ) is equivalent to the former ones, but in this case we added 4 extra polynomial constraints:

$$
\begin{aligned}
C_{1}\left(X_{1}^{\prime}, Y_{1}, Y_{2}, Y_{3}\right) & =Y_{1} \cdot Y_{2} \cdot Y_{3}-X_{1}^{\prime} \\
C_{2}\left(X_{2}, Y_{1}, Y_{2}\right) & =Y_{1} \cdot X_{2}+Y_{2} \\
C_{3}\left(X_{2}^{\prime}, Y_{3}, Y_{4}\right) & =Y_{3} \cdot Y_{4}+X_{2}^{\prime} \\
C_{4}\left(X_{1}, X_{2}, Y_{1}\right) & =Y_{1}-X_{1} \cdot X_{2}^{2} \\
C_{5}\left(X_{3}, Y_{2}\right) & =Y_{2}-X_{3}^{3} \\
C_{6}\left(X_{3}, X_{4}, Y_{3}\right) & =Y_{3}-X_{3} \cdot X_{4} \\
C_{7}\left(X_{2}, Y_{4}\right) & =Y_{4}-X_{2}^{3}
\end{aligned}
$$

On the other side, a system of constraints composed by the following kind of constraints is not easily early-reducible:

$$
C_{i}\left(X_{i}, X_{i+1}, X_{i+2}\right)=X_{i}^{3} \cdot X_{i+1}+X_{i+1}^{3} \cdot X_{i}+X_{i+2}
$$

More specifically, each $C_{i}$ added into our constraints system will increase by 2 the number of polynomial constraints if the early splitting technique is used. Informally, these constraints do not have repetitions in the monomials composing them, not allowing to generate optimal substitutions as done before. Therefore, even having only one of such constraints, Vanilla STARK approach is preferable.

That being said, a careful and sophisticated analysis should be used in order to choose the optimal solution between both approaches. However, as a rule of thumb, our approach is preferable whenever only a few constraints exceed degree 3 or/and there exists several repetitions among the monomials of the exceeding constraints.

### 3.6 FRI Polynomial Computation

Recall from Section 2.4 the F polynomial was computed as follows:

$$
\begin{aligned}
\mathrm{F}(X):= & \sum_{i \in I_{1}} \varepsilon_{i}^{(1)} \cdot \frac{\operatorname{tr}_{i}(X)-\operatorname{tr}_{i}(z)}{X-z}+\sum_{i \in I_{2}} \varepsilon_{i}^{(2)} \cdot \frac{\operatorname{tr}_{i}(g X)-\operatorname{tr}_{i}(g z)}{X-g z} \\
& +\sum_{i=1}^{S} \varepsilon_{i}^{(3)} \cdot \frac{Q_{i}(X)-Q_{i}\left(z^{S}\right)}{X-z^{S}},
\end{aligned}
$$

where $I_{1}=\left\{i \in[N]: \operatorname{tr}_{i}(z) \in \operatorname{Evals}(z)\right\}, I_{2}=\left\{i \in[N]: \operatorname{tr}_{i}(g z) \in \operatorname{Evals}(g z)\right\}$ and $\varepsilon_{i}^{(1)}, \varepsilon_{j}^{(2)}, \varepsilon_{k}^{(3)} \in \mathbb{K}$ for all $i \in I_{1}, j \in I_{2}, k \in[S]$. This way of computing the F polynomial has again (see Section 3.4) the issue that the number of random values sent from the verifier is proportional to the number of polynomials involved in the previous sum.

We will therefore compute the F polynomial by requesting two random values $\varepsilon_{1}, \varepsilon_{2} \in$ $\mathbb{K}$ instead, using $\varepsilon_{1}$ to compute the part regarding evaluations at $z$ and $g z$ separately and finally mixing it all with $\varepsilon_{1}$.

Following with the previous example, we define polynomials $\mathrm{F}_{1}, \mathrm{~F}_{2} \in \mathbb{K}_{<n}[X]$ :

$$
\begin{aligned}
& \mathrm{F}_{1}(X):=\sum_{i \in I_{1}} \varepsilon_{2}^{i-1} \cdot \frac{\operatorname{tr}_{i}(X)-\operatorname{tr}_{i}(z)}{X-z}+\sum_{i=1}^{S} \varepsilon_{2}^{\left|I_{1}\right|+i-1} \cdot \frac{Q_{i}(X)-Q_{i}(z)}{X-z} \\
& \mathrm{~F}_{2}(X):=\sum_{i \in I_{2}} \varepsilon_{2}^{i-1} \cdot \frac{\operatorname{tr}_{i}(g X)-\operatorname{tr}_{i}(g z)}{X-g z}
\end{aligned}
$$

and then we set $\mathrm{F}(X):=\mathrm{F}_{1}(X)+\varepsilon_{1} \cdot \mathrm{~F}_{2}(X)$. Note that since $\varepsilon_{1}, \varepsilon_{2}$ are uniformly sampled elements, then so is $\varepsilon_{1} \cdot \varepsilon_{2}^{i}$ for all $i \geq 0$.

A commonly used alternative version of the $F$ polynomial computation in practice involves requesting a single random value $\varepsilon \in \mathbb{K}$ and directly computing

$$
\begin{aligned}
\widetilde{\mathrm{F}}(X):= & \sum_{i \in I_{1}} \varepsilon^{i-1} \cdot \frac{\operatorname{tr}_{i}(X)-\operatorname{tr}_{i}(z)}{X-z}+\sum_{i \in I_{2}} \varepsilon^{\left|I_{1}\right|+i-1} \cdot \frac{\operatorname{tr}_{i}(g X)-\operatorname{tr}_{i}(g z)}{X-g z} \\
& +\sum_{i=1}^{S} \varepsilon^{\left|I_{1}\right|+\left|I_{2}\right|+i-1} \cdot \frac{Q_{i}(X)-Q_{i}\left(z^{S}\right)}{X-z^{S}} .
\end{aligned}
$$

This version has the disadvantage of not being computable in parallel like the previous version, so we prefer the first option (even if it means increasing the proof size by one field element). Specifically, when the powers of $\varepsilon_{2}$ are being computed, it is possible to compute the polynomials $F_{1}$ and $F_{2}$ both sequentially and in parallel, while $\widetilde{F}$ can only be computed sequentially after the computation of the powers of $\varepsilon$.

## 4 Our eSTARK Protocol

### 4.1 Extended Algebraic Intermediate Representation (eAIR)

In this section, we introduce the notion of eAIRs and eAIR satisfiability as a natural extension of the well-studied AIRs [BBHR19]. Informally speaking, an eAIR is an AIR whose expressiveness is extended with more types of allowed constraints. In the following recall that $G=\langle g\rangle$ is a multiplicative subgroup of $\mathbb{F}$ of order $n$.

Definition 7 (AIR and AIR Satisfiability). Given polynomials $p_{1}, \ldots, p_{M} \in \mathbb{F}[X]$, an algebraic intermediate representation (AIR) A is a set of algebraic constraints $\left\{C_{1}, \ldots, C_{K}\right\}$ such that each $C_{i}$ is a polynomial over $\mathbb{F}\left[X_{1}, \ldots, X_{M}, X_{1}^{\prime}, \ldots, X_{M}^{\prime}\right]$. For each $C_{i}$, the first half variables $X_{1}, \ldots, X_{M}$ will be replaced by polynomials $p_{1}(X), \ldots, p_{M}(X)$, whereas the second half variables $X_{1}^{\prime}, \ldots, X_{M}^{\prime}$ will be replaced by polynomials $p_{1}(g X), \ldots, p_{M}(g X)$.

Moreover, we say that polynomials $p_{1}, \ldots, p_{M}$ satisfy a given $A I R \mathrm{~A}=\left\{C_{1}, \ldots, C_{K}\right\}$ if and only if for each $i \in[K]$ we have that:

$$
C_{i}\left(p_{1}(x), \ldots, p_{M}(x), p_{1}(g x), \ldots, p_{M}(g x)\right)=0, \forall x \in G .
$$

Remark 2. There are two main simplifications between our definition for AIR and the definition for AIR in [Sta21]: (1) we define constraints only over the "non-shifted" and "shifted-by-one" version of the corresponding polynomials, i.e., $p_{i}(X)$ and $p_{i}(g X)$, respectively; and (2) we enforce constraints to vanish over the whole $G$ and not over a subset of it. The following definitions can, however, support a more generic version.

Now, we extend the definition of an AIR by allowing the arguments defined in Section 3.3 as new types of available constraints.

Definition 8 (Extended AIR). Given polynomials $p_{1}, \ldots, p_{M} \in \mathbb{F}[X]$, an extended algebraic intermediate representation (eAIR) eA is a set of constraints eA $=\left\{C_{1}, \ldots, C_{K}\right\}$ such that each $C_{i}$ can be one of the following form:
(a) A polynomial over $\mathbb{F}\left[X_{1}, \ldots, X_{M}, X_{1}^{\prime}, \ldots, X_{M}^{\prime}\right]$ as in Def. 7 .
(b) A positive integer $R_{i}$, a set of $2 R_{i}$ polynomials $C_{i, j}$ over $\mathbb{F}\left[X_{1}, \ldots, X_{M}\right]$ and two selectors $f_{i}^{\text {sel }}, t_{i}^{\text {sel }}$ over $\mathbb{F}[X]$ (recall that $f_{i}^{\text {sel }}(x), t_{i}^{\text {sel }}(x) \in\{0,1\}$ for all $\left.x \in G\right)$.
(c) An integer $S_{i} \in[M]$, a subset of $S_{i}$ polynomials $p_{(1)}, \ldots, p_{\left(S_{i}\right)} \in \mathbb{F}[X]$ from the set $\left\{p_{1}, \ldots, p_{M}\right\}$ and $S_{i}$ more polynomials $S_{\sigma_{i}, 1}, \ldots, S_{\sigma_{i}, S_{i}}$ representing a permutation $\sigma_{i}$.

Finally, we refer to the set constraints of the form described in $(a)$ as the set of identity constraints of eA and to the set of constraints of the form described by either (b) or (c) as the set of non-identity constraints of eA.

Definition 8 aims to capture the arguments in Section 3.3 in a slightly more generic way. Here, the polynomials subject to these arguments are generated as a polynomial combination between $p_{1}, \ldots, p_{M}$.

In what follows, we use $\overline{\mathrm{P}}$ as a shorthand for $\left(p_{1}, \ldots, p_{M}\right)$ and denote by $C \circ \overline{\mathrm{P}}$ to the univariate polynomial over $\mathbb{F}[X]$ resulting from the substitution of each of the variables $X_{i}, X_{i}^{\prime}$ of the constraint $C \in \mathbb{F}\left[X_{1}, \ldots, X_{M}, X_{1}^{\prime}, \ldots, X_{M}^{\prime}\right]$ by $p_{i}(X), p_{i}(g X)$, respectively. That is $C \circ \overline{\mathrm{P}}$ is the polynomal $C\left(p_{1}(X), \ldots, p_{M}(X), p_{1}(g X), \ldots, p_{M}(g X)\right)$.

Definition 9 (Extended AIR Satisfiability). We say that polynomials $p_{1}, \ldots, p_{M} \in \mathbb{F}[X]$ satisfy a given eAIR eA $=\left\{C_{1}, \ldots, C_{K}\right\}$ if and only if for each $i \in[K]$ one and only one
of the following is true for all $x \in G$ :

$$
\begin{aligned}
&\left(C_{i} \circ \overline{\mathrm{P}}\right)(x)=0 \\
& f_{i}^{\mathrm{sel}}(x) \cdot\left(\left(C_{i, 1} \circ \overline{\mathrm{P}}\right)(x), \ldots,\left(C_{i, R_{i}} \circ \overline{\mathrm{P}}\right)(x)\right) \in t_{i}^{\mathrm{sel}}(x) \cdot\left(\left(C_{i, R_{i}+1} \circ \overline{\mathrm{P}}\right)(x), \ldots,\left(C_{i, 2 R_{i}} \circ \overline{\mathrm{P}}\right)(x)\right), \\
& f_{i}^{\mathrm{sel}}(x) \cdot\left(\left(C_{i, 1} \circ \overline{\mathrm{P}}\right)(x), \ldots,\left(C_{i, R_{i}} \circ \overline{\mathrm{P}}\right)(x)\right) \doteq t_{i}^{\mathrm{sel}}(x) \cdot\left(\left(C_{i, R_{i}+1} \circ \overline{\mathrm{P}}\right)(x), \ldots,\left(C_{i, 2 R_{i}} \circ \overline{\mathrm{P}}\right)(x)\right), \\
&\left(p_{(1)}(x), \ldots, p_{\left(S_{i}\right)}(x)\right) \propto\left(S_{\sigma_{i}, 1}(x), \ldots, S_{\sigma_{i}, S_{i}}(x)\right) .
\end{aligned}
$$

### 4.2 The Setup Phase

During the protocol of Section 4.3, both the prover and the verifier will need to have access to a set of preprocessed polynomials pre $i_{i} \in \mathbb{F}[X]$. In particular, the prover will need to have full access to them, either in coefficient or in the evaluation form, to be able to correctly generate the proof. On the other hand, the verifier will only need to have access to a subset of the evaluations of these polynomials over the domain $H$.

To this end, in our protocol we assume the existence of a phase, known as the setup phase, that is before the protocol message exchange but after the particular statement to be proven (or equivalently, the set of constraints that describe the statement) is fixed. In the setup phase, the preprocessed polynomials are computed and the prover and the verifier receive different information regarding them. Particularly, the setup phase, with input from a set of polynomial constraints, consists of the following steps:

1. The trace LDE of each preprocessed polynomial is computed.
2. The Merkle tree of the set of preprocessed polynomials is computed.
3. Finally, the complete tree is sent to the prover and its corresponding root is sent to the verifier. This way, when the verifier needs to compute the evaluation of any preprocessed polynomial over $h \in H$, he can request it from the prover, who will respond with the evaluation along with its corresponding Merkle tree path. The verifier then verifies the accuracy of the information received by using the root of the tree.

Remark 3. Since the computational effort of the setup phase is greater than $\mathcal{O}(\log (n))$, we cannot include this phase as part of the verifier description if we want our protocol to satisfy verifier scalability.

Note that the setup phase does not include a measure for the verifier to be sure that the computation of the Merkle tree of preprocessed polynomials is correct. However, as the setup phase input is the set of polynomial constraints representing the problem's statement (something that the verifier also knows), the verifier can run at any time during the setup phase to check the validity of the computations.

Moreover, both the prover and the verifier will need to have access to the evaluations over $H$ of the vanishing polynomial $Z_{G}(X):=X^{n}-1$ and the first Lagrange polynomial $L_{1}(X):=\frac{g\left(X^{n}-1\right)}{n(X-g)}$. However, $Z_{G}$ and $L_{1}$ will appear later on in the protocol, and although in principle we do not consider them preprocessed polynomials, they are publicly known and therefore included in the Merkle tree computation of the setup phase.

### 4.3 Our IOP for eAIR

Before the start of the protocol, we assume the prover and verifier have fixed a specific eAIR instance eA $=\left\{\widetilde{C}_{1}, \ldots, \widetilde{C}_{T^{\prime}}\right\}$ and that the constraints of eA are ordered as follows: first, the identity constraints, then the inclusion arguments, followed by the permutation
arguments, and finally, the connection arguments. Additionally, we assume that the setup phase has been successfully executed.

Throughout the description of the protocol, we use the following useful notation:

- Let $N, R$ be two non-negative integers. We set $N$ to be the number of trace column polynomials and $R$ to be the number of preprocessed polynomials.
- Among the set of polynomial constraints eA, we denote by $M, M^{\prime}, M^{\prime \prime} \in \mathbb{Z}_{\geq 0}$ the number of inclusion arguments, permutation arguments and connection arguments, respectively.
- The prover parameters pp is composed of the finite field $\mathbb{F}$, the domains $G$ and $H$, the field extension $\mathbb{K}$, the eAIR instance eA, all the public values, the set of committed polynomials and the Merkle tree of preprocessed polynomials.
- The verifier parameters vp is composed of the finite field $\mathbb{F}$, the domains $G$ and $H$, the field extension $\mathbb{K}$, the eAIR instance eA, all the public values and the Merkle tree's root of preprocessed polynomials.

Our IOP for eAIR, which can be seen as an extension of the DEEP-ALI protocol [BGKS19], is as follows.

Protocol 3 (IOP for eAIR). The protocol starts with a set of trace column polynomials $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N} \in \mathbb{F}_{<n}[X]$ and preprocessed polynomials pre $1_{1}, \ldots, \operatorname{pre}_{R} \in \mathbb{F}_{<n}[X]$. The following protocol is used by a prover to prove to a verifier that polynomials $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}, \operatorname{pre}_{1}, \ldots, \operatorname{pre}_{R}$ satisfy eA:

1. Trace Column Oracles: The prover sets oracle functions $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ to $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N} \in$ $\mathbb{F}_{<n}[X]$ for the verifier, who responds with uniformly sampled values $\alpha, \beta \in \mathbb{K}$. During this step, the prover also computes the intermediate polynomials resulting from the subset of identity constraints. Let $K \in \mathbb{Z}_{\geq 0}$ be the number of these polynomials, denoted as $\operatorname{im}_{i} \in \mathbb{F}_{<n}[X]$, where $i \in[K]$. It is important to recall that new identity constraints must also be considered when introducing intermediate polynomials, as demonstrated in Eq. (28). As additional intermediate polynomials may be introduced in Round 3, the prover will set oracles for $\mathrm{im}_{1}, \ldots, \mathrm{im}_{K}$ in that round.
2. Inclusion Oracles: As explained by Section 3.3, the prover, if needed:

- Uses $\alpha$ to reduce both vector inclusions and vector permutations into simple (possibly selected) inclusions and permutations.
- Uses $\beta$ to reduce both selected inclusions and selected permutations into simple (non-selected) inclusions and permutations.

After the previous two reductions, the prover computes the inclusion polynomials $h_{i, 1}, h_{i, 2} \in \mathbb{K}_{<n}[X]$ for each inclusion argument, with $i \in[M]$. Then, he sets oracle functions $\left[h_{1,1}\right],\left[h_{1,2}\right], \ldots,\left[h_{M, 1}\right],\left[h_{M, 2}\right]$ for the verifier, who answers with uniformly sampled values $\gamma, \delta \in \mathbb{K}$.
3. Grand Product and Intermediate Oracles: The prover uses $\gamma, \delta$ to compute the grand product polynomials $Z_{i} \in \mathbb{K}_{<n}[X]$ for each argument, with $i \in\left[M+M^{\prime}+M^{\prime \prime}\right]$. Importantly, some identity constraints induced by the constraints asserting the validity of the connection argument's grand product polynomials might be of a degree greater or equal to 4 . Therefore, following Section 3.5, the prover split these constraints into multiple constraints of degree at most 3 by the introduction of intermediate polynomials. Let $K^{\prime} \in \mathbb{Z}_{\geq 0}$ be the number of introduced intermediate polynomials, denoted as $\operatorname{im}_{K+i} \in \mathbb{K}[\bar{X}]$, where $i \in\left[K^{\prime}\right]$.

The prover sets oracle functions $\left[Z_{1}\right], \ldots,\left[Z_{M+M^{\prime}+M^{\prime \prime}}\right]$ and $\left[\mathrm{im}_{1}\right], \ldots,\left[\mathrm{im}_{K+K^{\prime}}\right]$ for the verifier. The verifier answers with a uniformly sampled value $\mathfrak{a} \in \mathbb{K}$.
At this point, the original eAIR eA $=\left\{\widetilde{C}_{1}, \ldots, \widetilde{C}_{T^{\prime}}\right\}$ has been reduced to an AIR A $=\left\{C_{1}, \ldots, C_{T}\right\}$, with $T \geq T^{\prime}$, so we continue by executing the DEEP-ALI protocol over A with the modifications mentioned in Sections 3.4 and 3.5.

Remark 3. Rounds 2 and 3 are skipped by both the prover and the verifier if the eAIR instance eA is an AIR. In such case, Round 4 follows from Round 1.
4. Trace Quotient Oracles: The prover computes the polynomial $Q(X) \in \mathbb{K}[X]$ :

$$
\begin{equation*}
Q(X):=\sum_{i=1}^{T} \mathfrak{a}^{i-1} \frac{\left(C_{i} \circ \overline{\mathrm{P}}\right)(X)}{Z_{G}(X)} \tag{29}
\end{equation*}
$$

where we have now used $\overline{\mathrm{P}}$ to denote the sequence of polynomials containing $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}$, $\operatorname{pre}_{1}, \ldots, \operatorname{pre}_{R}, h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}, Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}$ and finally $\operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}$. Therefore, $\left(C_{i} \circ \overline{\mathrm{P}}\right)(X)$ is the (univariate) polynomial resulting from the composition of the (multivariate) polynomial $C_{i}$ and the non-shifted and shifted version of the (univariate) polynomials in $\overline{\mathrm{P}}$. Then, the prover splits $Q$ into two trace quotient polynomials $Q_{1}$ and $Q_{2}$ of degree lower than $n$, and sets their oracles [ $Q_{1}$ ] and [ $Q_{2}$ ] for the verifier. Polynomials $Q_{1}$ and $Q_{2}$ satisfy the following:

$$
\begin{equation*}
Q_{1}(X)+X^{n} \cdot Q_{2}(X)=\sum_{i=1}^{T} \mathfrak{a}^{i-1} \frac{\left(C_{i} \circ \overline{\mathrm{P}}\right)(X)}{Z_{G}(X)} \tag{30}
\end{equation*}
$$

5. DEEP Query Answers: The verifier samples a uniformly sampled DEEP query $z \in \mathbb{K} \backslash(G \cup H)$. Note that the verifier prohibits $z \in G$ to enable evaluation of the right-hand side of Eq. (30) and prohibits $z \in H$ to enable evaluation of the polynomial $F$, defined in Round 6, during the FRI protocol. Then, the verifier queries either the oracles set by the prover in previous rounds or the oracles to the preprocessed polynomials to obtain the evaluation sets Evals(z) and Evals $(g z)$. Two observations should be made: first, it is possible for a polynomial to have evaluations in both $\operatorname{Evals}(z)$ and $\operatorname{Evals}(g z)$; and second, evaluations of preprocessed polynomials are also included within $\operatorname{Evals}(z)$ and Evals $(g z)$. The verifier then sends to the prover uniformly sampled values $\varepsilon_{1}, \varepsilon_{2} \in \mathbb{K}$.
6. FRI Protocol: Among the set of polynomals in $\overline{\mathrm{P}}$, respectively denote by $f_{i}$ and $h_{i}$ those whose evaluation respectively belong to Evals $(z)$ and $\operatorname{Evals}(g z)$. The prover computes the polynomials $\mathrm{F}_{1}, \mathrm{~F}_{2} \in \mathbb{K}[X]$ :

$$
\begin{aligned}
& \mathrm{F}_{1}(X):=\sum_{i=1}^{|\operatorname{Evals}(z)|} \varepsilon_{2}^{i-1} \frac{f_{i}(X)-f_{i}(z)}{X-z} \\
& \mathrm{~F}_{2}(X):=\sum_{i=1}^{|\operatorname{Evals}(g z)|} \varepsilon_{2}^{i-1} \frac{h_{i}(X)-h_{i}(g z)}{X-g z},
\end{aligned}
$$

after which he computes the polynomial $\mathrm{F}(X):=\mathrm{F}_{1}(X)+\varepsilon_{1} \cdot \mathrm{~F}_{2}(X)$. Finally, the prover and the verifier run the FRI protocol to prove the low degree of $F$, which starts by setting oracle access to $F$ for the verifier.
7. Verification: Similar to the vanilla STARK verifier, the verifier proceeds as follows:
(a) ALI Consistency. Checks that the trace quotient polynomials $Q_{1}$ and $Q_{2}$ are consistent with the trace column polynomials $\operatorname{tr}_{1}, \ldots, t r_{N}$, the preprocessed polynomials pre ${ }_{1}, \ldots$, pre $_{R}$, the inclusion-related polynomials $h_{1,1}, h_{1,2}$, $\ldots, h_{M, 1}, h_{M, 2}$, the grand product polynomials $Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}$ and the intermediate polynomials $\operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}$. The verifier achieves so by means of Eq. (30) and the evaluations in $\operatorname{Evals}(z)$ and $\operatorname{Evals}(g z)$.
(b) Batched FRI Verification. It runs the batched FRI verification procedure on the polynomial $F$.

If either $(a)$ or $(b)$ fails at any point, the verifier aborts and rejects. Otherwise, the verifier accepts.

It is very straightforward to give an upper bound for the soundness of Protocol 3.
Theorem 3 (STIK for eAIR). Protocol 3 constitutes a STIK for extended AIR satisfiability, i.e., this protocol can be used to prove possession of a set of polynomials $p_{1}, \ldots, p_{N+R} \in \mathbb{F}_{<|G|}[X]$ satisfying a given extended AIR instance eA $=\left\{\widetilde{C}_{1}, \ldots, \widetilde{C}_{T^{\prime}}\right\}$. In particular, denote by $\varepsilon_{\text {eSTARK }}$ to the soundness error of the protocol. Then:

$$
\varepsilon_{e S T A R K}=\varepsilon_{A r g s}+\ell\left(\frac{T-1}{|\mathbb{K}|}+\frac{(D+|G|+2) \cdot \ell}{|\mathbb{K}|-|H|-|G|}\right)+\varepsilon_{F R I}
$$

where $\ell=m / \rho, m \geq 3$ is an integer, $D$ is the maximal degree of the polynomials involved that are summed in the computation of the trace quotient polynomial $Q$ (29), $\varepsilon_{\text {Args }}$ corresponds to the soundness error for Protocol 2 and $\varepsilon_{F R I}$ corresponds to the soundness error of the batched FRI protocol over the FRI polynomial F.

Before starting with the proof, let us discuss the main differences between the common part of this soundness bound and the bound of Theorem 2:

1. In the computation of the quotient polynomial $Q$ we are using powers of a random value $\mathfrak{a}^{i-1}$ instead of a pair $\left(\mathfrak{a}_{i}, \mathfrak{b}_{i}\right)$ for each constraint $C_{i}$. This leads to a polynomial of degree $T-1$ in the variable $\mathfrak{a}$ and therefore the Schwartz-Zippel lemma increases the bound from $1 /|\mathbb{K}|$ to $(T-1) /|\mathbb{K}|$.
2. Since we are splitting the quotient polynomial $Q$ into polynomials $Q_{1}, Q_{2}$ that follow a linear relation with $Q$ (i.e., that $Q_{1}(X)+X^{n} Q_{2}(X)=Q(X)$ ) instead of exponential (i.e., that $\left.Q_{1}\left(X^{2}\right)+X Q_{2}\left(X^{2}\right)=Q(X)\right)$ we only need to restrict the sampling space for $z$ at $\mathbb{K} \backslash(G \cup H)$ instead of $\mathbb{K} \backslash(G \cup \bar{H})$.

Proof Sketch. We start the proof by restricting it to the case of eA being an AIR, that is, we assume that no arguments are among the set of constraints. This means that neither Round 2 nor Round 3 of the previous protocol are needed and are therefore skipped. The resulting protocol turns out to be the (modified) vanilla STARK resulting from the combination of the DEEP-ALI protocol and the batched version of the FRI protocol. A proof that this combination results in a sound protocol is typically divided into two parts: (1) first, the soundness analysis of the DEEP-ALI part can be found in Theorem 6.2 of [BGKS19]; (2) second, the proof that the batched FRI as to applied in Section 4.4 is sound can be found in Theorem 8.3 of $\left[\mathrm{BCI}^{+} 20\right]$. The proof that the combination of these two sound protocols leads to a secure protocol can be found in Corollary 2 of [Sta21]. Since in this case $\varepsilon_{\text {Args }}=0$, we conclude that $\varepsilon_{\text {STARK }}=\varepsilon_{\text {eStARK }}$.

What remains to prove is the expression for the soundness of the protocol when there are arguments present in eA. However, this is achieved by noticing that the first term of $\varepsilon_{\text {STARK }}$ is the soundness error for the incorporated arguments and the rest of the terms describe the soundness error of the DEEP-ALI part plus the batched FRI protocol. In other words, we are accounting for a prover being "lucky" either in the former or in the latter part of the protocol.

### 4.4 From a STIK to a Non-Interactive STARK

As described in Definition 4, transforming the STIK of Section 4.3 to a STARK is very straightforward. First, oracles sent from the prover to the verifier in each round are substituted by a single Merkle tree root as explained in Section 3.1. So, for instance, oracle access to $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ set by the prover in the first round is substituted by the Merkle tree root of the Merkle tree containing the evaluations of $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}$ over the domain $H$. Second, instead of letting the verifier ask a query to a set of polynomial oracles $\left[f_{1}\right], \ldots,\left[f_{N}\right]$ at the same point $v$, the verifier asks for these evaluations to the prover and the prover answers with $f_{1}(v), \ldots, f_{N}(v)$ together with the Merkle path associated with them. We do not specify the specific hash function used in the computation of each Merkle tree, but we only state that this hash function does not have any relation to the hash function used to render the protocol non-interactive, as long as its output space is in the appropriate field.

To render the following protocol in a non-interactive manner, we use the Fiat-Shamir heuristic [FS87]. To this end, let $\mathcal{H}:\{0,1\}^{*} \rightarrow \mathbb{K}$ denote the hash function, modeled as a random oracle in the soundness analysis, that instantiates the heuristic. We emphasize that $\mathcal{H}$ takes any number of inputs and returns elements of $\mathbb{K}$.

We denote by seed to the concatenation of the initial eAIR instance eA $=\left\{\widetilde{C}_{1}, \ldots, \widetilde{C}_{T^{\prime}}\right\}$, all the public values and the Merkle tree's root of preprocessed polynomials. This value will act as the seed to the hash function $\mathcal{H}$ to simulate the first verifier's message.

Moreover, to simulate subsequent verifier's messages we use a technique called hash chaining:

Definition 10 (Hash Chain). Let $\mathcal{H}:\{0,1\}^{*} \rightarrow \mathbb{K}$ be a hash function and let $a_{1}, \ldots, a_{r}$ be the messages sent from the prover to the verifier in an interactive protocol, where each $a_{i}$ represent a set of $\mathbb{K}$ elements. A hash chain is the set of field elements $\beta_{1}, \beta_{2}, \ldots, \beta_{r}$ obtained as follows:

$$
\begin{aligned}
\beta_{1} & =\mathcal{H}\left(\text { seed }, a_{1}\right), \\
\beta_{2} & =\mathcal{H}\left(\beta_{1}, a_{2}\right), \\
\beta_{3} & =\mathcal{H}\left(\beta_{2}, a_{3}\right), \\
\vdots & \\
\beta_{r} & =\mathcal{H}\left(\beta_{r-1}, a_{r}\right) .
\end{aligned}
$$

A proof that the resulting non-interactive protocol is sound after applying the FiatShamir using hash chaining can be found, for example, in Theorem 4 of [AFK21].

Remark 4. In Definition 10 we have avoided writing the generalization of having multiple verifier's messages sent at the same round. In such case, we compute them as $\beta_{i, j}=$ $\mathcal{H}\left(\beta_{i-1}, a_{i}, j\right)$ for $i \in[r]$ and $j=1,2, \ldots$ As a consequence, in round $i+1$ we must include every generated $\beta_{i, j}$ to compute the verifier' messages, i.e., $\beta_{i+1, j}=\mathcal{H}\left(\left\{\beta_{i, j}\right\}_{j}, a_{i+1}, j\right)$ with $k=1,2, \ldots$

### 4.5 Full Protocol Description

We split the protocol's description between the prover algorithm and verifier algorithm and compose each round in the prover algorithm of the computation of the verifier's challenges (via Fiat-Shamir) and the actual messages computed by the prover. We reuse the notation and assumptions from Section 4.3.

## PROVER ALGORITHM

## Round 1: Trace Column Polynomials

Given the trace column polynomials $\operatorname{tr}_{1}, \operatorname{tr}_{2}, \ldots, \operatorname{tr}_{N} \in \mathbb{F}_{<n}[X]$, the prover commits to them, as explained in Section 3.1, computing their associated Merkle root.

During this step, the prover also computes the intermediate polynomials $\mathrm{im}_{1}, \ldots, \mathrm{im}_{K}$ resulting from the subset of identity constraints.

The first prover output is $\operatorname{MTR}\left(\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}\right)$.

## Round 2: Icnlusion Polynomials

The prover computes the reducing challenges $\alpha, \beta \in \mathbb{K}$ :

$$
\alpha=\mathcal{H}\left(\text { seed }, \operatorname{MTR}\left(\left\{\operatorname{tr}_{i}\right\}_{i}\right), 1\right), \quad \beta=\mathcal{H}\left(\text { seed }, \operatorname{MTR}\left(\left\{\operatorname{tr}_{i}\right\}_{i}\right), 2\right)
$$

Using $\alpha$ and $\beta$, the prover computes the inclusion polynomials $h_{i, 1}, h_{i, 2} \in \mathbb{K}_{<n}[X]$ for each inclusion argument, with $i \in[M]$, and commits to them.

The second prover output is $\operatorname{MTR}\left(h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}\right)$.

## Round 3: Grand Product and Intermediate Polynomials

The prover computes the permutation challenges $\gamma, \delta \in \mathbb{K}$ :

$$
\gamma=\mathcal{H}\left(\alpha, \beta, \operatorname{MTR}\left(\left\{h_{i, j}\right\}_{i, j}\right), 1\right), \quad \delta=\mathcal{H}\left(\alpha, \beta, \operatorname{MTR}\left(\left\{h_{i, j}\right\}_{i, j}\right), 2\right) .
$$

The prover uses $\gamma, \delta$ to compute the grand product polynomials $Z_{i} \in \mathbb{K}_{<n}[X]$ for each argument, with $i \in\left[M+M^{\prime}+M^{\prime \prime}\right]$. The prover also computes the remaining intermediate polynomials $\operatorname{im}_{K+1}, \ldots, \operatorname{im}_{K+K^{\prime}}$.

In this round, the prover commits to both the grand product polynomials and all the intermediate polynomials. To save one element in the proof, the prover uses the same Merkle tree for both the grand product and the intermediate polynomials.

The third prover output is $\operatorname{MTR}\left(Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}, \operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}\right)$.

## Round 4: Trace Quotient Polynomials

The prover computes the combination challenge $\mathfrak{a} \in \mathbb{K}$ :

$$
\left.\mathfrak{a}=\mathcal{H}\left(\gamma, \delta, \operatorname{MTR}\left(\left\{Z_{i}\right\}_{i}\right)\right), \operatorname{MTR}\left(\left\{\operatorname{im}_{i}\right\}_{i}\right)\right) .
$$

The prover uses $\mathfrak{a}$ to compute the quotient polynomial $Q \in \mathbb{K}_{<2 n}[X]$ :

$$
Q(X):=\sum_{i=1}^{T} \mathfrak{a}^{i-1} \frac{\left(C_{i} \circ \overline{\mathrm{P}}\right)(X)}{Z_{G}(X)},
$$

and splits it into two polynomials $Q_{1}$ and $Q_{2}$ of degree lower than $n$ as in Eq. (27). Then, the prover commits to these two polynomials.

Recall that $Q_{1}, Q_{2}$ satisfy the following relation with $Q$ :

$$
\begin{equation*}
Q_{1}(X)+X^{n} \cdot Q_{2}(X)=\sum_{i=1}^{T} \mathfrak{a}^{i-1} \frac{\left(C_{i} \circ \overline{\mathrm{P}}\right)(X)}{Z_{G}(X)} \tag{31}
\end{equation*}
$$

The fourth prover output is $\operatorname{MTR}\left(Q_{1}, Q_{2}\right)$.

## Round 5: DEEP Query Answers

The prover computes the evaluation challenge $z \in \mathbb{K}$ :

$$
\begin{equation*}
z=\mathcal{H}\left(\mathfrak{a}, \operatorname{MTR}\left(Q_{1}, Q_{2}\right)\right) \tag{32}
\end{equation*}
$$

If $z$ falls either in $G$ or $H$, then we introduce a counter as an extra input to the hash function $\mathcal{H}$ in Eq. (32) and keep incrementing it until $z \in \mathbb{K} \backslash(G \cup H)$. The probability that $z$ is not of the expected form is proportional to $(|G|+|H|) /|\mathbb{K}|$, which is sufficiently small for all practical purposes.

The prover computes the evaluation sets Evals $(z)$ and $\operatorname{Evals}(g z)$.
The fifth prover output is (Evals(z), Evals $(g z))$.

## Round 6: FRI Protocol

The prover computes the combination challenges $\varepsilon_{1}, \varepsilon_{2} \in \mathbb{K}$ :

$$
\varepsilon_{1}=\mathcal{H}(z, \operatorname{Evals}(z), \operatorname{Evals}(g z), 1), \quad \varepsilon_{2}=\mathcal{H}(z, \operatorname{Evals}(z), \operatorname{Evals}(g z), 2)
$$

Among the set of polynomials in $\overline{\mathrm{P}}$, respectively denote by $f_{i}$ and $h_{i}$ those whose evaluation respectively belong to $\operatorname{Evals}(z)$ and $\operatorname{Evals}(g z)$. The prover computes the polynomials $\mathrm{F}_{1}, \mathrm{~F}_{2} \in \mathbb{K}[X]:$

$$
\begin{aligned}
& \mathrm{F}_{1}(X):=\sum_{i=1}^{|\operatorname{Evals}(z)|} \varepsilon_{2}^{i-1} \frac{f_{i}(X)-f_{i}(z)}{X-z} \\
& \mathrm{~F}_{2}(X):=\sum_{i=1}^{|\operatorname{Evals}(g z)|} \varepsilon_{2}^{i-1} \frac{h_{i}(X)-h_{i}(g z)}{X-g z}
\end{aligned}
$$

after which he computes the polynomial $\mathrm{F}(X):=\mathrm{F}_{1}(X)+\varepsilon_{1} \cdot \mathrm{~F}_{2}(X)$. Finally, the prover executes the (non-interactive version of the) FRI protocol to prove the low degree of the F polynomials, after which he obtains a FRI proof $\pi_{\text {FRI }}$.

The sixth prover output is $\pi_{\text {FRI }}$.

| $\mathcal{P}(\mathrm{pp})$ |  |
| :---: | :---: |
|  | $\operatorname{MTR}\left(\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}\right)$ |
|  | $\{\alpha, \beta\}$ |
|  | $\operatorname{MTR}\left(h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}\right)$ |
|  | $\{\gamma, \delta\}$ |
|  | $\underline{\operatorname{MTR}\left(Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}, \operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}\right)}$ |
|  | $\mathfrak{a}$ |
|  | $\operatorname{MTR}\left(Q_{1}, Q_{2}\right)$ |
|  | $z$ |
|  | $\{\operatorname{Evals}(z), \operatorname{Evals}(g z)\}$ |
|  | $\varepsilon_{1}, \varepsilon_{2}$ |
|  | $\pi_{\text {FRI }}$ |

Figure 6: Skeleton description of the eSTARK protocol.

The prover returns:

$$
\pi_{\mathrm{eSTARK}}=\left(\begin{array}{c}
\operatorname{MTR}\left(\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}\right), \operatorname{MTR}\left(h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}\right), \\
\operatorname{MTR}\left(Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}, \operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}\right), \\
\operatorname{MTR}\left(Q_{1}, Q_{2}\right), \operatorname{Evals}(z), \operatorname{Evals}(g z), \pi_{\mathrm{FRI}}
\end{array}\right)
$$

## VERIFIER ALGORITHM

To verify the STARK, the verifier performs the following steps:

1. Checks that $\operatorname{MTR}\left(\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}\right), \operatorname{MTR}\left(h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}\right), \operatorname{MTR}\left(Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}\right.$, $\left.\operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}\right), \operatorname{MTR}\left(Q_{1}, Q_{2}\right)$ are all in $\mathbb{K}$.
2. Checks that every element in both $\operatorname{Evals}(z)$ and $\operatorname{Evals}(g z)$ is from $\mathbb{K}$.
3. Computes the challenges $\alpha, \beta, \gamma, \delta, \mathfrak{a}, z, \varepsilon_{1}, \varepsilon_{2} \in \mathbb{K}$ from the elements in seed and $\pi_{\text {eSTARK }}$ (except for $\pi_{\text {FRI }}$, which is used to compute the challenges within FRI).
4. ALI Consistency. Checks that the trace quotient polynomials $Q_{1}$ and $Q_{2}$ are consistent with the trace column polynomials $\operatorname{tr}_{1}, \ldots, t r_{N}$, the preprocessed polynomials pre ${ }_{1}, \ldots$, pre $_{R}$, the inclusion-related polynomials $h_{1,1}, h_{1,2}, \ldots, h_{M, 1}, h_{M, 2}$, the grand product polynomials $Z_{1}, \ldots, Z_{M+M^{\prime}+M^{\prime \prime}}$ and the intermediate polynomials $\operatorname{im}_{1}, \ldots, \operatorname{im}_{K+K^{\prime}}$. The verifier achieves so by means of Eq. (31) and the evaluations contained in Evals $(z)$ and Evals $(g z)$.
5. Batched FRI Verification. Using $\pi_{\text {FRI }}$, it runs the batched FRI verification procedure on the polynomial F.

If either of the previous steps fails at any point, the verifier aborts and rejects. Otherwise, the verifier accepts.

## 5 Conclusions

In this paper, we have presented a probabilistic proof that generalizes the STARK family by introducing a more generic intermediate representation that we have called eAIR. We first explained multiple techniques that enhance the vanilla STARK complexity in both proof size and verification time. In particular, we demonstrated many optimizations applied to some polynomial computations in vanilla STARK. Additionally, we showed the tradeoffs arising from controlling the constraint degree either at the representation of the AIR or inside the eSTARK itself, offering a rule to decide whether to choose the first option or the second one. We anticipate these techniques to be useful for other types of SNARKs.

Secondly, we described our protocol in the polynomial IOP model as a combination of the optimized version of the vanilla STARK and the addition of rounds concerning the incorporation of three arguments into the protocol. Following the description, we proved that the protocol is sound in the polynomial IOP model.

Lastly, we provided a full description of the protocol by replacing the oracle access to polynomials via Merkle trees and turning it non-interactive through the Fiat-Shamir heuristic. We expect this protocol to be further expanded with the addition of more types of arguments that could fit a wider range of applications.
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## A Vanilla STARK Description

In this section, we will outline the STARK protocol step by step. The following definitions will be employed in the protocol:

- We call prover parameters, and denote them by pp, to the finite field $\mathbb{F}$, the domains $G$ and $H$, the field extension $\mathbb{K}$, the set of constraints, and the set of polynomial evaluations that the prover has access to.
- We call verifier parameters, and denote them by vp, to the finite field $\mathbb{F}$, the domains $G$ and $H$, the field extension $\mathbb{K}$, the set of constraints, and the set of polynomial evaluations that the verifier has access to.

Protocol 4. The protocol starts with a set of constraints $\mathcal{C}=\left\{C_{1}, \ldots, C_{T}\right\}$ and a set of polynomials $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N} \in \mathbb{F}[X]$ (presumably) satisfying them. The prover and verifier proceed as follows:

1. The prover sends oracle functions $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ for $\operatorname{tr}_{1}, \ldots, \operatorname{tr}_{N}$ to the verifier:

| $\mathcal{P}(\mathrm{pp})$ | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  |  |  |

2. The verifier samples uniformly random values $\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T} \in \mathbb{K}$ and sends them to the prover:

| $\mathcal{P}(\mathrm{pp})$ |  | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  |  |  |

3. The prover computes the quotient polynomial $Q$, after which he computes the trace quotient polynomials $Q_{1}, \ldots, Q_{S}$ and sends their oracle representatives $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ to the verifier.

| $\mathcal{P}(\mathrm{pp})$ |  | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  | $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ |  |

4. The verifier samples a uniformly random value $z \in \mathbb{K} \backslash(G \cup \bar{H})$ and sends it to the prover:

| $\mathcal{P}$ (pp) |  | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  | $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ |  |
|  | $z$ |  |

5. The prover computes the sets Evals $(z)$ and $\operatorname{Evals}(g z)$ of trace column polynomials evaluations. Then, he sends Evals $(z)$, Evals $(g z)$ and $Q_{i}\left(z^{S}\right)$ for all $i \in[S]$ to the verifier:

| $\mathcal{P}$ (pp) |  | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  | $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ |  |
|  | $z$ |  |
|  | $\xrightarrow{\left\{\operatorname{Evals}(z), \operatorname{Evals}(g z), Q_{1}\left(z^{S}\right), \ldots, Q_{S}\left(z^{S}\right)\right\}}$ |  |

6. Recalling that $I_{1}=\left\{i \in[N]: \operatorname{tr}_{i}(z) \in \operatorname{Evals}(z)\right\}$ and $I_{2}=\left\{i \in[N]: \operatorname{tr}_{i}(g z) \in\right.$ Evals $(g z)\}$, the verifier sends uniformly random values $\varepsilon_{i}^{(1)}, \varepsilon_{j}^{(2)}, \varepsilon_{k}^{(3)} \in \mathbb{K}$, where $i \in I_{1}, j \in I_{2}, k \in[S]$, to the prover:

| $\mathcal{P}(\mathrm{pp})$ |  | $\mathcal{V}(\mathrm{vp})$ |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  | $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ |  |
|  | $z$ |  |
|  | $\left\{\operatorname{Evals}(z), \operatorname{Evals}(g z), Q_{1}\left(z^{S}\right), \ldots, Q_{S}\left(z^{S}\right)\right\}$ |  |
|  | $\left\{\left\{\varepsilon_{i}^{(1)}\right\}_{i \in I_{1}},\left\{\varepsilon_{j}^{(2)}\right\}_{j \in I_{2}},\left\{\varepsilon_{k}^{(3)}\right\}_{k \in[S]}\right\}$ |  |

7. The prover computes the F polynomial. Then, the prover initiates the FRI message exchange along with the verifier to prove the low degree of the $F$ polynomial to the verifier. The prover sends the resulting FRI proof $\pi_{\text {FRI }}$ to the verifier:

| $\mathcal{P}(\mathrm{pp})$ |  | $\mathcal{V}$ (vp) |
| :---: | :---: | :---: |
|  | $\left[\operatorname{tr}_{1}\right], \ldots,\left[\operatorname{tr}_{N}\right]$ |  |
|  | $\left\{\mathfrak{a}_{1}, \mathfrak{b}_{1}, \ldots, \mathfrak{a}_{T}, \mathfrak{b}_{T}\right\}$ |  |
|  | $\left[Q_{1}\right], \ldots,\left[Q_{S}\right]$ |  |
|  | $z$ |  |
|  | $\left\{\operatorname{Evals}(z), \operatorname{Evals}(g z), Q_{1}\left(z^{S}\right), \ldots, Q_{S}\left(z^{S}\right)\right\}$ |  |
|  | $\left\{\left\{\varepsilon_{i}^{(1)}\right\}_{i \in I_{1}},\left\{\varepsilon_{j}^{(2)}\right\}_{j \in I_{2}},\left\{\varepsilon_{k}^{(3)}\right\}_{k \in[S]}\right\}$ |  |
|  | $\pi_{\text {FRI }}$ |  |

8. The verifier runs the three checks commented in Section 2.4: trace consistency, FRI consistency and batch consistency. If any of the checks fail, the verifier rejects them. Otherwise, the verifier accepts.


Figure 7: Full STARK transcript of Section 2.4


[^0]:    ${ }^{1}$ In our case, $a_{i}=2$ for all $i$. We decide to not explicitly write it to capture a version of FRI in which some layers of the commit phase can be skipped.

[^1]:    ${ }^{2}$ The claim in [GWC19] is for a slightly more general protocol.

