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Abstract

We build quantum cryptosystems that support publicly-verifiable deletion from standard cryptographic assumptions. We introduce target-collapsing as a weakening of collapsing for hash functions, analogous to how second preimage resistance weakens collision resistance; that is, target-collapsing requires indistinguishability between superpositions and mixtures of preimages of an honestly sampled image.

We show that target-collapsing hashes enable publicly-verifiable deletion (PVD), proving conjectures from [Poremba, ITCS’23] and demonstrating that the Dual-Regev encryption (and corresponding fully homomorphic encryption) schemes support PVD under the LWE assumption. We further build on this framework to obtain a variety of primitives supporting publicly-verifiable deletion from weak cryptographic assumptions, including:

• Commitments with PVD assuming the existence of injective one-way functions, or more generally, almost-regular one-way functions. Along the way, we demonstrate that (variants of) target-collapsing hashes can be built from almost-regular one-way functions.

• Public-key encryption with PVD assuming trapdoored variants of injective (or almost-regular) one-way functions. We also demonstrate that the encryption scheme of [Hhan, Morimae, and Yamakawa, Eurocrypt’23] based on pseudorandom group actions has PVD.

• $X$ with PVD for $X \in \{\text{attribute-based encryption, quantum fully-homomorphic encryption, witness encryption, time-revocable encryption}\}$, assuming $X$ and trapdoored variants of injective (or almost-regular) one-way functions.
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1 Introduction

Recent research has explored the exciting possibility of combining quantum information with computational hardness to enable classically infeasible cryptographic tasks. Beginning with proposals such as unforgeable money [Wie83], this list has recently grown to include the possibility of provably deleting cryptographic information encoded into quantum states [Unr15, BI20, HMNY21, HMNY22a, HMNY22b, Por23, BK22, BGG+23, AKN+23, APV23].

In this work, we further investigate the task of provable deletion of information via destructive measurements. We focus on building primitives that satisfy publicly-verifiable deletion (PVD). This deletion property allows any participant in possession of a quantum encoding to publish a publicly-verifiable classical certificate proving that they deleted\(^1\) the underlying plaintext. This is in contrast to the weaker privately-verifiable deletion property, where deletion can be verified only by parties that hold a secret verification key, and this key must remain hidden from the party holding the ciphertext. Public verification is more desirable due to its stronger security guarantee: secret verification keys do not need to be stored in hidden locations, and security continues to hold even when the verification key is leaked. Furthermore, clients can outsource verification of deletion by publishing the verification key itself.

Our approach to building publicly verifiable deletion departs from templates used in prior works on deletion. While most prior works, building on [Unr15, BI20], rely on the combination of a quantum information-theoretic tool such as Wiesner encodings/BB84 states [Wie83, BB84] and a cryptographic object such as an encryption scheme, our work enables publicly-verifiable deletion by directly using simple cryptographic properties of many-to-one hash functions.

The Template, in a Nutshell. When illustrating our approach to publicly-verifiable deletion, it will help to first consider enabling this for a simple cryptographic primitive: a commitment scheme. That is, we consider building a statistically binding non-interactive quantum bit commitment scheme where each commitment is accompanied by a classical, public verification key \(vk\). A receiver holding the commitment may generate a classical proof that they deleted the committed bit \(b\), and this proof can be publicly verified against \(vk\). We would like to guarantee that as long as verification accepts, the receiver has information-theoretically removed \(b\) from their view and will be unable to recover it given unbounded resources, despite previously having the bit \(b\) determined by their view.

To allow verification to be a public operation, it is natural to imagine the certificate or proof of deletion to be a hard-to-find solution to a public puzzle. For instance, the public verification key could be an image \(y\) of a (one-way) function, and the certificate of deletion a valid pre-image \(f^{-1}(y)\) of this key. Now, the commitment itself must encode the committed bit \(b\) in such a way that the ability to generate \(f^{-1}(y)\) given the commitment implies information-theoretic deletion of \(b\). This can be enabled by encoding \(b\) in the phase of a state supported on multiple pre-images of \(y\).

Namely, given an appropriate two-to-one function \(f\), a commitment\(^2\) to a bit \(b\) can be

\[
\text{Com}(b) = \left( y, |0, x_0\rangle_A + (-1)^b |1, x_1\rangle_A \right)
\]

\(^1\)In this work, we focus on information-theoretic deletion of computationally hidden secrets, where the guarantee is that after deletion, even an unbounded adversary cannot recover the plaintext that was previously determined by their view [BK22].

\(^2\)Technically, it is only an appropriate purification of the scheme described here that will satisfy binding; we ignore this detail for the purposes of this overview.
where \((0, x_0), (1, x_1)\) are the two pre-images of (a randomly sampled) image \(y\).

Given an image \(y\) and a state on register \(A\), a valid certificate of deletion of the underlying bit could be any pre-image of \(y\), which for a well-formed commitment will be obtained by measuring the \(A\) register in the computational basis. It is easy to see that an immediate honest measurement of the \(A\) register implies information-theoretic erasure of the phase \(b\). But a malicious adversary holding the commitment may decide to perform arbitrary operations on this state in an attempt to find a pre-image \(y\) without erasing \(b\).

In this work, we analyze (minimal) requirements on the cryptographic hardness of \(f\) in the template above, so that the ability to computationally find any preimage of \(y\) given the commitment necessarily implies information-theoretic erasure of \(b\). A useful starting point, inspired by recent conjectures in [Por23], is the collapsing property of hash functions. This property was first introduced in [Unr16b] as a quantum strengthening of collision-resistance.

**Collapsing Functions.** The notion of collapsing considers an experiment where a computationally bounded adversary prepares an arbitrary superposition of preimages of \(f\) on a register \(A\), after which the challenger tosses a random coin \(c\). If \(c = 0\), the challenger measures register \(A\), otherwise it measures a register containing the hash \(y\) of the value on register \(A\), thus leaving \(A\) holding a superposition of preimages of \(y\). The register \(A\) is returned to the adversary, and we say that \(f\) is collapsing if the adversary cannot guess \(c\) with better than negligible advantage. Constructions of collapsing hash functions are known based on LWE [Unr16a], low-noise LPN [Zha22], and more generally on special types of collision-resistant hashes. They have played a key role in the design of post-quantum protocols, especially in settings where proofs of security of these protocols rely on rewinding an adversary.

It is easy to see that

\[
\text{Com}(b) = (y, |0, x_0\rangle + (-1)^b |1, x_1\rangle)
\]

computationally hides the bit \(b\) as long as the function \(f\) used to build the commitment above is collapsing. Indeed, collapsing implies that the superposition \(|0, x_0\rangle + (-1)^b |1, x_1\rangle\) is computationally indistinguishable from the result of measurement in the computational basis, and the latter perfectly erases the phase \(b\). However, PVD requires something stronger: we must show that any adversary that generates a valid pre-image of \(y\) given the superposition \(|0, x_0\rangle + (-1)^b |1, x_1\rangle\), must have information-theoretically deleted \(b\) from its view, despite \(b\) being information-theoretically present in the adversary’s view before generating the certificate. We show via a careful proof that this is indeed the case for collapsing \(f\). Proving this turns out to be non-trivial. Indeed, a similar construction in [Por23] based on the Ajtai hash function [Ajt96] relied on an unproven conjecture, which we prove in this work by developing new techniques.

In addition, we show how \(f\) in the template above can be replaced with functions that satisfy weaker properties than collapsing, yielding PVD from regular variants of one-way functions. We discuss these results below.

### 1.1 Our Results

We introduce new properties of (hash) functions, namely target-collapsing, generalized target-collision-resistance. We will show that hash functions satisfying these properties (1) can be based on (regular) variants of one-way functions and (2) imply publicly-verifiable deletion in many settings. Our results also use an intermediate notion, a variant of target-collapsing that satisfies
certified everlasting security. Before discussing our results, we motivate and discuss these new
definitions informally below.

1.1.1 Definitions

Target-Collapsing and Generalized Target-Collision-Resistant Functions. Towards better un-
derstanding the computational assumptions required for PVD, we observe that in the deletion
experiment for the commitment above, the superposition $|x_0⟩ + (-1)^b |x_1⟩$ is prepared by an honest
committer. This indicates that the collapsing requirement, where security is required to hold even
for an adversarial choice of superposition over preimages, may be overkill.

Inspired by this, we consider a natural weakening called target-collapsing, where the challenger
(as opposed to the adversary) prepares a superposition of preimages of a random image $y$ of $f$
on register $A$. After this, the challenger tosses a random coin $c$. If $c = 0$, it does nothing to $A$, otherwise
it measures $A$ in the computational basis. The register $A$ is returned to the adversary, and we say
that a hash function is target-collapsing if a computationally bounded adversary cannot guess $c$
with better than negligible advantage.

As highlighted above, this definition weakens collapsing to allow the challenger (instead of the
adversary) to prepare the preimage register. The weakening turns out to be significant because we
show that target-collapsing functions are realizable from relatively weak cryptographic assump-
tions – namely variants of one-way functions – which are unlikely to imply (standard) collapsing
or collision-resistant hash functions due to known black-box separations [Sim98].

To enable these instantiations from weaker assumptions, we first further generalize target-
collapsing so that when $c = 1$, the challenger applies a binary-outcome measurement $M$ to $A$ (as
opposed to performing a computational basis measurement resulting in a singleton preimage).
Thus, a template commitment with PVD from generalized target-collapsing hashes has the form:

$$\text{Com}(b) = \left( y, \sum_{x : f(x) = y, M(x) = 0} |x⟩ + (-1)^b \sum_{x : f(x) = y, M(x) = 1} |x⟩ \right).$$

We show that this commitment satisfies PVD as long as $f$ is target-collapsing w.r.t. the measure-
ment $M$, and satisfies an additional property of “generalized” target-collision-resistance (TCR),
that we discuss next.

Generalized target-collision-resistance is a quantum generalization of the (standard) crypto-
graphic property of second pre-image resistance/target-collision-resistance. Very roughly, this
considers an experiment where the challenger first prepares a superposition of preimages of a
random image $y$ of $f$ on register $A$. After this, the challenger applies a measurement (e.g., a
binary-outcome measurement) $M$ on $A$ to obtain outcome $\mu$ and sends $A$ to the adversary. We
require that no polynomially-bounded adversary given register $A$ can output any preimage $x'$ of $y$
such that $M(x') \neq M(\mu)$ (except with negligible probability)\(^3\).

Certified Everlasting Target-Collapsing. In order to show PVD, instead of directly relying on
target-collapsing (which only considers computationally bounded adversaries), we introduce a
stronger notion that we call certified everlasting target-collapsing. This considers the following ex-
periment: as before, the challenger prepares a superposition of preimages of a random image $y$

\(^3\)We remark that this notion can also be seen as a generalization of “conversion hardness” defined in [HMY23].
of $f$ on register $A$. After this, the challenger tosses a random coin $c$. If $c = 0$, it does nothing to $A$, otherwise it applies measurement $M$ to $A$. The register $A$ is returned to the adversary, after which the adversary is required to return a pre-image of $y$ as its “deletion certificate”. While such a certificate can be obtained via an honest measurement of the register $A$, the certified everlasting target-collapsing property requires that the following everlasting security guarantee hold. As long as the adversary is computationally bounded at the time of generating a valid deletion certificate, verification of this certificate implies that the bit $c$ is information-theoretically erased from the adversary’s view, and cannot be recovered even given unbounded resources. That is, if the adversary indeed returns a valid pre-image, they will never be able to guess whether or not the challenger applied measurement $M$.

1.1.2 New Constructions and Theorems

Main Theorem. Now, we are ready to state the main theorem of our paper. In a nutshell, this says that any (hash) function $f$ that satisfies both target-collapsing and (generalized) target-collision resistance also satisfies certified everlasting target-collapsing.

Theorem 1.1. (Informal). If $f$ satisfies target-collapsing and generalized target-collision-resistance with respect to measurement $M$, then $f$ satisfies certified everlasting target-collapsing with respect to the measurement $M$.

We also extend recent results from the collapsing literature [DS22, Zha22, CX22] to show that for the case of binary-outcome (in fact, polynomial-outcome) measurements $M$, generalized TCR with respect to $M$ actually implies target-collapsing with respect to $M$. Thus, we obtain the following corollary.

Corollary 1.2. (Informal). If $f$ satisfies generalized target-collision-resistance with respect to a binary-outcome measurement $M$, then $f$ satisfies certified everlasting target-collapsing with respect to the measurement $M$.

Resolving the Strong Gaussian Collapsing Conjecture [Por23]. We now apply the main theorem and its corollary to build various cryptographic primitives with PVD. First, we immediately prove the following “strong Gaussian-collapsing” conjecture from [Por23], which essentially conjectures that the Ajtai hash function (based on the hardness of SIS) satisfies a certain form of key-leakage security after deletion. This follows from our main theorem because the Ajtai hash function is known to be collapsing [LZ19, Por23] and collision-resistant (which implies that it is target-collapsing and target-collision-resistant when preimages are sampled from the Gaussian distribution).

Conjecture 1 (Strong Gaussian-Collapsing Conjecture, [Por23]). There exist $n, m, q \in \mathbb{N}$ with $m \geq 2$ and $\sigma > 0$ such that, for every efficient quantum algorithm $A$,

$$\left| \Pr[\text{StrongGaussCollapseExp}_{A,n,m,q,\sigma}(0) = 1] - \Pr[\text{StrongGaussCollapseExp}_{A,n,m,q,\sigma}(1) = 1] \right| \leq \text{negl}(\lambda)$$

with respect to the experiment defined in Figure 1.
StrongGaussCollapseExp_{A,n,m,q,\sigma}(b):

1. The challenger samples $\tilde{A} \leftarrow \mathbb{Z}_q^{n \times (m-1)}$ and prepares the Gaussian state

$$|\psi\rangle_{XY} = \sum_{x \in \mathbb{Z}_q^m} \rho_\sigma(x) |x\rangle_X \otimes |A \cdot x \mod q\rangle_Y,$$

where $A = [\tilde{A} \parallel \tilde{A} \cdot \tilde{x} \mod q] \in \mathbb{Z}_q^{n \times m}$ is a matrix with $\tilde{x} \leftarrow \{0, 1\}^{m-1}$.

2. The challenger measures $Y$ in the computational basis, resulting in

$$|\psi_y\rangle_{XY} = \sum_{x \in \mathbb{Z}_q^m: Ax = y \mod q} \rho_\sigma(x) |x\rangle_X \otimes |y\rangle_Y.$$

3. If $b = 0$, the challenger does nothing. Else, if $b = 1$, the challenger measures system $X$ in the computational basis. The challenger then sends system $X$ to $A$, together with the matrix $A \in \mathbb{Z}_q^{n \times m}$ and the string $y \in \mathbb{Z}_q^n$.

4. $A$ sends a classical witness $w \in \mathbb{Z}_q^m$ to the challenger.

5. The challenger checks if $w$ satisfies $A \cdot w = y \mod q$ and $\|w\| \leq \sigma \sqrt{m/2}$. If true, the challenger sends the trapdoor vector $t = (\tilde{x}, -1) \in \mathbb{Z}_q^m$ to $A$, where $A \cdot t = 0 \mod q$. Else, the challenger outputs a random bit $b' \leftarrow \{0, 1\}$ and the game ends.

6. $A$ returns a bit $b'$, which is retured as the output of the experiment.

Figure 1: The strong Gaussian-collapsing experiment [Por23].

This conjecture, from [Por23] considers a slightly weaker notion of certified collapsing which resembles the notion of certified deletion first proposed by Broadbent and Islam [BI20]. Here, the adversary is not computationally unbounded once a valid deletion certificate is produced; instead, the challenger simply reveals some additional secret information (in the case of the strong Gaussian-collapsing experiment, the challenger reveals a short trapdoor vector for the Ajtai hash function).

Following results from [Por23], we obtain the following cryptosystems with PVD, for the first time from standard cryptographic assumptions.

---

4Here, “Gaussian” refers to a quantum superposition of Gaussian-weighted vectors, where the distribution assigns probability proportional to $\rho_\sigma(x) = \exp(-\pi \|x\|^2 / \sigma^2)$ for vectors $x \in \mathbb{Z}_q^n$ and parameter $\sigma > 0$.

5In the strong Gaussian-collapsing experiment it is crucial that the trapdoor is only revealed after a valid certificate is presented; otherwise, the adversary can easily distinguish the collapsed from the non-collapsed world by applying the Fourier transform and using the trapdoor to distinguish LWE samples from uniformly random vectors [Por23].
Theorem 1.3. (Informal) Assuming the hardness of LWE and SIS with appropriate parameters, there exists public-key encryption and (leveled) fully-homomorphic encryption with PVD.

Next, we ask whether one necessarily needs to rely on concrete, highly structured assumptions such as LWE in order to achieve publicly-verifiable deletion, or whether weaker generic assumptions suffice. We present a more general approach to building primitives with PVD from weaker, generic assumptions.

Commitments with PVD from Regular One-Way Functions. We first formulate the notion of a balanced binary-measurement TCR hash, which is any function that is TCR with respect to some appropriately balanced binary-outcome measurement. By balanced, we mean that the set of preimages of a random image will have significant weight on preimages that correspond to both measurement outcomes (this will roughly be required to guarantee the binding property of our commitment/correctness properties of our encryption schemes). By roughly following the template described above, we show that such hashes generically imply commitments with PVD. Next, we show that such “balanced” functions can be based on (almost-)regular one-way functions. By carefully instantiating this outline, we obtain the following results.

Theorem 1.4. (Informal). Assuming the existence of almost-regular one-way functions, there exists a balanced binary-outcome TCR hash, and consequently there exist commitments with PVD.

Public-Key Encryption with PVD from Regular Trapdoor Functions. Next, we take this framework to the public-key setting, showing that any balanced binary-outcome TCR hash with an additional “trapdoor” property generically implies a public-key encryption scheme with PVD. The additional property roughly requires the existence of a trapdoor for \( f \) that enables recovering the phase term from the quantum commitments discussed above: we call this trapdoor phase-recoverability. We show that balanced binary-outcome TCR, with trapdoor phase-recoverability, can be based on injective trapdoor one-way functions or pseudorandom group actions (the latter builds on [HMY23]).

Theorem 1.5. (Informal). Assuming the existence of injective trapdoor one-way functions or pseudorandom group actions, there exists a balanced binary-outcome TCR hash with trapdoor phase-recoverability, and consequently there exists public-key encryption with PVD.

We also show that injectivity requirement on the trapdoor function can be further relaxed to a notion of “superposition-invertible” trapdoor regular one-way function for the results above. Informally, this is a regular one-way function, where a trapdoor allows one to obtain a uniform superposition over all preimages of a given image. This is an example of a generic assumption that is not known to, and perhaps is unlikely to, imply classical public-key encryption – but does imply PKE with quantum ciphertexts, and in fact even one that supports PVD. The only other assumption in this category is the concrete assumption that pseudorandom group actions exist [HMY23].

Theorem 1.6. (Informal). Assuming the existence of superposition-invertible regular trapdoor functions, there exists a balanced binary-outcome TCR hash with trapdoor phase-recoverability and consequently, there exists public-key encryption with PVD.

\(^6\)This is a generalization of regular one-way functions where preimage sets for different images should be polynomially related in size.
Advanced Encryption with PVD from Weak Assumptions

Finally, we show that hybrid encryption gives rise to a generic compiler for encryption with PVD, obtaining the following results.

Theorem 1.7. (Informal). Assuming the existence of injective trapdoor one-way functions or pseudorandom group actions, and $X \in \{\text{attribute-based encryption, quantum fully-homomorphic encryption, witness encryption, timed-release encryption}\}$, there exists $X$ with PVD.

Prior to this work, while there existed encryption schemes with PVD from non-standard assumptions such as one-shot signatures [HMNY21], conjectured strong collapsing [Por23] or post-quantum indistinguishability obfuscation [BGG+23], no basic or advanced cryptosystems supporting PVD were known from standard assumptions. We provide a more detailed overview of prior work below.

1.2 Prior work

The first notion resembling certified deletion was introduced by Unruh [Unr15] who proposed a (private-key) quantum timed-release encryption scheme that is revocable, i.e. it allows a user to return the ciphertext of a quantum timed-release encryption scheme, thereby losing all access to the data. Unruh’s scheme uses conjugate coding [Wie83, BB84] and relies on the monogamy of entanglement in order to guarantee that revocation necessarily erases information about the plaintext. Broadbent and Islam [BI20] introduced the notion of certified deletion and constructed a private-key quantum encryption scheme with the aforementioned feature which is inspired by the quantum key distribution protocol [BB84, TL17]. In contrast with Unruh’s [Unr15] notion of revocable quantum ciphertexts which are eventually returned and verified, Broadbent and Islam [BI20] consider certificates which are entirely classical. Moreover, the security definition requires that, once the certificate is successfully verified, the plaintext remains hidden even if the secret key is later revealed. Inspired by the notion of quantum copy-protection [Aar09], Ananth and La Placa [AL21] defined a form of quantum software protection called secure software leasing whose anti-piracy notion requires that the encoded program is returned and verified.

Using a hybrid encryption scheme, Hiroka, Morimae, Nishimaki and Yamakawa [HMNY21] extended the scheme in [BI20] to both public-key and attribute-based encryption with privately-verifiable certified deletion via receiver non-committing encryption [JL00, CFGN96]. Hiroka, Morimae, Nishimaki and Yamakawa [HMNY22b] considered certified everlasting zero-knowledge proofs for QMA via the notion of everlasting security which was first formalized by Müller-Quade and Unruh [MU07]. Bartusek and Khurana [BK22] revisited the notion of certified deletion and presented a unified approach for how to generically convert any public-key, attribute-based, fully-homomorphic, timed-release or witness encryption scheme into an equivalent quantum encryption scheme with certified deletion. In particular, they considered a stronger notion called certified everlasting security which allows the adversary to be computationally unbounded once a valid deletion certificate is submitted. This is also the definition we consider in this work. In the same spirit, Hiroka, Morimae, Nishimaki and Yamakawa [HMNY22a] gave a certified everlasting functional encryption scheme which allows the receiver of the ciphertext to obtain the outcome specific function applied the plaintext, but nothing else. In other very recent work, Ananth, Poremba and Vaikuntanathan [APV23] used Gaussian superpositions to construct (key)-revocable cryptosystems, such as public-key encryption, fully homomorphic encryption and pseudorandom functions assuming the hardness of LWE, and Agarwal et al. [AKN+23] introduced a generic compiler for adding key-revocability to a variety of cryptosystems. In these systems, the cryptographic
key consists of a quantum state which can later be certifiably revoked via a quantum channel – in contrast with the classical deletion certificates for ciphertexts considered in this work.

**Cryptosystems with Publicly Verifiable Deletion.** First, in addition to their results in the setting of private verification, [HMNY21] also gave a public-key encryption scheme with certified deletion which is publicly verifiable assuming the existence of one-shot signatures (which rely on strong black-box notions of obfuscation) and extractable witness encryption. Using Gaussian superpositions, Poremba [Por23] proposed Dual-Regev-based public-key and fully homomorphic encryption schemes with certified deletion which are publicly verifiable and proven secure assuming the (then unproven) strong Gaussian-collapsing conjecture — a strengthening of the collapsing property of the Ajtai hash. Finally, a recent work [BGG+23] relies on post-quantum indistinguishability obfuscation (iO) to obtain both publicly verifiable deletion and publicly verifiable key revocation. This is a strong assumption for which we have candidates, but no constructions based on standard (post-quantum) assumptions at this time.

## 2 Technical Overview

In this overview, we begin by discussing the key ideas involved in proving our main theorem. We show how to prove publicly verifiable deletion for a toy protocol that relies on stronger assumptions than the ones that we actually rely on in our actual technical sections.

Next, we progressively relax these assumptions to instantiate broader frameworks, including the one from [Por23], obtaining public-key encryption and fully-homomorphic encryption with PVD from LWE/SIS.

Finally, we further generalize this to enable constructions from weak cryptographic assumptions – including commitments with PVD from variants of one-way functions and PKE with PVD from trapdoored variants of the same assumption. We also discuss a hybrid approach that enables a variety of advanced encryption schemes supporting PVD.

### 2.1 Proving Our Main Theorem

Consider the toy commitment

\[
\text{Com}(b) = (y, |0, x_0\rangle + (-1)^b |1, x_1\rangle)
\]

where \((0, x_0), (1, x_1)\) are preimages of \(y\) under a structured two-to-one function \(f\), where every image has a preimage that begins with a 0 and another that begins with a 1. We note that this commitment can be efficiently prepared by first preparing a superposition over all preimages

\[
\sum_{b \in \{0,1\}, x \in \{0,1\}^\lambda} |b, x\rangle
\]
on a register \(X\), then writing the output of \(f\) applied on \(X\) to register \(Y\), and finally measuring the contents of register \(Y\) to obtain image \(y\). The register \(X\) contains \(|0, x_0\rangle + |1, x_1\rangle\), which can be converted to \(|0, x_0\rangle + (-1)^b |1, x_1\rangle\) via (standard) phase kickback.

To show that the commitment satisfies publicly-verifiable deletion, we consider an adversary \(A = (A_1, A_2)\) where \(A_1\) is (quantum) polynomial time and \(A_2\) is unbounded, participating in the following experiment.
• The challenger samples $b \leftarrow \{0, 1\}$ and runs Expmt$_0(b)$, described below.

Expmt$_0(b)$:
1. Prepare $(|x_0\rangle + (-1)^b |x_1\rangle, y)$ on registers $A, B$ and send them to $A_1$.
2. $A_1$ outputs a (classical) deletion certificate $\gamma$, and left-over state $\rho$.
3. If $f(\gamma) \neq y$, output a uniformly random bit $b' \leftarrow \{0, 1\}$, otherwise output $b' = A_2(\rho)$.

• The advantage of $A$ is defined to be $\text{Adv}^\text{Expmt}_A = |\Pr[b' = b] - 1/2|$.

We discuss how to prove the following.

Claim 2.1. (Informal). For every $A = (A_1, A_2)$ where $A_1$ is (quantum) computationally bounded,

$$\text{Adv}^\text{Expmt}_A = \text{negl}(\lambda),$$

as long as $f$ is target collapsing and target collision-resistant w.r.t. a computational basis measurement of the pre-image register.

Overview of the Proof of Claim 2.1. To prove this claim, we must show that $b$ is information-theoretically removed from the leftover state of any $A_1$ that generates a valid pre-image of $y$, despite the fact that the adversary’s view contains $b$ at the beginning of the experiment.

Proof techniques for this type of experiment were recently introduced in [BK22] in the context of privately verifiable deletion via BB84 states. Inspired by their method, our first step is to defer the dependence of the experiment on the bit $b$. In more detail, we will instead imagine sampling the distribution by guessing a uniformly random $c \leftarrow \{0, 1\}$, and initializing the adversary with $(|x_0\rangle + (-1)^c |x_1\rangle, y)$. The challenger later obtains input $b$ and aborts the experiment (outputs $\bot$) if $c \neq b$. Since $c$ was a uniformly random guess, the trace distance between the $b = 0$ and $b = 1$ outputs of this modified experiment is at least half the trace distance between the outputs of the original experiment. Moreover, we can further delay the process of obtaining input $b$, and then abort or not until after the adversary outputs a certificate of deletion. That is, we can consider a purification where a register $C$ contains a superposition $|0\rangle + |1\rangle$ of two choices for $c$, and is later measured to determine bit $c$. This experiment is discussed in detail below.

Expmt$_1(b)$: The experiment proceeds as follows.

1. Prepare the $|+\rangle$ state on an ancilla register $C$, and a superposition of preimages $|x_0\rangle + |x_1\rangle$ of a random $y$ on register $A$.

2. Then, controlled on the contents of register $C$, do the following: if the control bit is 0, do nothing, and otherwise flip the phase on $x_1$ (via phase kickback), changing the contents of $A$ to $|x_0\rangle - |x_1\rangle$. This means that the overall state is

$$\frac{1}{\sqrt{2}} \sum_{c \in \{0, 1\}} |c\rangle_C \otimes |0, x_0\rangle_A + (-1)^c |1, x_1\rangle_A$$

Send $A$ to $A_1$.

$^7$If the $A_1$ outputs a quantum state as their certificate, the state is measured in the computational basis to obtain a classical certificate $\gamma$. 
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3. Obtain from \( A_1 \) a purported certificate of deletion \( \gamma \).

4. If \( f(\gamma) \neq y \), abort, and otherwise measure register \( C \) to obtain output \( c \), and abort if \( c \neq b \). In the case of abort, output a uniformly random bit \( b' \leftarrow \{0, 1\} \).

5. If no aborts occurred, output \( b' = A_2(\rho) \).

We note that the event \( c = b \) occurs with probability exactly \( \frac{1}{2} \), and since measurements on separate subsystems commute, we have that

\[
\text{Adv}^\text{Expmt}_1_A \geq \frac{1}{2} \text{Adv}^\text{Expmt}_0_A.
\]  

(1)

where \( \text{Adv}^\text{Expmt}_A = \left| \Pr[\text{Expmt}_1(b) = b] - \frac{1}{2} \right| \) for \( b \leftarrow \{0, 1\} \).

Once the dependence of the experiment on \( b \) has been deferred, as above, we can consider another experiment (described below) where the challenger measures the contents of register \( A \) before sending it to \( A_1 \). Intuitively, performing this measurement removes information about \( b \) from \( A_1 \)'s view in a manner that is computationally undetectable by \( A_1 \) (due to the target-collapsing property of \( f \)).

\text{Expmt}_2(b) : The experiment proceeds as follows.

- Prepare the \( |+\rangle \) state on an ancilla register \( C \), and a superposition of preimages \( |x_0\rangle + |x_1\rangle \) of a random \( y \) on register \( A \). Next, measure register \( A \) in the computational basis.

Then, controlled on the contents of register \( C \), do the following: if the control bit is 0, do nothing, and otherwise flip the phase on \( x_1 \). This means that the overall state is a uniform mixture of the states

\[
\frac{1}{\sqrt{2}} \sum_{c \in \{0, 1\}} |c\rangle_C \otimes |0, x_0\rangle_A \quad \text{and} \quad \frac{1}{\sqrt{2}} \sum_{c \in \{0, 1\}} (-1)^c |c\rangle_C \otimes |1, x_1\rangle_A
\]

Finally, send \( A \) to \( A_1 \).

- Obtain from \( A_1 \) a purported certificate of deletion \( \gamma \).

- If \( f(\gamma) \neq y \), abort, otherwise measure register \( C \) to obtain output \( c \), and abort if \( c \neq b \). In the case of abort, output a uniformly random bit \( b' \leftarrow \{0, 1\} \).

- If no aborts occurred, output \( b' = A_2(\rho) \).

As described above, the target-collapsing property of \( f \) implies that \( A_1 \) cannot (computationally) distinguish the register \( A \) obtained in \( \text{Expmt}_2(b) \) from the one obtained in \( \text{Expmt}_1(b) \). However, this is not immediately helpful: information about which experiment \( A_1 \) participated in could potentially be encoded into \( A_1 \)'s left-over state \( \rho \), so that it remains computationally hidden from \( A_1 \) but can be extracted by (unbounded) \( A_2 \). And it is after all the output of \( A_2 \) that determines the advantage of \( A \). Because of \( A_2 \) being unbounded and the experiments only being computationally indistinguishable, even if we could show that \( \text{Adv}^\text{Expmt}_2_A = \text{negl}(\lambda) \), it is unclear how to use this to show our desired claim, i.e., \( \text{Adv}^\text{Expmt}_0_A = \text{negl}(\lambda) \). It may appear that the proof is stuck.
To overcome this issue, we will aim to identify an efficiently computable predicate of the challenger’s system, which will imply the following (inefficient) property: when \( A_1 \) outputs a valid deletion certificate, even an unbounded \( A_2 \) cannot determine whether it participated in \( \text{Expmt}_1(b) \) or \( \text{Expmt}_2(b) \), i.e., \( A_1 \)’s left-over state is information-theoretically independent of \( b \).

**Identifying an Efficiently Computable Predicate.** Observe that in \( \text{Expmt}_2(b) \), the ancilla register \( C \) is unentangled with the rest of the experiment. In fact, the ancilla register is exactly \( |+\rangle \) when we give the adversary \( |0, x_0\rangle \) on register \( A \), and \( |−\rangle \) when we give the adversary \( |1, x_1\rangle \) on register \( A \). Moreover, in \( \text{Expmt}_2(b) \), the target-collision-resistance of \( f \) implies that the computationally-bounded \( A_1 \) given \( x_0 \) cannot output \( x_1 \) as their deletion certificate (and vice-versa).

This, along with the fact that the certificate must be a pre-image of \( y \) means that the following guarantee holds (except with negligible probability) in \( \text{Expmt}_2(b) \):

*When the adversary outputs a valid certificate \( \gamma \), a projection of the pre-image register onto \( |+\rangle \) succeeds if \( \gamma = (0, x_0) \) and a projection of the pre-image register onto \( |−\rangle \) succeeds if \( \gamma = (1, x_1) \).*

At this point, we can rely on the target-collapsing property of \( f \) to prove the following claim: the efficient projection described above also succeeds except with negligible probability in \( \text{Expmt}_1(b) \), when the adversary generates a valid deletion certificate. If this claim is not true, then since the experiments (including \( A_1 \)) run in quantum polynomial time until the point that the deletion certificate is generated, and the projection is efficient, one can build a reduction that contradicts target-collapsing of \( f \). This reduction obtains a challenge (which is either a superposition when the challenger did not measure, or a mixture if the challenger did measure) on register \( A \), prepares ancilla \( C \) as in \( \text{Expmt}_1(b) \), then follows steps 2, 3 identically to \( \text{Expmt}_1(b) \). Next, given a deletion certificate \((\beta, x_\beta)\), the reduction projects \( C \) onto \( |0\rangle + (−1)^\beta |1\rangle \), outputting 1 if the projection succeeds and 0 otherwise.

**Introducing an Alternative Experiment.** Having established that the projection above must succeed in \( \text{Expmt}_1(b) \) except with negligible probability, we can now consider an alternative experiment \( \text{Expmt}_\text{alt}(b) \). This is identical to \( \text{Expmt}_1(b) \), except that the challenger additionally projects register \( C \) onto \( |0\rangle + (−1)^\beta |1\rangle \) when the adversary generates a valid certificate \((\beta, x_\beta)\). We established above that the projection is successful in \( \text{Expmt}_1(b) \) except with negligible probability, and this implies that

\[
\text{Adv}_A^{\text{Expmt}_\text{alt}} \geq \text{Adv}_A^{\text{Expmt}_1} - \text{negl}(\lambda)
\]

(2)

where as before, \( \text{Adv}_A^{\text{Expmt}_\text{alt}} = \text{Pr}[\text{Expmt}_\text{alt}(b) = b] - \frac{1}{2} \) for \( b \leftarrow \{0, 1\} \).

Crucially, in \( \text{Expmt}_\text{alt}(b) \), the bit \( c \) is determined by a measurement on register \( C \) which is unentangled with the system and in either the \( |+\rangle \) or \( |−\rangle \) state (due to the projective measurement that we just applied). Thus, measuring \( C \) in the computational basis results in a uniformly random and independent \( c \). By definition of the experiment (abort when \( b \neq c \), continue otherwise) – this implies that the bit \( b \) is set in a way that is uniformly random and independent of the adversary’s view, and thus

\[
\text{Adv}_A^{\text{Expmt}_\text{alt}} = 0
\]

(3)

Now, equations (1, 2, 3) together yield the desired claim, that is, \( \text{Adv}_A^{\text{Expmt}_0} = \text{negl}(\lambda) \).

This completes a simplified overview of our key ideas, assuming the existence of a perfectly 2-to-1 function \( f \) where every image \( y \) has preimages \( ((0, x_0), (1, x_1)) \), and where \( f \) satisfies both
target-collapsing and target-collision-resistance. Unfortunately, we do not know how to build functions satisfying these clean properties from simple generic assumptions. Instead, we will generalize the template above, where the first generalization will no longer require $f$ to be 2-to-1.

**Generalizing the Template.** First, note that we can replace $|0, x_0\rangle$ and $|1, x_1\rangle$ with superpositions over two disjoint sets of preimages of $y$ separated via an efficient binary-outcome measurement, namely

$$\text{Com}(b) = \sum_{x: f(x) = y, M(x) = 0} |x\rangle + (-1)^b \sum_{x: f(x) = y, M(x) = 1} |x\rangle$$

We can even consider measurements $M$ that have arbitrarily many outcomes. Proof ideas described above also generalize almost immediately to show that for any $M$, Com satisfies PVD as long as $f$ is target-collapsing and target-collision resistant w.r.t. $M$. In fact, we can generalize this even further (see our main results in Section 4.2, 4.3) to consider arbitrary (as opposed to uniform) distributions over pre-images, as well as to account for any auxiliary information that may be sampled together with the description of the hash function.

**Certified Everlasting Target-Collapsing.** As discussed in the results section, our actual technical proofs proceed in two parts. (1) Show that for any $M$, a function $f$ that is target-collapsing and target-collision resistant w.r.t. $M$ is also certified everlasting target-collapsing w.r.t. $M$, and (2) show that $f$ being certified everlasting target-collapsing implies that Com satisfies publicly verifiable deletion.

Recall that certified everlasting target collapsing requires that an adversary that outputs a valid deletion certificate information-theoretically loses the bit $b$ determining whether they received a superposition or a mixture of preimages. Our proof of certified everlasting target-collapsing follows analogously to the proof sketched above. In short, we defer measurement of a bit $b$ which decides whether the adversary is given a superposition or a mixture, and then rely on target-collapsing and target-collision-resistance to argue that an efficient projection on the challenger’s state (almost) always succeeds when the adversary outputs a valid certificate. We finally show that success of this projection implies that the adversary’s state is information-theoretically independent of $b$.

The certified everlasting target-collapsing property almost immediately implies certified deletion security of Com via a hybrid argument:

- In $\text{Hyb}_0$, the adversary obtains register $A$ containing
  $$\text{Com}(0) = \sum_{x: f(x) = y, M(x) = 0} |x\rangle + \sum_{x: f(x) = y, M(x) = 1} |x\rangle$$

- In $\text{Hyb}_1$, the measurement $M$ is applied to $A$ before sending it to the adversary.

- In $\text{Hyb}_2$, the adversary obtains register $A$ containing
  $$\text{Com}(1) = \sum_{x: f(x) = y, M(x) = 0} |x\rangle - \sum_{x: f(x) = y, M(x) = 1} |x\rangle$$
The certified everlasting hiding property of $f$ guarantees that all hybrids are statistically close when the adversary outputs a valid deletion certificate. Moreover, these experiments abort and output a random bit when the adversary does not output a valid certificate, and it is easy to show (by computational indistinguishability) that the probability of generating a valid certificate remains negligibly close between experiments.

**TCR Implies Target-Collapsing for Polynomial-Outcome Measurements** We also show that when $M$ has polynomially many possible outcomes, then TCR implies target-collapsing w.r.t. $M$. This follows from techniques that were recently developed in the literature on collapsing versus collision resistant hash functions [DS22, Zha22, CX22]. In a nutshell, these works showed that any distinguisher that distinguishes mixtures from superpositions over preimages for an adversarially chosen image $y$, can be used to swap between pre-images, and therefore find a collision for $y$. We observe that their technique is agnostic to whether the image $y$ is chosen randomly (in the targeted setting) or adversarially. Furthermore, it also extends to swapping superpositions over sets of preimages to superpositions over other sets. These allow us to prove (Section 4.4) that TCR w.r.t. any polynomial-outcome measurement $M$ implies target-collapsing w.r.t. $M$.

### 2.2 Publicly-Verifiable Deletion via Gaussian Superpositions

In Section 5, we revisit the Dual-Regev public-key and (leveled) fully homomorphic encryption schemes with publicly-verifiable deletion which were proposed by Poremba [Por23] and were conjectured to be secure under the strong Gaussian-collapsing property. By applying our main theorem to the Ajtai hash function, we obtain a proof of the conjecture, which allows us to show the certified everlasting security of the aforementioned schemes assuming the hardness of the LWE assumption.

The constructions introduced in [Por23] exploit the duality between LWE and SIS [SSTX09], and rely on the fact that one encode Dual-Regev ciphertexts via Gaussian superpositions. Below, we give a high-level sketch of the basic public-key construction.

- To generate a pair of keys $(sk, pk)$, sample a random $A \in \mathbb{Z}_q^{n \times (m+1)}$ together with a particular short trapdoor vector $t \in \mathbb{Z}_q^{m+1}$ such that $A \cdot t = 0 \pmod{q}$. Let $pk = A$ and $sk = t$.
- To encrypt $b \in \{0, 1\}$ using $pk = A$, generate the following for a random $y \in \mathbb{Z}_q^n$:
  \[
  \text{vk} \leftarrow (A, y), \quad |CT\rangle \leftarrow \sum_{s \in \mathbb{Z}_q^n} \sum_{e \in \mathbb{Z}_q^{m+1}} \rho_{q/\sigma}(e) \omega_q^{-\langle s, y \rangle} |s^T A + e^T + b \cdot (0, \ldots, 0, \lfloor \frac{q}{2} \rfloor)\rangle,
  \]
  where $vk$ is a public verification key and $|CT\rangle$ is the quantum ciphertext for $\sigma > 0$.
- To decrypt $|CT\rangle$ using $sk$, measure in the computational basis to obtain $c \in \mathbb{Z}_q^{m+1}$, and output 0, if $c^T \cdot sk \in \mathbb{Z}_q$ is closer to 0 than to $\lfloor \frac{q}{2} \rfloor$, and output 1, otherwise. Here $sk = t$ is chosen such that $c^T \cdot sk$ yields an approximation of $b \cdot \lfloor \frac{q}{2} \rfloor$ from which we can recover $b$.

To delete the ciphertext $|CT\rangle$, perform a measurement in the Fourier basis. Poremba [Por23] showed that the Fourier transform of $|CT\rangle$ results in the dual quantum state given by

\[
|\tilde{CT}\rangle = \sum_{x \in \mathbb{Z}_q^{m+1}} \sum_{Ax = y \pmod{q}} \rho_{q/\sigma}(x) \omega_q^{-\langle x, b \cdot (0, \ldots, 0, \lfloor \frac{q}{2} \rfloor) \rangle} |x\rangle.
\]
In other words, a Fourier basis measurement of $|CT\rangle$ will necessarily erase all information about the plaintext $b \in \{0, 1\}$ and results in a short vector $\pi \in \mathbb{Z}_q^{m+1}$ such that $A \cdot \pi = y \pmod{q}$. To publicly verify a deletion certificate, simply check whether a certificate $\pi$ is a solution to the (inhomogenous) SIS problem specified by $vk = (A, y)$. Due to the hardness of the SIS problem, it is computationally difficult to produce a valid deletion certificate from $(A, y)$ alone.

Our approach to proving certified everlasting security of the Dual-Regev public-key and fully-homomorphic encryption schemes with publicly-verifiable deletion in [Por23] is as follows. First, we observe that the Ajtai hash function is both target-collapsing and target-collision-resistant with respect to the discrete Gaussian distribution. Here, the former follows from LWE as a simple consequence of the Gaussian-collapsing property previously shown by Poremba [LZ19, Por23], whereas the latter follows immediately from the quantum hardness of SIS. Thus, our main theorem implies that the Ajtai hash function is certified-everlasting target-collapsing (see Theorem 5.5). Finally, as a simple corollary of our theorem, we obtain a proof of the strong Gaussian-collapsing conjecture in [Por23], which we state in Corollary 5.6. We also note that the aforementioned conjecture considers a weaker notion of certified collapsing which resembles the notion of certified deletion first proposed by Broadbent and Islam [BI20]. Here, the adversary is not computationally unbounded once a valid deletion certificate is produced; instead, the challenger simply reveals additional secret information (in the case of the strong Gaussian-collapsing experiment, this is a short trapdoor vector for the Ajtai hash function). Our notion of certified everlasting target-collapsing is significantly stronger; in particular, it implies the weaker collapsing scenario considered by Poremba [Por23]. This follows from the fact that the security reduction can simply brute-force search for a short trapdoor solution for the Ajtai hash once it enters the phase in which it is allowed to be computationally unbounded. We exploit this fact in the proof of Corollary 5.6.

2.3 Weakening Assumptions for Publicly-Verifiable Deletion

Next, we look for instantiations of the above template from generic cryptographic assumptions, as opposed to structured specific assumptions such as LWE. Here, all of our instantiations only require us to consider functions that are target-collision-resistant and target-collapsing w.r.t. binary-outcome measurements (and as discussed above, TCR implies certified-everlasting target-collapsing in this setting). In addition, for the case of commitments, in order for the commitment to satisfy binding\(^8\), we require that there is a measurement that can distinguish

$$\sum_{x : f(x) = y, M(x) = 0} |x\rangle + \sum_{x : f(x) = y, M(x) = 1} |x\rangle$$

from

$$\sum_{x : f(x) = y, M(x) = 0} |x\rangle - \sum_{x : f(x) = y, M(x) = 1} |x\rangle$$

with probability $\delta$ for any constant $0 < \delta \leq 1$. For the case of public-key encryption, we similarly require that a trapdoor be able to recover the phase with constant probability. We then resort to

\(^8\)We actually prove that a purification of the template commitment described above satisfies honest-binding [Yan22]. Namely, the committer generates the state above but leaves registers containing the image $y$ (and the key, if $f$ is a keyed function) unmeasured, and holds on to these registers for the opening phase. It can later either open the commitment by sending these registers to a receiver, or request deletion, by measuring them and publishing $y$ (and any keys for the function).
standard amplification techniques to boost correctness error from constant to (negligibly close to) 0. We note that this amplification would also work if the phase was recoverable with inverse-polynomial δ (as opposed to constant); however, we focus on constant δ because of simplicity, and because it suffices for our instantiations.

In the template above, we observe that a measurement can find the phase with inverse polynomial probability whenever the sets

\[
\sum_{x : f(x) = y, M(x) = 0} |x| \quad \text{and} \quad \sum_{x : f(x) = y, M(x) = 1} |x|
\]

are somewhat “balanced”, i.e. for a random image y, for sets \(S_0 = \{ x : f(x) = y, M(x) = 0 \}\) and \(S_1 = \{ x : f(x) = y, M(x) = 1 \}\), we have that \(\frac{|S_0|}{|S_1|}\) is a fixed constant. We show in Section 6.1 and Section 6.2 that commitments and PKE with PVD can be obtained from appropriate variants of TCR functions following this template.

Now, our goal is to build such TCR functions from generic assumptions. A natural idea would be to start with any one-way function \(f\) and compose it with a random two-to-one hash \(h\) defined on its range\(^9\). Then, any output \(y\) of the composed function \((h \circ f)\) is associated with two elements \(\{z_0, z_1\} = h^{-1}(y)\) in the range of \(f\), and the binary-outcome measurement would measure one of \(z_0\) or \(z_1\). Recalling that we eventually want to prove target-collision-resistance, the hope would be that just given a superposition over the preimages of, say, \(z_0\), the one-wayness of \(f\) would imply the difficulty of finding a preimage of \(z_1\)\(^\)\(^10\). This could give the type of TCR property we need.

**Technical Bottlenecks, and a Resolution.** Unfortunately, there are two issues with the approach proposed above. First, \(f\) may be extremely unbalanced, so that the relative sizes of the sets of preimages of two random points \(y_1, y_2\), i.e. \(|\{x : f(x) = y_1\}|\) and \(|\{x : f(x) = y_2\}|\) in its image may have very different sizes, that are not polynomially related with each other. There may even be many points in the co-domain/range that have zero preimages (for a general OWF, we cannot guarantee that its image is equal to its range). A second related issue is that the above sketched reduction to one-wayness may not work. Let’s say we choose \(h\) to be a two-to-one function defined by a random shift \(\Delta\), i.e. \(h(x) = h(x \oplus \Delta)\). Then we are essentially asking that it be hard to invert a random range element of \(f\), as opposed to \(f(x)\) for a random domain element \(x\), which is the standard one-wayness assumption.

We don’t know how to make this approach work from arbitrary one-way functions, which we leave as an open question. Instead, we appeal to a result of [HHK*09], who in the classical context of building statistically hiding commitments, show the following result. By appropriately combining an (almost)-regular\(^11\) one-way function with universal hash functions, it is possible to obtain a function \(f\) with exactly the required properties: sufficiently balanced, and one-way over its range. The former property means that an overwhelming fraction of range elements have

---

\(^9\)The co-domain of a function \(f : \{0,1\}^n \to \{0,1\}^m\) is \(\{0,1\}^m\), and we will also refer to this as the range of the function in this paper. The image is the set of all actual output values of \(f\), i.e. the set \(\{y : \exists x \text{ such that } f(x) = y\}\). The co-domain/range may in general be a superset of the image of a function.

\(^10\)More concretely, a purported reduction to one-wayness when given challenge image \(z_1\), can sample a random image \(z_0\) with its preimages, then find \(h\) s.t. \(h(z_0) = h(z_1)\), thereby using a TCR adversary to find a preimage of the given challenge \(z_1\).

\(^11\)An almost regular one-way function generalizes regular one-way functions to require only that for any two images \(y_1, y_2\) of the function, the sizes of preimage sets of \(y_1, y_2\) are polynomially related. In particular, injective functions, and (standard) regular functions also satisfy almost-regularity.
similar-sized preimage sets, while the latter property says that an element $y$ sampled randomly from the range of the function cannot be inverted except with negligible probability. This resolves both the difficulties above.

Given such a balanced function $f$, we apply a random two-to-one hash $h$ defined by a shift $\Delta$ to the range of this $f$. We prove in Section 6.4 that this implies the flavor of target-collision-resistant hash that we need to construct commitments with PVD.

**Public-Key Encryption with PVD.** Next, we note that the construction above also yields a public-key encryption scheme, as long as there is a trapdoor that allows recovery of the phase $b$ given the state

$$y, \sum_{x : f(x) = y, M(x) = 0} |x\rangle + (-1)^b \sum_{x : f(x) = y, M(x) = 1} |x\rangle$$

We call this property “trapdoor phase-recoverability”. We show that this property is achievable from generic assumptions, even those that are not known to imply classical PKE.

- Specifically, trapdoor phase-recoverability is implied by a trapdoored variant of (almost) regular one-way functions, for which a trapdoor to the function allows recovery of a uniform superposition over all preimages of any given image $y$. This then allows efficient projection onto $\sum_{x : f(x) = y, M(x) = 0} |x\rangle + (-1)^b \sum_{x : f(x) = y, M(x) = 1} |x\rangle$ for any efficient $M$. We also note that this property is satisfied by any (standard) trapdoored injective function. But it is also satisfied by functions such as the Ajtai function that are not necessarily injective. Indeed, it is unclear how to build classical public-key encryption, or even PKE with classical ciphertexts, given a general trapdoor phase-recoverable function. Nevertheless, we formalize the above ideas in Section 6.2 and Section 6.4 to build PKE schemes with quantum ciphertexts, that also support PVD.

- Additionally, we show in Section 6.5 that a recent public-key encryption scheme of [HMY23] from pseudorandom group actions also satisfies trapdoor phase-recoverability: in fact, the decryption algorithm in [HMY23] relies on recovering the phase from a similar superposition, given a trapdoor.

**Hybrid Encryption with PVD.** Finally, we observe that we can use any encryption scheme $Enc$ to encrypt the trapdoor $td$ associated with the above construction, and security will still hold. That is, if $Enc$ is semantically-secure, then our techniques extend to show that a ciphertext of the form

$$y, \sum_{x : f(x) = y, M(x) = 0} |x\rangle + (-1)^b \sum_{x : f(x) = y, M(x) = 1} |x\rangle, Enc(td)$$

where $td$ is the trapdoor for $f$, still supports publicly-verifiable deletion of the bit $b$. Thus, our approach can be seen as a way to upgrade cryptographic schemes $Enc$ with special properties to satisfy PVD. In particular, we prove in Section 6.3 that instantiating $Enc$ appropriately with attribute-based encryption, fully-homomorphic encryption, witness encryption, or timed-release encryption gives us the same scheme supporting PVD.
2.4 Discussion and Directions for Future Work

Our work demonstrates a strong relationship between weak security properties of (trapdoored) one-way functions and publicly-verifiable deletion. In particular, previous work [Por23] conjectured that collapsing functions, which are a quantum strengthening of collision-resistant hashes, lead to cryptosystems with publicly-verifiable deletion. Besides proving this conjecture, we also show that collapsing/collision-resistance, which are considered stronger assumptions than one-wayness, are actually not necessary for PVD.

Indeed, weakenings that we call target-collapsing and generalized-target-collision-resistance, can be obtained from (regular) variants of one-way functions, and do suffice for publicly-verifiable deletion. Analogously to their classical counterparts, we believe that these primitives will be of independent interest. Indeed, a natural question that this work leaves open is whether variants of these primitives that suffice for publicly-verifiable deletion can be based on one-way functions without the regularity constraint. It is also interesting to further understand relationships and implications between target-collision-resistance and target-collapsing, including when these properties may or may not imply each other. It may also be useful to understand if these weaker properties can suffice in place of stronger properties such as collapsing and collision-resistance in other contexts, including the design of post-quantum protocols.

Finally, note that we rely on trapdoored variants of these primitives to build public-key encryption schemes. Here too, in addition to obtaining PKE with PVD from any injective trapdoor one-way function (TDF), it becomes possible to relax assumptions to only require (almost)-regularity and trapdoor phase-recoverability – properties that can plausibly be achieved from weaker concrete assumptions than injective TDFs. These are new examples of complexity assumptions that yield public-key encryption with quantum ciphertexts, but may be too weak to obtain PKE with classical ciphertexts. It is an interesting question to further investigate the weakest complexity assumptions that may imply public-key encryption, with or without PVD.
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3 Preliminaries

In this section, we review basic concepts from quantum computing and cryptography.

3.1 Quantum Computing

We refer to [NC11, Wil13] for a comprehensive background on quantum computation.

A finite-dimensional complex Hilbert space is denoted by $\mathcal{H}$, and we use subscripts to distinguish between different systems (or registers); for example, we let $\mathcal{H}_A$ be the Hilbert space
corresponding to a system $A$. The tensor product of two Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ is another Hilbert space denoted by $\mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B$. We let $\mathcal{L}(\mathcal{H})$ denote the set of linear operators over $\mathcal{H}$. A quantum system over the 2-dimensional Hilbert space $\mathcal{H} = \mathbb{C}^2$ is called a qubit. For $n \in \mathbb{N}$, we refer to quantum registers over the Hilbert space $\mathcal{H} = (\mathbb{C}^2)^\otimes n$ as $n$-qubit states. We use the word \textit{quantum state} to refer to both pure states (unit vectors $|\psi\rangle \in \mathcal{H}$) and density matrices $\rho \in \mathcal{D}(\mathcal{H})$, where we use the notation $\mathcal{D}(\mathcal{H})$ to refer to the space of positive semidefinite linear operators of unit trace acting on $\mathcal{H}$. Occasionally, we consider \textit{subnormalized states}, i.e. states in the space of positive semidefinite operators over $\mathcal{H}$ with trace norm not exceeding 1.

The trace distance of two density matrices $\rho, \sigma \in \mathcal{D}(\mathcal{H})$ is given by

$$TD(\rho, \sigma) = \frac{1}{2} \text{Tr} \left[ \sqrt{(\rho - \sigma) \dagger (\rho - \sigma)} \right].$$

A quantum channel $\Phi : \mathcal{L}(\mathcal{H}_A) \to \mathcal{L}(\mathcal{H}_B)$ is a linear map between linear operators over the Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$. We say that a channel $\Phi$ is \textit{completely positive} if, for a reference system $R$ of arbitrary size, the induced map $I_R \otimes \Phi$ is positive, and we call it \textit{trace-preserving} if $\text{Tr}[\Phi(X)] = \text{Tr}[X]$, for all $X \in \mathcal{L}(\mathcal{H})$. A quantum channel that is both completely positive and trace-preserving is called a quantum CPTP channel.

A polynomial-time \textit{uniform} quantum algorithm (or QPT algorithm) is a polynomial-time family of quantum circuits given by $C = \{C_\lambda\}_{\lambda \in \mathbb{N}}$, where each circuit $C \in C$ is described by a sequence of unitary gates and measurements; moreover, for each $\lambda \in \mathbb{N}$, there exists a deterministic polynomial-time Turing machine that, on input $1^\lambda$, outputs a circuit description of $C_\lambda$. Similarly, we also define (classical) probabilistic polynomial-time (PPT) algorithms. A quantum algorithm may, in general, receive (mixed) quantum states as inputs and produce (mixed) quantum states as outputs. Occasionally, we restrict QPT algorithms implicitly; for example, if we write $\Pr[A(1^\lambda) = 1]$ for a QPT algorithm $A$, it is implicit that $A$ is a QPT algorithm that outputs a single classical bit.

\textbf{Quantum Fourier transform.} Let $q \geq 2$ be a modulus and $n \in \mathbb{N}$ and let $\omega_q = e^{\frac{2\pi i}{q}} \in \mathbb{C}$ denote the primitive $q$-th root of unity. The $m$-qudit $q$-ary quantum Fourier transform over the ring $\mathbb{Z}_q^m$ is defined by the operation,

$$\text{FT}_q : |x\rangle \mapsto \sqrt{q^{-m}} \sum_{y \in \mathbb{Z}_q^m} \omega_q^{\langle x, y \rangle} |y\rangle, \quad \forall x \in \mathbb{Z}_q^m.$$

The $q$-ary quantum Fourier transform is \textit{unitary} and can be efficiently implemented on a quantum computer for any integer modulus $q \geq 2$ [HH00].

\textbf{Pauli Twirling.} We use the following unitary operators:

- Pauli-Z operator:

$$Z^z = \sum_{x \in \{0, 1\}} (-1)^{x \cdot z} |x\rangle \langle x|, \quad \text{for } z \in \{0, 1\}.$$

- Multi-qubit Pauli-Z operator:

$$Z^z = Z^{z_1} \otimes \cdots \otimes Z^{z_m}, \quad \text{for } z \in \{0, 1\}^m.$$
Definition 3.2

tai [Ajt96] in his seminal work on average-case lattice problems. The problem is defined as follows.

Let \( A \) be a parameter. The Inhomogenous Short Integer Solution problem (ISIS) problem is to find a short solution \( x \in \mathbb{Z}^n \) with \( \|x\| \leq \beta \) such that \( A \cdot x = y \) (mod \( q \)) given as input a tuple \((A, z_\beta \mathbb{Z}_q^n, y \mathbb{Z}_q^n)\). The Short Integer Solution (SIS) problem is a homogenous variant of the ISIS problem with input \((A, z_\beta \mathbb{Z}_q^n, 0 \mathbb{Z}_q^n)\).

Micciancio and Regev [MR07] showed that the SIS problem is, on the average, as hard as approximating worst-case lattice problems to within small factors. Subsequently, Gentry, Peikert and Vaikuntanathan [GPV08] gave an improved reduction showing that, for parameters \( m = \text{poly}(n), \beta = \text{poly}(n) \) and prime \( q \geq \beta \cdot \omega(\sqrt{n \log q}) \), the average-case SIS\(_{m,q,\beta}^n\) problem is as hard as approximating the shortest independent vector problem (SIVP) problem in the worst case to within a factor \( \gamma = \beta \cdot O(\sqrt{n}) \). We assume that SIS\(_{m,q,\beta}^n\) for \( m = \Omega(n \log q), \beta = 2^{\omega(n)} \) and \( q = 2^{\omega(n)} \), is hard against polynomial-time quantum adversaries.

The Learning with Errors problem. The Learning with Errors problem serves as the primary basis of hardness of post-quantum cryptosystems and was introduced by Regev [Reg05]. The problem is defined as follows.

Definition 3.3 (Learning with Errors problem, [Reg05]). Let \( n, m \in \mathbb{N} \) be integers, let \( q \geq 2 \) be a modulus and let \( \alpha \in (0, 1) \) be a noise ratio parameter. The (decisional) Learning with Errors (LWE\(_{m,q,\alpha q}^n\)) problem is to distinguish between the following samples

\[
(A \sim \mathbb{Z}_q^{n \times m}, s^\top A + e^\top \text{ (mod } q)) \quad \text{and} \quad (A \sim \mathbb{Z}_q^{n \times m}, u \sim \mathbb{Z}_q^m),
\]

where \( s \sim \mathbb{Z}_q^n \) is a uniformly random vector and where \( e \sim D_{\mathbb{Z}_q^m,\sigma} \) is a discrete Gaussian error vector, where \( D_{\mathbb{Z}_q^m,\sigma} \) assigns probability proportional to \( \rho_{\sigma}(x) = \exp(-\pi \|x\|^2/\sigma^2) \) to each \( x \in \mathbb{Z}_m^m \), for \( \sigma = \alpha q > 0 \).
We rely on the quantum $\text{LWE}_{n,q,oq}$ assumption which states that the samples above are computationally indistinguishable for any QPT algorithm.

It was shown in [Reg05, PRS17] that the $\text{LWE}_{n,q,oq}$ problem with parameter $oq \geq 2\sqrt{n}$ is at least as hard as approximating the shortest independent vector problem (SIVP) to within a factor of $\gamma = \tilde{O}(n/\alpha)$ in worst case lattices of dimension $n$. In this work we assume the subexponential hardness of $\text{LWE}_{n,q,oq}$ which relies on the worst case hardness of approximating short vector problems in lattices to within a subexponential factor. We assume that $\text{LWE}_{n,q,oq}$ for $m = \Omega(n \log q)$, $q = 2^{o(n)}$, $\alpha = 1/2^{o(n)}$, is hard against polynomial-time quantum adversaries.

4 Main Theorem: Certified Everlasting Target-Collapsing

4.1 Definitions

In this section, we present our definitions of target-collapsing and (generalized) target-collision-resistance. We parameterize our definitions by a distribution $\mathcal{D}$ over preimages and a measurement function $\mathcal{M}$. Note that when $\mathcal{M}$ is the identity function, the notion of $(\mathcal{D}, \mathcal{M})$-collapsing corresponds to a notion where the entire preimage register is measured in the computational basis. In this case we drop parameterization by $\mathcal{M}$ and just say $\mathcal{D}$-target-collapsing. Also, when $\mathcal{D}$ is the uniform distribution, we drop parameterization by $\mathcal{D}$ and just say $\mathcal{M}$-target-collapsing.

**Definition 4.1** (($\mathcal{D}, \mathcal{M}$)-Target-Collapsing Hash Function). Let $\lambda \in \mathbb{N}$ be the security parameter. A hash function family given by $\mathcal{H} = \{H_\lambda : \{0,1\}^{m(\lambda)} \to \{0,1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ is $(\mathcal{D}, \mathcal{M})$-target-collapsing for some distribution $\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}$ over $\{\{0,1\}^{m(\lambda)}\}_{\lambda \in \mathbb{N}}$ and family of functions $\mathcal{M} = \{\{M[h]\} : \{0,1\}^{m(\lambda)} \to \{0,1\}^{k(\lambda)}\}_{h \in H_\lambda, \lambda \in \mathbb{N}}$ if, for every QPT adversary $\mathcal{A} = \{\mathcal{A}_\lambda\}_{\lambda \in \mathbb{N}}$, 

$$|\Pr[\text{TargetCollapseExp}_{\mathcal{H},\mathcal{A},\mathcal{D},\mathcal{M},\lambda}(0) = 1] - \Pr[\text{TargetCollapseExp}_{\mathcal{H},\mathcal{A},\mathcal{D},\mathcal{M},\lambda}(1) = 1]| \leq \text{negl}(\lambda).$$

Here, the experiment $\text{TargetCollapseExp}_{\mathcal{H},\mathcal{A},\mathcal{D},\mathcal{M},\lambda}(b)$ is defined as follows:

1. The challenger prepares the state

$$\sum_{x \in \{0,1\}^{m(\lambda)}} \sqrt{D_\lambda(x)} |x\rangle$$

on register $X$, and samples a random hash function $h \stackrel{\$}{\leftarrow} H_\lambda$. Then, it coherently computes $h$ on $X$ (into a fresh $n(\lambda)$-qubit register $Y$) and measures system $Y$ in the computational basis, which results in an outcome $y \in \{0,1\}^{n(\lambda)}$.

2. If $b = 0$, the challenger does nothing. Else, if $b = 1$, the challenger coherently computes $M[h]$ on $X$ (into a fresh $k(\lambda)$-qubit register $V$) and measures system $V$ in the computational basis. Finally, the challenger sends the outcome state in system $X$ to $\mathcal{A}_\lambda$, together with the string $y \in \{0,1\}^{n(\lambda)}$ and a description of the hash function $h$.

3. $\mathcal{A}_\lambda$ returns a bit $b'$, which we define as the output of the experiment.

We also define an analogous notion of $(\mathcal{D}, \mathcal{M})$-target-collision-resistance, as follows. Similarly to above, we drop the parameterization by $\mathcal{M}$ in the case that it is the identity function, and we
drop the parameterization by \(\mathcal{D}\) in the case that it is the uniform distribution. Notice that target-collision-resistance (without parameterization) then coincides with the classical notion where a uniformly random input is sampled, and the adversary must find a collision with respect to this input (this is also sometimes called second-preimage resistance, or weak collision-resistance).

**Definition 4.2** ((\(\mathcal{D}, \mathcal{M}\))-Target-Collision-Resistant Hash Function). A hash function family \(\mathcal{H} = \{H_\lambda : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}\) is \((\mathcal{D}, \mathcal{M})\)-target-collision-resistant for some distribution \(\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}\) over \(\{0, 1\}^{m(\lambda)}\) and family of functions \(\mathcal{M} = \{\{M[h] : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{k(\lambda)}\}_{h \in H_\lambda}\}_{\lambda \in \mathbb{N}}\) if, for every QPT adversary \(A = \{A_\lambda\}_{\lambda \in \mathbb{N}},\)

\[
|\Pr[\text{TargetCollRes}_{H_\lambda, A_\lambda, \mathcal{D}, \mathcal{M}, \lambda} = 1]| \leq \text{negl}(\lambda).
\]

Here, the experiment \(\text{TargetCollRes}_{\mathcal{H}, A, \mathcal{D}, \mathcal{M}, \lambda}\) is defined as follows:

1. The challenger prepares the state

\[
\sum_{x \in \{0, 1\}^{m(\lambda)}} \sqrt{D_\lambda(x)} \ket{x}
\]

on register \(X\), and samples a random hash function \(h \overset{\$}{\leftarrow} H_\lambda\). Next, it coherently computes \(h\) on \(X\) (into a fresh \(n(\lambda)\)-qubit system \(Y\)) and measures system \(Y\) in the computational basis, which results in an outcome \(y \in \{0, 1\}^{n(\lambda)}\). Next, it coherently computes \(M[h]\) on \(X\) (into a fresh \(k(\lambda)\)-qubit register \(V\)) and measures system \(V\) in the computational basis, which results in an outcome \(v\). Finally, it sends the outcome state in system \(X\) to \(A_\lambda\), together with the string \(y \in \{0, 1\}^{n(\lambda)}\) and a description of the hash function \(h\).

2. \(A_\lambda\) responds with a string \(x \in \{0, 1\}^{m(\lambda)}\).

3. The experiment outputs 1 if \(h(x) = y\) and \(M[h](x) \neq v\).

Finally, we define the notion of a certified everlasting target-collapsing hash.

**Definition 4.3.** A hash function family \(\mathcal{H} = \{H_\lambda : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}\) is certified everlasting \((\mathcal{D}, \mathcal{M})\)-target-collapsing for some distribution \(\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}\) over \(\{0, 1\}^{m(\lambda)}\) and family of functions \(\mathcal{M} = \{\{M[h] : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{k(\lambda)}\}_{h \in H_\lambda}\}_{\lambda \in \mathbb{N}}\) if for every two-part adversary \(A = \{A_{0, \lambda}, A_{1, \lambda}\}_{\lambda \in \mathbb{N}},\) where \(\{A_{0, \lambda}\}_{\lambda \in \mathbb{N}}\) is QPT and \(\{A_{1, \lambda}\}_{\lambda \in \mathbb{N}}\) is unbounded, it holds that

\[
|\Pr[\text{EvTargetCollapseExp}_{\mathcal{H}, A_{0, \lambda}, \mathcal{D}, \mathcal{M}, \lambda}(0) = 1] - \Pr[\text{EvTargetCollapseExp}_{\mathcal{H}, A_{1, \lambda}, \mathcal{D}, \mathcal{M}, \lambda}(1) = 1]| \leq \text{negl}(\lambda).
\]

Here, the experiment \(\text{EvTargetCollapseExp}_{\mathcal{H}, A_{0, \lambda}, \mathcal{D}, \mathcal{M}, \lambda}(b)\) is defined as follows:

1. The challenger prepares the state

\[
\sum_{x \in \{0, 1\}^{m(\lambda)}} \sqrt{D_\lambda(x)} \ket{x}
\]

on register \(X\), and samples a random hash function \(h \overset{\$}{\leftarrow} H_\lambda\). Then, it coherently computes \(h\) on \(X\) (into a fresh \(n(\lambda)\)-qubit system \(Y\)) and measures system \(Y\) in the computational basis, which results in an outcome \(y \in \{0, 1\}^{n(\lambda)}\).
2. If $b = 0$, the challenger does nothing. Else, if $b = 1$, the challenger coherently computes $M[h]$ on $X$ (into an auxiliary $k(\lambda)$-qubit system $V$) and measures system $V$ in the computational basis. Finally, the challenger sends the outcome state in system $X$ to $A_{0,\lambda}$, together with the string $y \in \{0,1\}^{n(\lambda)}$ and a description of the hash function $h$.

3. $A_{0,\lambda}$ sends a classical certificate $\pi \in \{0,1\}^{m(\lambda)}$ to the challenger and initializes $A_{1,\lambda}$ with its residual state.

4. The challenger checks if $h(\pi) = y$. If true, $A_{1,\lambda}$ is run until it outputs a bit $b'$. Otherwise, $b' \leftarrow \{0,1\}$ is sampled uniformly at random. The output of the experiment is $b'$.

4.2 Main Theorem

Our main theorem is the following.

**Theorem 4.4.** Let $\mathcal{H} = \{H_\lambda\}_{\lambda \in \mathbb{N}}$ be a hash function family that is both $(D,M)$-target-collapsing and $(D,M)$-target-collision-resistant, for some distribution $D$ and efficiently computable family of functions $M$. Then, $\mathcal{H}$ is certified everlasting $(D,M)$-target-collapsing.

**Proof.** Throughout the proof, we will leave the security parameter implicit, defining $H := H_\lambda, D := D_\lambda, m := m(\lambda), n := n(\lambda), k := k(\lambda), A_0 := A_{0,\lambda}$, and $A_1 := A_{1,\lambda}$. Next, we define

$$|\psi\rangle_X := \sum_{x \in \{0,1\}^n} \sqrt{D(x)} |x\rangle.$$ 

For $h \in H, y \in \{0,1\}^m$, we define a unit vector

$$|\psi_{h,y}\rangle_X \propto \sum_{x \in \{0,1\}^m : h(x) = y} \sqrt{D(x)} |x\rangle.$$ 

Finally, for $h \in H, y \in \{0,1\}^m, v \in \{0,1\}^k$ we define a unit vector

$$|\psi_{h,y,v}\rangle_X \propto \sum_{x \in \{0,1\}^m : h(x) = y, M[h](x) = v} \sqrt{D(x)} |x\rangle.$$ 

We consider the following hybrids.

- $\text{Exp}_0(b)$:
  1. The challenger prepares $|\psi\rangle_X$, samples a random hash function $h \leftarrow H_\lambda$, coherently computes $h$ on $X$ into a fresh $n$-qubit register $Y$, and measures $Y$ in the computational basis to obtain $y \in \{0,1\}^n$ and a left-over state $|\psi_{h,y}\rangle_X$.
  2. If $b = 0$, the challenger does nothing. Else, if $b = 1$, the challenger computes $M[h]$ on $X$ into a fresh $k$-qubit register $V$, and measures $V$ in the computational basis. Finally, the challenger sends the left-over state in system $X$ to $A_{0,\lambda}$, together with the string $y \in \{0,1\}^n$ and a classical description of $h$.
  3. $A_0$ sends a classical certificate $\pi \in \{0,1\}^m$ to the challenger and initializes $A_1$ with its residual state.
4. The challenger checks if $h(\pi) = y$. If true, $A_1$ is run until it outputs a bit $b'$. Otherwise, $b' \leftarrow \{0,1\}$ is sampled uniformly at random. The output of the experiment is $b'$.

- **Exp$_1$(b):**

  1. The challenger prepares $|\psi\rangle_X$, samples a random hash function $h \leftarrow H_\lambda$, coherently computes $h$ on $X$ into a fresh $n$-qubit register $Y$, and measures $Y$ in the computational basis to obtain $y \in \{0,1\}^n$ and a left-over state $|\psi_{h,y}\rangle_X$.

  2. The challenger computes $M[h]$ on $X$ into a fresh $k$-qubit register $V$ to obtain a state

$$
\propto \sum_{x \in \{0,1\}^n : h(x) = y} \sqrt{D(x)} |x\rangle_X |M[h](x)\rangle_V.
$$

  Then, the challenger samples a random string $z \leftarrow \{0,1\}^k$, prepares a $|+\rangle$ state in system $C$, and applies a controlled-$Z^z$ operation from $C$ to $V$, which results in a state

$$
\propto \sum_{c \in \{0,1\}} |c\rangle_C \otimes \sum_{x \in \{0,1\}^n : h(x) = y} \sqrt{D(x)} |x\rangle_X Z^{c,z} |M[h](x)\rangle_V
$$

$$
= \sum_{c \in \{0,1\}} |c\rangle_C \otimes \sum_{x \in \{0,1\}^n : h(x) = y} \sqrt{D(x)} (-1)^{c \cdot \langle M[h](x), z \rangle} |x\rangle_X |M[h](x)\rangle_V.
$$

  Finally, the challenger uncomputes the $V$ register by again computing $M[h]$ from $X$ to $V$, and sends system $X$ to $A_0$, together with $y \in \{0,1\}^n$ and a classical description of $h$.

  3. $A_0$ sends a classical certificate $\pi \in \{0,1\}^m$ to the challenger and initializes $A_1$ with its residual state.

  4. The challenger checks if $h(\pi) = y$. Then, the challenger measures system $C$ to obtain $c' \in \{0,1\}$ and checks that $c' = b$. If both checks are true, $A_1$ is run until it outputs a bit $b'$. Otherwise, $b' \leftarrow \{0,1\}$ is sampled uniformly at random. The output of the experiment is $b'$.

- **Exp$_2$(b):**

  1. The challenger prepares $|\psi\rangle_X$, samples a random hash function $h \leftarrow H_\lambda$, coherently computes $h$ on $X$ into a fresh $n$-qubit register $Y$, and measures $Y$ in the computational basis to obtain $y \in \{0,1\}^n$ and a left-over state $|\psi_{h,y}\rangle_X$.

  2. The challenger computes $M[h]$ on $X$ into a fresh $k$-qubit register $V$. Then, the challenger samples a random string $z \leftarrow \{0,1\}^k$, prepares a $|+\rangle$ state in system $C$, applies a controlled-$Z^z$ operation from $C$ to $V$, and finally uncomputes the $V$ register by again computing $M[h]$ from $X$ to $V$. Note that this results in a state

$$
\propto \sum_{c \in \{0,1\}} |c\rangle_C \otimes \sum_{x \in \{0,1\}^n : h(x) = y} (-1)^{c \cdot \langle M[h](x), z \rangle} |x\rangle_X.
$$

  Finally, it sends system $X$ to $A_0$, together with $y \in \{0,1\}^n$ and a classical description of $h$.  
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3. \( \mathcal{A}_0 \) sends a classical certificate \( \pi \in \{0, 1\}^m \) and initializes \( \mathcal{A}_1 \) with its residual state.

4. The challenger checks if \( h(\pi) = y \). Then, the challenger applies the following projective measurement to system \( C \):

\[
\left\{ |\phi_\pi^x\rangle \langle \phi_\pi^x|, I - |\phi_\pi^x\rangle \langle \phi_\pi^x| \right\}
\]

where
\[
|\phi_\pi^x\rangle := \frac{1}{\sqrt{2}} \left( |0\rangle + (-1)^{M[h(\pi), z]} |1\rangle \right),
\]

and checks that the first outcome is observed. Finally, the challenger measures system \( C \) to obtain \( c' \in \{0, 1\} \) and checks that \( c' = b \). If all three checks are true, \( \mathcal{A}_1 \) is run until it outputs a bit \( b' \). Otherwise, \( b' \leftarrow \{0, 1\} \) is sampled uniformly at random. The output of the experiment is \( b' \).

Finally, we also use the following hybrid which is convenient for the sake of the proof.

- **Exp\(_3\)(b):**

1. The challenger prepares \( |\psi\rangle_X \), samples a random hash function \( h \leftarrow H_{\lambda} \), coherently computes \( h \) on \( X \) into a fresh \( n \)-qubit register \( Y \), and measures \( Y \) in the computational basis to obtain \( y \in \{0, 1\}^n \) and a left-over state \( |\psi_{h,y}\rangle_X \).

2. The challenger computes \( M[h] \) on \( X \) into a fresh \( k \)-qubit register \( V \). Then, the challenger samples a random string \( z \leftarrow \{0, 1\}^k \), prepares a \(|+\rangle\) state in system \( C \), applies a controlled-\( Z \) operation from \( C \) to \( V \), and finally uncomputes the \( V \) register by again computing \( M[h] \) from \( X \) to \( V \). Note that this results in the state

\[
\frac{1}{\sqrt{2}} \left( |0\rangle_C + (-1)^{v,z} |1\rangle_C \right) \otimes |\psi_{h,y,v}\rangle_X.
\]

Finally, the challenger sends system \( X \) to \( \mathcal{A}_0 \), together with \( y \in \{0, 1\}^n \) and a classical description of \( h \).

3. \( \mathcal{A}_0 \) sends a classical certificate \( \pi \in \{0, 1\}^m \) to the challenger and initializes \( \mathcal{A}_1 \) with its residual state.

4. The challenger checks if \( h(\pi) = y \). Then, the challenger applies the following projective measurement to system \( C \):

\[
\left\{ |\phi_\pi^x\rangle \langle \phi_\pi^x|, I - |\phi_\pi^x\rangle \langle \phi_\pi^x| \right\}
\]

where
\[
|\phi_\pi^x\rangle := \frac{1}{\sqrt{2}} \left( |0\rangle + (-1)^{M[h(\pi), z]} |1\rangle \right),
\]

and checks that the first outcome is observed. Finally, the challenger measures system \( C \) to obtain \( c' \in \{0, 1\} \) and checks that \( c' = b \). If all three checks are true, \( \mathcal{A}_1 \) is run until it outputs a bit \( b' \). Otherwise, \( b' \leftarrow \{0, 1\} \) is sampled uniformly at random. The output of the experiment is \( b' \).

Before we analyze the probability of distinguishing between the consecutive hybrids, we first show that the following statements hold for the final experiment \( \text{Exp}_3(b) \).
Claim 4.5. The probability that the challenger accepts the deletion certificate $\pi$ in Step 4 of Exp$_3$(b) and $M[h](\pi) \neq v$ is negligible. That is,

$$\Pr_{h,y,v} [h(\pi) = y \land M[h](\pi) \neq v : \pi \leftarrow A_0(h, y, |\psi_{h,y,v}\rangle)] \leq \text{negl}(\lambda),$$

where the probability is over the challenger preparing $|\psi\rangle$, sampling $h$, and measuring $y$ and $v$ as described in Exp$_3$(b) to produce the left-over state $|\psi_{h,y,v}\rangle$.

Proof. This follows directly from the assumed (D, M)-target-collision resistance of $H$, since the above probability is exactly $\Pr \text{[TargetCollRes]}_{H,A,D,M,\lambda} = 1$.

Claim 4.6. The probability that the challenger accepts the deletion certificate $\pi$ in Step 4 of Exp$_3$(b) and the subsequent projective measurement on system $C$ fails (returns the second outcome) is negligible.

Proof. This follows directly from Claim 4.5, which implies that except with negligible probability, the register $C$ is in the state

$$\frac{1}{\sqrt{2}} \left( |0\rangle + (-1)^{\langle \pi, z \rangle} |1\rangle \right)$$

at the time the challenger applies the projective measurement.

For any experiment Exp$_i$(b), we define the advantage

$$\text{Adv}(\text{Exp}_i) := |\Pr [\text{Exp}_i(0) = 1] - \Pr [\text{Exp}_i(1) = 1]|.$$

Claim 4.7.

$$\text{Adv}(\text{Exp}_2) = 0.$$

Proof. First note that in the case that the challenger rejects because either the deletion certificate is invalid or their projection fails, the experiment does not involve $b$, and thus the advantage of the adversary is 0. Second, in the case that the challenger’s projection succeeds, the register $C$ is either in the state

$$\frac{1}{\sqrt{2}} \left( |0\rangle + (-1)^{\langle \pi, z \rangle} |1\rangle \right) \text{ or } \frac{1}{\sqrt{2}} \left( |0\rangle - (-1)^{\langle \pi, z \rangle} |1\rangle \right)$$

for some $z \in \{0, 1\}^k$, and thereby completely unentangled from the rest of the system. Notice that the challenger’s measurement of system $C$ with outcome $c'$ results in a uniformly random bit, which completely masks $b$. Therefore, the experiment is also independent of $b$ in this case, and thus the adversary’s overall advantage in Exp$_2$ is 0.

Next, we argue the following.

Claim 4.8.

$$|\text{Adv}(\text{Exp}_2) - \text{Adv}(\text{Exp}_1)| \leq \text{negl}(\lambda).$$

Proof. Recall that Claim 4.6 shows that the projective measurement performed by the challenger in Step 4 of Exp$_3$ succeeds with overwhelming probability. We now argue that the same is also true in Exp$_2$. Suppose for the sake of contradiction that there is a non-negligible difference between the success probabilities of the measurement. We now show that this implies the existence of
an efficient distinguisher $A'$ that breaks the $(D, M)$-target-collapsing property of the hash family $H = \{H_\lambda\}_{\lambda \in \mathbb{N}}$.

$A'$ receives $(y, h)$ and a state on register $X$ from its challenger. Next, it computes $M[h]$ on $X$ into a fresh $k$-qubit register $V$, samples a random string $z \xleftarrow{\$} \{0, 1\}^k$, prepares a $|+\rangle$ state in system $C$, applies a controlled-$Z^z$ operation from $C$ to $V$, and then uncomputes register $V$ by again applying $M[h]$ from $X$ to $V$. Then, it runs $A$ on $(y, h, X)$, which outputs a certificate $\pi$.

Finally, $A'$ applies the following projective measurement to system $C$:

$$\left\{ |\phi^z_\pi\rangle \langle \phi^z_\pi|, I - |\phi^z_\pi\rangle \langle \phi^z_\pi| \right\} \quad \text{where} \quad |\phi^z_\pi\rangle := \frac{1}{\sqrt{2}} \left( |0\rangle + (-1)^{\langle \pi, z \rangle} |1\rangle \right),$$

and outputs 1 if the measurement succeeds and 0 otherwise. If there is a non-negligible difference in success probabilities of this measurement between $\text{Exp}_3(b)$ and $\text{Exp}_2(b)$ (for any $b \in \{0, 1\}$), then $A'$ breaks $(D, M)$-target-collapsing of $H$.

Now, recall that $\text{Exp}_2(b)$ is identical to $\text{Exp}_1(b)$, except that the challenger applies an additional a measurement in Step 4. Because the measurement succeeds with overwhelming probability, it follows from Gentle Measurement that the advantage of the adversary must remain the same up to a negligible amount. This proves the claim.

\[\square\]

Claim 4.9.

$$\text{Adv}(\text{Exp}_1) = \text{Adv}(\text{Exp}_0)/2.$$\]

Proof. First note that in $\text{Exp}_1(b)$, we can imagine measuring register $C$ to obtain $c'$ and aborting if $c' \neq b$ before the challenger sends any information to the adversary. This follows because register $C$ is disjoint from the adversary’s registers. Next, by Lemma 3.1, we have the following guarantees about the state on system $X$ given to the adversary in $\text{Exp}_1(b)$.

- In the case $c' = b = 0$, the reduced state on register $X$ is $|\psi_{h,y}\rangle$.
- In the case that $c' = b = 1$, the reduced state on register $X$ is a mixture over $|\psi_{h,y,v}\rangle$ where $v$ is the result of measuring register $V$ in the computational basis.

Thus, this experiment is identical to $\text{Exp}_0(b)$, except that we decide to abort and output a uniformly random bit $b'$ with probability $1/2$ at the beginning of the experiment.

\[\square\]

Putting everything together, we have that $\text{Adv}(\text{Exp}_0) \leq \text{negl}(\lambda)$, which completes the proof.

\[\square\]

4.3 Auxiliary Information

Next, we generalize the above theorem statement to handle hash functions that are sampled with some auxiliary information. That is, there is an algorithm $(h, aux) \xleftarrow{\$} \text{Samp}(1^\lambda)$ that samples the description of a hash function $h$ along with some auxiliary information $aux$. We will want to allow the adversary to potentially see information about aux (but not necessarily all of it), so we define a family $Z = \{Z_\lambda(aux)\}_{\lambda \in \mathbb{N}}$ that specifies what information the adversary sees about aux. In the most straightforward case, $Z$ could be some distribution over classical or quantum states, parameterized by aux. However, we also consider an interactive $Z_\lambda(aux)$. That is, $Z_\lambda$ is the description of an interactive machine that is initialized with aux and interacts with the adversary $A_\lambda$.
Definition 4.10. A hash function family $\mathcal{H} = \{H_\lambda : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ with an associated sampling algorithm $\text{Samp}$ is $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing for some distribution $\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}$ over $\{0,1\}^{m(\lambda)}$ family of functions $\mathcal{M} = \{M[h] : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{k(\lambda)}\}_{h \in H_\lambda, \lambda \in \mathbb{N}}$, and family of (static or interactive) distributions $\mathcal{Z} = \{Z_\lambda(\text{aux})\}_{(\text{aux}) \in \text{Samp}(1^\lambda), \lambda \in \mathbb{N}}$ if, for every QPT adversary $\mathcal{A} = \{A_\lambda\}_{\lambda \in \mathbb{N}}$,

$$\Pr[\text{TargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(0) = 1] - \Pr[\text{TargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(1) = 1] < \text{negl}(\lambda),$$

where the experiment $\text{TargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(b)$ is defined as in Definition 4.1 except that $h$ is sampled by $(h, \text{aux}) \leftarrow \text{Samp}(1^\lambda)$, and the adversary is given (or interacts with) $Z_\lambda(\text{aux})$ along with $(X, y, h)$.

Definition 4.11. A hash function family $\mathcal{H} = \{H_\lambda : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ with an associated sampling algorithm $\text{Samp}$ is $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing and $\text{QPT}$-certified everlasting $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing for some distribution $\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}$ over $\{0,1\}^{m(\lambda)}$ family of functions $\mathcal{M} = \{M[h] : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{k(\lambda)}\}_{h \in H_\lambda, \lambda \in \mathbb{N}}$, and family of (static or interactive) distributions $\mathcal{Z} = \{Z_\lambda(\text{aux})\}_{(\text{aux}) \in \text{Samp}(1^\lambda), \lambda \in \mathbb{N}}$ if, for every QPT adversary $\mathcal{A} = \{A_\lambda\}_{\lambda \in \mathbb{N}}$,

$$\Pr[\text{TargetCollRes}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(0) = 1] < \text{negl}(\lambda),$$

where the experiment $\text{TargetCollRes}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(b)$ is defined as in Definition 4.2 except that $h$ is sampled by $(h, \text{aux}) \leftarrow \text{Samp}(1^\lambda)$, and the adversary is given (or interacts with) $Z_\lambda(\text{aux})$ along with $(X, y, h)$.

Definition 4.12. A hash function family $\mathcal{H} = \{H_\lambda : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ with an associated sampling algorithm $\text{Samp}$ is certified everlasting $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing for some distribution $\mathcal{D} = \{D_\lambda\}_{\lambda \in \mathbb{N}}$ over $\{0,1\}^{m(\lambda)}$ family of functions $\mathcal{M} = \{M[h] : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{k(\lambda)}\}_{h \in H_\lambda, \lambda \in \mathbb{N}}$, and family of (static or interactive) distributions $\mathcal{Z} = \{Z_\lambda(\text{aux})\}_{(\text{aux}) \in \text{Samp}(1^\lambda), \lambda \in \mathbb{N}}$ if, for every two-part adversary $\mathcal{A} = \{A_{0,\lambda}, A_{1,\lambda}\}_{\lambda \in \mathbb{N}}$, where $\{A_{0,\lambda}\}_{\lambda \in \mathbb{N}}$ is QPT and $\{A_{1,\lambda}\}_{\lambda \in \mathbb{N}}$ is unbounded, it holds that

$$|\Pr[\text{EvTargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(0) = 1] - \Pr[\text{EvTargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(1) = 1]| < \text{negl}(\lambda),$$

where the experiment $\text{EvTargetCollapseExp}_{\mathcal{H}, \mathcal{A}, \mathcal{D}, \mathcal{M}, \mathcal{Z}, \lambda}(b)$ is defined as in Definition 4.2 except that $h$ is sampled by $(h, \text{aux}) \leftarrow \text{Samp}(1^\lambda)$, and the first part of the adversary $A_{0,\lambda}$ is given (or interacts with) $Z_\lambda(\text{aux})$ along with $(X, y, h)$.

Now, the following generalization of Theorem 4.4 follows immediately from the proof of Theorem 4.4, by additionally giving $Z_\lambda(\text{aux})$ to the adversary in each of the experiments.

Theorem 4.13. Let $\mathcal{H} = \{H_\lambda\}_{\lambda \in \mathbb{N}}$ be a hash function family that is both $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing and $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collusion-resistant, for some distribution $\mathcal{D}$, efficiently computable family of functions $\mathcal{M}$, and (static or interactive) distribution $\mathcal{Z}$. Then, $\mathcal{H}$ is certified everlasting $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing.

### 4.4 Target-Collision-Resistance implies Target-Collapsing for Polynomial-Outcome Measurements

In this section, we show that recent techniques from the collapsing hash function / collapsing commitment literature [DS22, Zha22, CX22] imply that when $\mathcal{M}$ is a function with polynomial number of outcomes, then $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collusion-resistant implies $(\mathcal{D}, \mathcal{M}, \mathcal{Z})$-target-collapsing. In this paper, we will only need to use this claim for two-outcome measurements, but we show it for the more general case of polynomial-outcome measurements.
Lemma 4.14. Let $\mathcal{H} = \{H_\lambda : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ be a hash function family that is $(D, M, Z)$-target-collision-resistant for some distribution $D = \{D_\lambda\}_{\lambda \in \mathbb{N}}$ over $\{0,1\}^{m(\lambda)}$ for some distribution $M = \{\{M[h] : \{0,1\}^{m(\lambda)} \rightarrow \{0,1\}^{k(\lambda)}\}_{h \in H_\lambda}\}_{\lambda \in \mathbb{N}}$ for $k(\lambda) = O(\log \lambda)$, and family of (static or interactive) distributions $\mathcal{Z} = \{Z_\lambda(aux)\}_{(\text{aux}) \in \text{Samp}(1^\lambda), \lambda \in \mathbb{N}}$. Then, $\mathcal{H}$ is $(D, M, Z)$-target-collision-resistant.

Proof. We will make use of the following fact [DS22, Claim 3.5].

**Fact 4.15.** Let $D$ be a projector, $\{\Pi_i\}_{i \in [N]}$ be pairwise orthogonal projectors, and $|\psi\rangle$ be any state such that $|\psi\rangle \in \text{im}(\sum_{i \in [N]} \Pi_i)$. Then,

$$\sum_{i \in [N]} \left\| \left( \sum_{j \neq i} \Pi_j \right) D \Pi_i |\psi\rangle \right\|^2 \geq \frac{1}{N} \left( \|D |\psi\rangle\|^2 - \left( \sum_{i \in [N]} \|D \Pi_i |\psi\rangle\|^2 \right) \right)^2 .$$

Now, suppose there exists an adversary $\{A_\lambda\}_{\lambda \in \mathbb{N}}$ that breaks the $(D, M, Z)$-target-collapsing of $\mathcal{H}$. Dropping parameterization by $\lambda$ for convenience, we can write such an adversary as a binary outcome projective measurement $(D, I - D)$ applied to a state received from the challenger. For any $h \in H_\lambda, y \in \{0,1\}^n$, let $|\psi_{h,y}\rangle$ be the normalized state such that

$$|\psi_{h,y}\rangle \propto |h, y\rangle \otimes \sum_{x \in \{0,1\}^m: h(x) = y} \sqrt{D(x)} |x\rangle ,$$

and for $i \in \{0,1\}^k$, let

$$\Pi_{i,h} := \sum_{x \in \{0,1\}^m: M[h](x) = i} |x\rangle\langle x| .$$

Then, the adversary’s advantage in the $(D, M, Z)$-target-collapsing game can be written as

$$\mathbb{E}_{h,y} \left[ \left\| D |\psi_{h,y}\rangle \right\|^2 - \sum_{i \in \{0,1\}^k} \|D \Pi_{i,h} |\psi_{h,y}\rangle\|^2 \right] = \text{non-negl}(\lambda) ,$$

where the expectation is over the sampling of $h \leftarrow H_\lambda$ and the challenger’s measurement of $y$.

Thus, by Fact 4.15, it follows that

$$\mathbb{E}_{h,y} \left[ \sum_{i \in \{0,1\}^k} \left( \sum_{j \neq i} \Pi_{j,h} \right) \|D \Pi_{i,h} |\psi_{h,y}\rangle\|^2 \right] = \text{non-negl}(\lambda) ,$$

since $2^k = 2^{O(\log \lambda)} = \text{poly}(\lambda)$. This completes the proof, as this expression exactly corresponds to the adversary’s probability of winning the $(D, M, Z)$-target-collision-resistance game by applying $D$ and then measuring in the computational basis.

5 Publicly-Verifiable Deletion from Dual-Regev Encryption

In this section, we recall the constructions of Dual-Regev public-key encryption as well as fully homomorphic encryption with publicly-verifiable deletion introduced by Poremba [Por23]. Using our main result on certified-everlasting target-collapsing hashes in Theorem 4.4, we prove the
strong Gaussian-collapsing conjecture in [Por23], and then conclude that the aforementioned constructions achieve certified-everlasting security assuming the quantum hardness of LWE and SIS.

First, let us recall the definition of public-key encryption with publicly-verifiable deletion.

5.1 Definition: Encryption with Publicly-Verifiable Deletion

A public-key encryption (PKE) scheme with publicly-verifiable deletion (PVD) has the following syntax.

- **KeyGen**(1^λ) → (pk, sk): the key generation algorithm takes as input the security parameter λ and outputs a public key pk and secret key sk.
- **Enc**(pk, m) → (vk, |CT⟩): the encryption algorithm takes as input the public key pk and a plaintext m, and outputs a (public) verification key vk and a ciphertext |CT⟩.
- **Dec**(sk, |CT⟩) → m: the decryption algorithm takes as input the secret key sk and a ciphertext |CT⟩ and outputs a plaintext m.
- **Del**(|CT⟩) → π: the deletion algorithm takes as input a ciphertext |CT⟩ and outputs a deletion certificate π.
- **Vrfy**(vk, π) → {⊤, ⊥}: the verify algorithm takes as input a (public) verification key vk and a proof π, and outputs ⊤ or ⊥.

**Definition 5.1** (Correctness of deletion). A PKE scheme with PVD satisfies correctness of deletion if for any m, it holds with 1 − negl(λ) probability over (pk, sk) ← Gen(1^λ), (vk, |CT⟩) ← Enc(pk, m), π ← Del(|CT⟩), μ ← Vrfy(vk, π) that μ = ⊤.

**Definition 5.2** (Certified deletion security). A PKE scheme with PVD satisfies certified deletion security if it satisfies standard semantic security, and moreover, for any QPT adversary \{A_λ\}_λ∈\mathbb{N}, it holds that

\[
\text{TD}(\text{EvPKE}_{A_λ,λ}(0), \text{EvPKE}_{A_λ,λ}(1)) = \text{negl}(λ),
\]

where the experiment \text{EvPKE}_{A_λ,λ}(b) is defined as follows.

- **Sample** (pk, sk) ← Gen(1^λ) and (vk, |CT⟩) ← Enc(pk, b).
- **Run** A_λ(pk, vk, |CT⟩), and parse their output as a deletion certificate π and a left-over quantum state ρ.
- **If** Vrfy(vk, π) = ⊤, output ρ, and otherwise output ⊥.

Before we introduce the Dual-Regev public-key schemes proposed by Poremba [Por23], let us first recall some basic facts about Gaussian superpositions.
5.2 Gaussian Superpositions

Let $m \in \mathbb{N}$. The Gaussian measure $\rho_\sigma$ with parameter $\sigma > 0$ is defined as

$$\rho_\sigma(x) = \exp(-\pi \|x\|^2 / \sigma^2), \quad \forall x \in \mathbb{R}^m.$$ 

Given a modulus $q \in \mathbb{N}$ and $\sigma \in (\sqrt{2m}, q/\sqrt{2m})$, the truncated discrete Gaussian distribution $D_{Z_q^m, \sigma}$ over the finite set $Z^m \cap (-q, q/2)^m$ with support $\{x \in Z_q^m : \|x\| \leq \sigma \sqrt{m}\}$ is defined as

$$D_{Z_q^m, \sigma}(x) = \frac{\rho_\sigma(x)}{\sum_{z \in Z_q^m, \|z\| \leq \sigma \sqrt{m}} \rho_\sigma(z)}.$$

In this section, we consider Gaussian superposition states over $Z^m \cap (-q, q/2)^m$ of the form

$$|\psi\rangle = \sum_{x \in Z_q^m} \rho_\sigma(x) |x\rangle.$$

The state $|\psi\rangle$ is not normalized for convenience. A standard tail bound [Ban93, Lemma 1.5 (ii)] implies that (the normalized variant of) $|\psi\rangle$ is within negligible trace distance of a truncated discrete Gaussian superposition $|\tilde{\psi}\rangle$ with support $\{x \in Z_q^m : \|x\| \leq \sigma \sqrt{m}\}$, where

$$|\tilde{\psi}\rangle = \left(\sum_{z \in Z_q^m, \|z\| \leq \sigma \sqrt{m}} \rho_{\sigma\sqrt{2}}(z)\right)^{-\frac{1}{2}} \sum_{x \in Z_q^m, \|x\| \leq \sigma \sqrt{m}} \rho_\sigma(x) |x\rangle.$$

Note that a measurement of $|\tilde{\psi}\rangle$ results in a sample from the truncated discrete Gaussian distribution $D_{Z_q^m, \sigma\sqrt{2}}$. We remark that Gaussian superpositions with parameter $\sigma = \Omega(\sqrt{m})$ can be efficiently implemented using standard quantum state preparation techniques; for example using quantum rejection sampling and the Grover-Rudolph algorithm [GR02, Reg05, Bra18, BCM+21].

Let $A \in Z_q^{n \times m}$. We use the following algorithm, denoted by $\text{GenGauss}(A, \sigma)$ which prepares a partially measured Gaussian superposition of pre-images of a randomly generated image.

1. Prepare a Gaussian superposition in system $X$ with parameter $\sigma > 0$:

$$|\psi\rangle = \sum_{x \in Z_q^m} \rho_\sigma(x) |x\rangle \otimes |0\rangle.$$

2. Apply the unitary $U_A : |x\rangle |0\rangle \rightarrow |x\rangle |A \cdot x \pmod{q}\rangle$, which results in the state

$$|\psi\rangle = \sum_{x \in Z_q^m} \rho_\sigma(x) |x\rangle \otimes |A \cdot x \pmod{q}\rangle.$$

3. Measure the second register in the computational basis, which results in $y \in Z_q^n$ and a state

$$|\psi_y\rangle = \sum_{x \in Z_q^m : A x = y \pmod{q}} \rho_\sigma(x) |x\rangle.$$
Finally, we use the following lemma which characterizes the Fourier transform of a partially measured Gaussian superposition.

**Lemma 5.3** ([Por23], Lemma 16). Let $m \in \mathbb{N}$, $q \geq 2$ be a prime and $\sigma \in (\sqrt{8m}, q/\sqrt{8m})$. Let $A \in \mathbb{Z}_q^{n \times m}$ be a matrix whose columns generate $\mathbb{Z}_q^n$ and let $y \in \mathbb{Z}_q^n$ be arbitrary. Then, the $q$-ary quantum Fourier transform of the (normalized variant of the) Gaussian coset state

$$|\psi_y\rangle = \sum_{x \in \mathbb{Z}_q^n} \rho_\sigma(x) |x\rangle$$

is within negligible (in $m \in \mathbb{N}$) trace distance of the (normalized variant of the) Gaussian state

$$|\hat{\psi}_y\rangle = \sum_{s \in \mathbb{Z}_q} \sum_{e \in \mathbb{Z}_q^m} \rho_{q/\sigma}(e) \omega_q^{-(s,y)} |s^T A + e^T (\text{mod } q)\rangle .$$

### 5.3 (Strong) Gaussian-Collapsing Property.

We use the following result which says that the Ajtai hash function is target-collapsing with respect to the truncated discrete Gaussian distribution.

**Theorem 5.4** (Gaussian-collapsing property, [Por23], Theorem 4). Let $n \in \mathbb{N}$ and $q$ be a prime with $m \geq 2n \log q$, each parameterized by $\lambda \in \mathbb{N}$. Let $\sigma \in (\sqrt{8m}, q/\sqrt{8m})$. Then, the following samples are computationally indistinguishable assuming the quantum hardness of decisional LWE$_{n,q,\alpha q}$ for any noise ratio $\alpha \in (0, 1)$ with relative noise magnitude $1/\alpha = \sigma \cdot 2^{o(n)}$:

$$(A \xleftarrow{\$} \mathbb{Z}_q^{n \times m}, |\psi_y\rangle = \sum_{x \in \mathbb{Z}_q^n} \rho_\sigma(x) |x\rangle, y \in \mathbb{Z}_q^n) \approx_c (A \xleftarrow{\$} \mathbb{Z}_q^{n \times m}, |x_0\rangle, A \cdot x_0 \in \mathbb{Z}_q^n)$$

where $(|\psi_y\rangle, y) \leftarrow \text{GenGauss}(A, \sigma)$ and where $x_0 \sim D_{\mathbb{Z}_q^{n \times m}}, \cdot$ is a discrete Gaussian error.

Using our main theorem on certified-everlasting target-collapsing hashes in Theorem 4.4, we can now prove a stronger variant of Theorem 5.4. We show the following:

**Theorem 5.5.** Let $\lambda \in \mathbb{N}$ be the security parameter, $n(\lambda) \in \mathbb{N}$, $q(\lambda) \in \mathbb{N}$ be a modulus, $m \geq 2n \log q$ and $\sigma \in (\sqrt{2m}, q/\sqrt{2m})$. Then, the Ajtai hash function family $\mathcal{H} = \{H_\lambda\}_{\lambda \in \mathbb{N}}$ with

$$H_\lambda = \left\{ h_A : \{ x \in \mathbb{Z}_q^m : \|x\| \leq \sigma \sqrt{m/2} \} \rightarrow \mathbb{Z}_q^n \text{ s.t. } h_A(x) = A \cdot x \text{ (mod } q); A \in \mathbb{Z}_q^{n \times m} \right\} .$$

is certified everlasting $D_{\mathbb{Z}_q^{n \times m}, \cdot}$-target-collapsing assuming the quantum hardness of SIS$_{n,q,\sigma \sqrt{2m}}^m$ and LWE$_{n,q,\alpha q}$ for any noise ratio $\alpha \in (0, 1)$ with relative noise magnitude $1/\alpha = \sigma \cdot 2^{o(n)}$.

**Proof.** By the Gaussian-collapsing property in Theorem 5.4, it follows that $\mathcal{H}$ is $D_{\mathbb{Z}_q^{n \times m}, \cdot}$-target-collapsing assuming the quantum hardness of LWE$_{n,q,\alpha q}$ for any noise ratio $\alpha \in (0, 1)$ with relative noise magnitude $1/\alpha = \sigma \cdot 2^{o(n)}$. Moreover, from the quantum hardness of SIS$_{n,q,\sigma \sqrt{2m}}$ it follows that $\mathcal{H}$ is $D_{\mathbb{Z}_q^{n \times m}, \cdot}$-target-collision-resistant. Therefore, the claim follows from Theorem 4.4. \qed
As a corollary, we immediately recover the so-called strong Gaussian-collapsing property of the Ajtai hash function which was previously stated as a conjecture by Poremba [Por23].

**Corollary 5.6 (Strong Gaussian-collapsing property).**
Let $\lambda \in \mathbb{N}$ be the security parameter, $n(\lambda) \in \mathbb{N}$, $q(\lambda) \in \mathbb{N}$ be a modulus and $m > 2n \log q$. Let $\sigma = \Omega(\sqrt{m})$ be a parameter. Then, the Ajtai hash function satisfies the strong Gaussian-collapsing property assuming the quantum hardness of $\text{SIS}^m_{n,q,\sigma \sqrt{2m}}$ and $\text{LWE}^m_{n,q,\alpha q}$ for any noise ratio $\alpha \in (0, 1)$ with relative noise magnitude $1/\alpha = \sigma \cdot 2^{o(n)}$. In other words, for every QPT adversary $A$,

$$\Pr[\text{StrongGaussCollapseExp}_{A,n,m,q,\sigma}(0) = 1] - \Pr[\text{StrongGaussCollapseExp}_{A,n,m,q,\sigma}(1) = 1] \leq \text{negl}(\lambda)$$

where $\text{StrongGaussCollapseExp}_{A,n,m,q,\sigma}(b)$ is the experiment from Figure 1.

**Proof.** To prove the statement, we can simply reduce the certified everlasting $D_{\text{Z}_q^{m,\sqrt{2}q}}$-target-collapsing security of the Ajtai hash $A = [\vec{A} \| \vec{x} \pmod{q}] \in \mathbb{Z}_q^{n \times m}$ with $\vec{x} \in \{0, 1\}^{m-1}$ to the strong Gaussian-collapsing security, and invoke Theorem 5.5. Here we rely on the fact that the distribution of $A$ is statistically close to uniform by the leftover hash lemma whenever $m > 2n \log q$.

Now consider the unbounded reduction that given $A \in \mathbb{Z}_q^{n \times m}$, samples a uniformly random vector $t = (x, -1) \in \mathbb{Z}^m$ with $x \in \{0, 1\}^{m-1}$ such that $Ax = \vec{A}x \pmod{q}$, and then runs the second part of the strong Gaussian-collapsing adversary on input $t$ in order to predict the challenger’s bit. Note that such vectors $t$ exist because of how the matrix $A$ is constructed in the experiment. If the strong Gaussian-collapsing adversary has noticeable advantage, then so does the reduction, which would break the certified everlasting $D_{\text{Z}_q^{m,\sqrt{2}q}}$-target-collapsing security of the Ajtai hash. \hfill $\square$

### 5.4 Dual-Regev Public-Key Encryption with Publicly-Verifiable Deletion

We now consider the following Dual-Regev encryption scheme introduced by Poremba [Por23].

**Construction 1** (Dual-Regev PKE with Publicly-Verifiable Deletion). Let $n \in \mathbb{N}$ be the security parameter, $m \in \mathbb{N}$ and $q$ be a prime. Let $\alpha \in (0, 1)$ and $\sigma = 1/\alpha$ be parameters. The Dual-Regev PKE scheme $\text{DualPKECD} = (\text{KeyGen}, \text{Enc}, \text{Dec}, \text{Del}, \text{Vrfy})$ with certified deletion is defined as follows:

- $\text{KeyGen}(1^\lambda) \rightarrow (\text{pk}, \text{sk})$: sample a random matrix $\vec{A} \in \mathbb{Z}_q^{n \times m}$ and a vector $\vec{x} \in \{0, 1\}^m$ and choose $A = [\vec{A} \| \vec{x} \pmod{q}]$. Output $(\text{pk}, \text{sk})$, where $\text{pk} = A \in \mathbb{Z}_q^{n \times (m+1)}$ and $\text{sk} = \vec{x} \pmod{q}$.
- $\text{Enc}(\text{pk}, b) \rightarrow (\text{vk}, |\text{CT}|)$: parse the public key as $A \leftarrow \text{pk}$. To encrypt a single bit $b \in \{0, 1\}$, generate the following pair for a random $\vec{y} \in \mathbb{Z}_q^m$:

$$\text{vk} \leftarrow (A, \vec{y}), \quad |\text{CT}| \leftarrow \sum_{s \in \mathbb{Z}_q} \sum_{e \in \mathbb{Z}_q^{m+1}} \rho_{q/\sigma}(e) \omega_q^{-\langle s, y \rangle} |s \, A + e \vec{t} + b \cdot (0, \ldots, 0, \lfloor \frac{q}{2} \rfloor)|,$$

where $\text{vk}$ is the public verification key and $|\text{CT}|$ is an $(m + 1)$-qudit quantum ciphertext.
- $\text{Dec}(\text{sk}, |\text{CT}|) \rightarrow \{0, 1\}$: to decrypt, measure $|\text{CT}|$ in the computational basis with outcome $e \in \mathbb{Z}_q^m$. Compute $e\vec{t} \cdot \text{sk} \in \mathbb{Z}_q$ and output 0, if it is closer to 0 than to $\lfloor \frac{q}{2} \rfloor$, and output 1, otherwise.
- $\text{Del}(|\text{CT}|) \rightarrow \pi$: Measure $|\text{CT}|$ in the Fourier basis and output the measurement outcome $\pi \in \mathbb{Z}_q^{m+1}$. 
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\( \text{Vrfy}(\mathsf{vk}, \pi) \rightarrow \{\top, \bot\} : \) to verify a deletion certificate \( \pi \in \mathbb{Z}_q^{m+1} \), parse \( (A, y) \leftarrow \mathsf{vk} \) and output \( \top \), if \( A \cdot \pi = y \pmod{q} \) and \( \|\pi\| \leq \sqrt{m+1}/\sqrt{2}\alpha \), and output \( \bot \), otherwise.

Let us now illustrate how the deletion procedure takes place. Recall from Lemma 5.3 that the Fourier transform of the ciphertext \( |\mathsf{CT}\rangle \) results in the dual quantum state

\[
|\widehat{\mathsf{CT}}\rangle = \sum_{\mathbf{x} \in \mathbb{Z}_q^{m+1}} \rho_{\sigma}(\mathbf{x}) \omega_q^{(x.b(0,\ldots,0,\lceil \frac{q}{2} \rceil))} |\mathbf{x}\rangle.
\]

In other words, a Fourier basis measurement of \( |\mathsf{CT}\rangle \) necessarily erases all information about the plaintext \( b \in \{0, 1\} \) and results in a short vector \( \pi \in \mathbb{Z}_q^{m+1} \) such that \( A \cdot \pi = y \pmod{q} \). Hence, to publicly verify a deletion certificate we can simply check whether it is a solution to the ISIS problem specified by the verification key \( \mathsf{vk} = (A, y) \). Using Theorem 5.5, we obtain the following:

**Theorem 5.7.** Let \( n \in \mathbb{N} \) and let \( q \geq 2 \) be a prime modulus such that \( q = 2^{O(n)} \) and \( m \geq 2n \log q \). Let \( \sigma \in (\sqrt{8m}, q/\sqrt{8m}) \) and \( \alpha \in (0, 1) \) be a noise ratio with \( 1/\alpha = 2^{O(n)} \cdot \sigma \). Then, the Dual-Regev public-key encryption scheme in Construction 1 has everlasting certified deletion security assuming the quantum (subexponential) hardness of LWE\(_{n,q,\alpha q}^m\) and SIS\(_{n,q,\sigma \sqrt{2m}}^m\).

**Proof.** The proof is identical to the template used in [Por23, Theorem 7], except that the adversary is allowed to be computationally unbounded once the deletion certificate is submitted. This is in contrast with the original proof who considered forwarding the secret key during the security experiment. We remark that we do not invoke the strong Gaussian-collapsing property to prove the indistinguishability of the hybrids; instead we use the (stronger) notion of certified everlasting D\(_{\mathbb{Z}_q^{m+1}, \sigma \sqrt{2m}}\)-target-collapsing property of the Ajtai hash shown in Theorem 5.5. This results in the stronger notion of everlasting certified deletion security. \( \square \)

### 5.5 Dual-Regev (Leveled) Fully Homomorphic Encryption with Publicly-Verifiable Deletion

A homomorphic encryption scheme with certified deletion [Bl20, Por23, BBK22] is a scheme that supports both homomorphic operations as well as certified deletion of quantum ciphertexts. Here, the two properties are thought of as separate features that may or may not be mutually exclusive. Several works [Por23, BBK22, BGG\( +23 \)] have also considered the possibility of realizing both homomorphic evaluation and certified deletion simultaneously within a single (possibly interactive) protocol. For example, Poremba [Por23] proposed a four-message protocol that allows a client to learn the outcome of a homomorphic evaluation performed by an untrusted quantum server, while simultaneously certifying that the server has subsequently deleted all data. Bartusek and Khurana [BBK22] subsequently defined the notion of a four-message protocol for blind delegation with certified deletion, which can be instantiated using any FHE scheme with certified deletion. Crucially, both of the aforementioned four-message protocols require that the server is honest during the evaluation phase of the protocol. Finally, in a subsequent follow-up work, Bartusek et al. [BGG\( +23 \)] constructed a maliciously secure blind delegation protocol with certified deletion which relied on succinct non-interactive arguments (SNARGs) for polynomial-time computation.

In this section, we recall the Dual-Regev (leveled) fully homomorphic encryption scheme with publicly-verifiable deletion introduced by Poremba [Por23]. The scheme is based on the dual variant of the (leveled) FHE scheme by Gentry, Sahai and Waters [GSW13, Mah18]. Using our main
result on certified-everlasting target-collapsing hashes in Theorem 4.4, we then prove the scheme achieves certified-everlasting security assuming the quantum hardness of LWE and SIS. Contrary to related works [Por23, BBK22, BGG+23], we only consider the basic notion of FHE with publicly-verifiable deletion which treats both properties as separate features.

**Parameters.** Let \( \lambda \in \mathbb{N} \) be the security parameter and let \( n \in \mathbb{N} \). Let \( L \) be an upper bound on the depth of the polynomial-sized Boolean circuit which is to be evaluated. We choose the following set of parameters for the Dual-Regev leveled FHE scheme (each parameterized by \( \lambda \)).

- a prime modulus \( q \geq 2 \).
- an integer \( m \geq 2n \log q \).
- an integer \( N = (m + 1) \cdot \lceil \log q \rceil \).
- a noise ratio \( \alpha \in (0, 1) \) such that
  \[
  \sqrt{8(m + 1)} \leq \alpha q \leq \frac{q}{\sqrt{8(m + 1)} \cdot (N + 1)^L}.
  \]

**Construction 2** (Dual-Regev leveled FHE scheme with certified deletion). Let \( \lambda \in \mathbb{N} \) be the security parameter. The Dual-Regev (leveled) FHE scheme DualFHECD = (KeyGen, Enc, Dec, Eval, Del, Vrfy) with certified deletion consists of the following algorithms.

- **KeyGen**(1\(^\lambda\), 1\(^L\)) \( \rightarrow (pk, sk) \) : sample \( \tilde{A} \overset{\$}{\leftarrow} \mathbb{Z}_q^{n \times m} \) and vector \( \tilde{x} \overset{\$}{\leftarrow} \{0, 1\}^m \) and let \( A = [\tilde{A} \mid \tilde{A} \cdot \tilde{x} \mod q]^{\top} \).
  
  Output \( (pk, sk) \), where \( pk = A \in \mathbb{Z}_q^{(m + 1) \times n} \) and \( sk = (-\tilde{x}, 1) \in \mathbb{Z}_q^{m + 1} \).

- **Enc**(pk, x) \( \rightarrow (vk, |CT|) \) : to encrypt a bit \( x \in \{0, 1\} \), parse the public key as \( A \in \mathbb{Z}_q^{(m + 1) \times n} \leftarrow pk \) and generate the following pair consisting of a verification key and ciphertext for a random \( Y \in \mathbb{Z}_q^{n \times N} \) with columns \( y_1, \ldots, y_N \in \mathbb{Z}_q^n \):

  \[
  vk \leftarrow (A, Y), \quad |CT| \leftarrow \sum_{S \in \mathbb{Z}_q^{n \times N}} \sum_{E \in \mathbb{Z}_q^{(m + 1) \times N}} \rho_{q/\sigma}(E) \omega_q^{-\text{Tr}[S \cdot Y]} |A \cdot S + E + x \cdot G|,
  \]

  where \( G = [I \parallel 2I \parallel \ldots \parallel 2^{\lceil \log q \rceil - 1}I] \in \mathbb{Z}_q^{(m + 1) \times N} \) denotes the gadget matrix and where \( \sigma = 1/\alpha \).

- **Eval**(C\(_0\), C\(_1\)) \( \rightarrow C_0C_1C \) : to apply a NAND gate onto two registers \( C_0 \) and \( C_1 \) (possibly part of a larger ciphertext), append an ancilla system \( |0\rangle_C \), and apply the unitary \( U_{\text{NAND}} \), defined by

  \[
  U_{\text{NAND}} : |X\rangle_{C_0} \otimes |Y\rangle_{C_1} \otimes |Z\rangle_C \rightarrow |X\rangle_{C_0} \otimes |Y\rangle_{C_1} \otimes |Z + G - X \cdot G^{-1}(Y) \mod q\rangle_C,
  \]

  where \( X, Y, Z \in \mathbb{Z}_q^{(m + 1) \times N} \) and \( G^{-1} \) is the (non-linear) inverse operation such that \( G \circ G^{-1} = I \).

  Output the resulting registers \( C_0C_1C \).

- **Dec**(sk, C) \( \rightarrow \{0, 1\} \) or \( \perp \) : measure the register \( C \) in the computational basis to obtain \( C \in \mathbb{Z}_q^{(m + 1) \times N} \) and compute \( c = sk^\top \cdot c_N \in \mathbb{Z} \cap [-\frac{q}{2}, \frac{q}{2}] \), where \( c_N \in \mathbb{Z}_q^{m + 1} \) is the \( N \)-th column of \( C \); output 0, if \( c \) is closer to 0 than to \( [\frac{q}{2}] \), and output 1, otherwise.

- **Del**(|CT|) \( \rightarrow \pi \) : measure \( |CT| \) in the Fourier basis with outcomes \( \pi = (\pi_1 \mid \ldots \mid \pi_N) \in \mathbb{Z}_q^{(m + 1) \times N} \).
Vrfy(vk, pk, π) → {0, 1}: to verify the deletion certificate π = (π₁∥⋯∥πₙ) ∈ ℤ_{q}^{(m+1)×n}, parse (A ∈ ℤ_{q}^{m×n}, (y₁∥⋯∥yₙ) ← vk and output T, if both Aᵀ · πᵢ = yᵢ (mod q) and ∥πᵢ∥ ≤ √m + 1/√2α for every i ∈ [N], and output ⊥, otherwise.

For additional details on the correctness of the scheme, we refer to Section 9 of [Por23].

**Theorem 5.8.** Let λ ∈ ℤ be the security parameter and let L be an upper bound on the size of the Boolean circuit which is to be evaluated. Let n ∈ ℤ, let q ≥ 2 be a prime modulus and let m ≥ 2n log q. Let N = (m + 1) ⌈ log q ⌉. Let α ∈ (0, 1) be a noise ratio such that

\[ p_{8}(m + 1)N ≤ αq ≤ q√8(m + 1)·(N + 1)L. \]

Then, DualFHECD in Construction 2 has everlasting certified deletion security assuming the quantum (subexponential) hardness of SIS_{m,n,q,σ} and LWE_{m,n,q,αq}.

**Proof.** The proof is identical to the template in [Por23, Theorem 10], except that the adversary is allowed to be computationally unbounded once the deletion certificate is submitted. This is in contrast with the original proof who considered forwarding the secret key during the security experiment. We remark that we do not invoke the strong Gaussian-collapsing property to prove the indistinguishability of the hybrids; instead we use the (stronger) notion of certified everlasting D_{mq,σ} -target-collapsing property of the Ajtai hash function shown in Theorem 5.5. This results in the stronger notion of everlasting certified deletion security. □

6 Publicly-Verifiable Deletion from Balanced Binary-Measurement TCR

In this section, we show how to build a variety of cryptographic primitives with PVD from a specific type of hash function that we call balanced binary-measurement target-collision-resistant.

**Definition 6.1** (Balanced Binary-Measurement TCR Hash). A hash function family \( \mathcal{H} = \{ H_{λ} : \{0, 1\}^{m(λ)} \rightarrow \{0, 1\}^{n(λ)} \}_{λ ∈ ℤ} \) is balanced binary-measurement target-collision-resistant if:

1. There exists a family of efficiently computable single-output-bit measurement functions \( \mathcal{M} = \{ \{ M[h] : \{0, 1\}^{m(λ)} \rightarrow \{0, 1\} \}_{h ∈ H_{λ}} \}_{λ ∈ ℤ} \) such that \( \mathcal{H} \) is \( \mathcal{M} \)-target-collision-resistant (Definition 4.2).

2. There exists a constant \( δ > 0 \) such that\(^{12}\)

\[
\Pr_{h ← H_{λ}, x ← \{0, 1\}^{m(λ)}} \left[ \left| A_{h,x,0} - A_{h,x,1} \right| \leq 1 - \delta \right] = 1 - \text{negl}(λ),
\]

where \( A_{h,x,b} := |\{x' ∈ h⁻¹(h(x)) : M[h](x') = b\}|. \)

**Remark 6.2.** By Lemma 4.14 and Theorem 4.4, any balanced binary-measurement TCR \( \mathcal{H} \) with associated measurement function \( \mathcal{M} \) is also \( \mathcal{M} \)-target-collapsing and certified everlasting \( \mathcal{M} \)-target-collapsing.

\(^{12}\)It is also straightforward to generalize our results to any \( δ(λ) = 1/\text{poly}(λ) \).
6.1 Commitments

A canonical quantum bit commitment [Yan22] consists of a family of pairs of unitaries \((Q_{\lambda,0}, Q_{\lambda,1})\)\()_{\lambda \in \mathbb{N}}\).

To commit to a bit \(b\), the committer applies \(Q_{\lambda,b}\) to the all-zeros state \(|0\rangle\) to obtain a state on registers \(C\) and \(R\), and sends register \(C\) to the receiver. To open, the committer sends the bit \(b\) and the remaining state on register \(R\). The receiver applies \(Q_{\lambda,1}^\dagger\) to registers \((C, R)\), measures the result in the standard basis, and accepts if all zeros are observed.

**Definition 6.3** (Computational Hiding). A canonical quantum bit commitment \(((Q_{\lambda,0}, Q_{\lambda,1})\)\()_{\lambda \in \mathbb{N}}\) satisfies computational hiding if for any QPT adversary \((A_{\lambda})_{\lambda \in \mathbb{N}}\),

\[
|\Pr[A_{\lambda}(\text{Tr}_R (Q_{\lambda,0} |0\rangle)) = 1] - \Pr[A_{\lambda}(\text{Tr}_R (Q_{\lambda,1} |0\rangle)) = 1]| = \text{negl}(\lambda).
\]

**Definition 6.4** (Honest Binding). A canonical quantum bit commitment \(((Q_{\lambda,0}, Q_{\lambda,1})\)\()_{\lambda \in \mathbb{N}}\) satisfies honest binding if for any auxiliary family of states \(\{\psi_{\lambda}\}\)\()_{\lambda \in \mathbb{N}}\) on register \(Z\) and any family of physically realizable unitaries \(\{U_{\lambda}\}\)\()_{\lambda \in \mathbb{N}}\) on registers \(R, Z\),

\[
\left\Vert (Q_{\lambda,1} |0\rangle \langle 0| Q_{\lambda,1}^\dagger) U (Q_{\lambda,0} |0\rangle \langle \psi) \right\Vert = \text{negl}(\lambda).
\]

**Definition 6.5** (Publicly-Verifiable Deletion). A canonical quantum bit commitment \(((Q_{\lambda,0}, Q_{\lambda,1})\)\()_{\lambda \in \mathbb{N}}\) has publicly-verifiable deletion if there exists a measurement \(\{V_{\lambda}\}\)\()_{\lambda \in \mathbb{N}}\) on register \(R\), a measurement \(\{D_{\lambda}\}\)\()_{\lambda \in \mathbb{N}}\) on register \(C\), and a classical predicate \(\text{Ver}(\cdot, \cdot) : \{\top, \bot\} \rightarrow \{\top, \bot\}\) that satisfy the following properties.

- **Correctness of deletion.** For any \(b \in \{0, 1\}\), it holds that

\[
\Pr[\text{Ver}(\psi_{\lambda}, \pi) = \top : (\psi_{\lambda}, \pi) \leftarrow (V_{\lambda} \otimes D_{\lambda}) Q_{\lambda,b} |0\rangle] = 1 - \text{negl}(\lambda).
\]

- **Certified everlasting hiding.** For any QPT adversary \(A = \{A_{\lambda}\}\)\()_{\lambda \in \mathbb{N}}\), it holds that

\[
\text{TD} (\text{EvExp}_{\lambda} \lambda, 0), \text{EvExp}_{\lambda} \lambda, 1) = \text{negl}(\lambda),
\]

where \(\text{EvExp}_{\lambda} \lambda, b\) is the following experiment.

- Prepare \(Q_{\lambda,b} |0\rangle\), measure register \(R\) with \(V_{\lambda}\) to obtain \(\psi_{\lambda}\), and send \((\psi_{\lambda}, C)\) to \(A_{\lambda}\).
- Parse \(A_{\lambda}'s\) output as a deletion certificate \(\pi\) and a left-over state \(\rho\). If \(\text{Ver}(\psi_{\lambda}, \pi) = \bot\), output \(\bot\), and otherwise output \(\rho\).

**Construction.** We construct a quantum canonical bit commitment with PVD as follows. Let \(\mathcal{H} = \{H_{\lambda} : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{n(\lambda)}\}\)\()_{\lambda \in \mathbb{N}}\) be a balanced binary-measurement TCR hash with associated measurement function \(M = \{M[h]\}_{h \in H_{\lambda}}\)\()_{\lambda \in \mathbb{N}}\), and let \(m = m(\lambda)\), \(n = n(\lambda)\). For any \(h \in H_{\lambda}, y \in \{0, 1\}^n\), and \(b \in \{0, 1\}\), we will define the state

\[
|\psi_{h,y,b}\rangle := \frac{1}{\sqrt{|h^{-1}(y)|}} \sum_{x : h(x) = y} (-1)^{M[h](x)} |x\rangle.
\]
• Consider the following procedure \( S_{\lambda,b} \). Sample \( h \leftarrow H_\lambda \) and for \( i \in [\lambda] \), prepare the state

\[
\frac{1}{\sqrt{2^m}} \sum_{x \in \{0,1\}^m} (-1)^b M[h](x) |x\rangle |h(x)\rangle,
\]

and measure the second register to obtain \( y_i \) and left-over state \( |\psi_{h,y_i,b}\rangle \). Then, output \((h, y_1, \ldots, y_\lambda)\), \( O_i \in [\lambda] \) \( |\psi_{h,y_i,b}\rangle \).

Now, \( Q_{\lambda,b} \) will be the purification of \( S_{\lambda,b} \), where the output register is \( C \) and the auxiliary register is \( R \). That is, \( Q_{\lambda,b} \) prepares the state

\[
\frac{1}{\sqrt{|H_\lambda|^{2\lambda m}}} \sum_{h,x_1,\ldots,x_\lambda} (-1)^{b_\lambda} \bigoplus_{i \in [\lambda]} M[h](x_i) |h, h(x_1), \ldots, h(x_\lambda)\rangle_R |h, h(x_1), \ldots, h(x_\lambda), x_1, \ldots, x_\lambda\rangle_C.
\]

• \( V_\lambda \) measures register \( R \) in the standard basis to obtain \( v_k = (h, y_1, \ldots, y_\lambda) \). \( D_\lambda \) measures register \( C \) in the standard basis to obtain \((h, y_1, \ldots, y_\lambda, x_1, \ldots, x_\lambda)\), and outputs \( \pi = (x_1, \ldots, x_\lambda) \).

• \( \text{Ver}((h, y_1, \ldots, y_\lambda), (x_1, \ldots, x_\lambda)) \) outputs \( \top \) iff \( h(x_i) = y_i \) for all \( i \in [\lambda] \).

**Theorem 6.6.** The above construction satisfies computational hiding, honest binding, and publicly-verifiable deletion. Thus, assuming the existence of a balanced binary-measurement TCR hash, there exists a quantum canonical bit commitment with PVD.

**Proof.** First we argue computational hiding. On a commitment to \( b \), the receiver sees the mixed state

\[
E_{h,y_1,\ldots,y_\lambda} \left[ \bigotimes_{i \in [\lambda]} |\psi_{h,y_i,b}\rangle \right],
\]

where the expectation is over sampling \( h \leftarrow H_\lambda \) and measuring random \( y_1, \ldots, y_\lambda \). Note the following two facts.

1. Given any state \( |\psi_{h,y,b}\rangle \), let \( M[h](|\psi_{h,y,b}\rangle) \) be the mixed state that results from measuring the bit \( M[h](\cdot) \) on \( |\psi_{h,y,b}\rangle \). By the \( M \)-target-collapsing of \( H_\lambda \), we have that for any \( b \in \{0,1\} \),

\[
E_{h,y} [\psi_{h,y,b}] \approx_c E_{h,y} [M[h](\psi_{h,y,b})],
\]

where \( \approx_c \) denotes computational indistinguishability. The case of \( b = 0 \) follows directly by definition of \( M \)-target-collapsing and the case of \( b = 1 \) follows because a reduction can efficiently map \( |\psi_{h,y,0}\rangle \) to \( |\psi_{h,y,1}\rangle \) using the fact that \( M[h] \) is efficiently computable.

2. For any \( h, y, M[h](|\psi_{h,y,0}\rangle) \) and \( M[h](|\psi_{h,y,1}\rangle) \) are equivalent states, which follows by definition.

Thus, we can run the following hybrid argument.
Hyb₀: The receiver is given a commitment to 0.

Hyb₁ . . . Hyb₁: In Hybᵢ, we switch |ψₜₜ,₀⟩ to M[h] (|ψₜₜ,₀⟩). This is computationally indistinguishable from Hybᵢ₋₁ by the first fact above.

Hyb₁₊₁: Switch M[h] (|ψₜₜ,₀⟩) to M[h] (|ψₜₜ,₁⟩) for all i ∈ [λ]. This is perfectly indistinguishable from Hybᵢ by the second fact above.

Hybᵢ₊₂ . . . Hyb₂⁺λ: In Hybᵢ₊₂, we switch M[h] (|ψₜₜ,₀⟩) to |ψₜₜ,₁⟩. This is computationally indistinguishable from Hybᵢ₊₁ by the first fact above.

This completes the proof of computational hiding. Next, since ℋ satisfies certified everlasting M-target-collapsing, we see that each hybrid is statistically close when the receiver outputs a valid deletion certificate. Thus, the same proof establishes publicly-verifiable deletion.

Finally, we show honest binding. For this, it suffices to demonstrate a measurement on register C that accepts with probability 1 on the output of Qᵢ₀ and with probability negl(λ) on the output of Qᵢ₁. This suffices because any U that breaks honest binding must then necessarily affect the result of this measurement by a non-negl(λ) amount, which is impossible since U does not operate on C.

The measurement takes the classical part of the output (h, y₁, . . . , yᵢ) and attempts to project the quantum part onto

|ψₜₜ,₀⟩⟨ψₜₜ,₀| ⊗ ··· ⊗ |ψₜₜ,₀⟩⟨ψₜₜ,₀|.

Clearly this accepts the output of Sᵢ₀ with probability 1, so it suffices to show that the output of Sᵢ₁ is accepted with probability negl(λ). To see this, we bound

\[ \mathbb{E}_{h, y₁, . . . , yₜ} \left[ \prod_{i \in [λ]} \left| \langle \psiₜₜ,i | \psiₜₜ,₀ \rangle \right|^2 \right] \]

\[ \leq (1 - \delta)^{2λ} + \text{negl}(λ) \]

where the inequality follows from property (2) of Definition 6.1.

6.2 Public-Key Encryption

Definition 6.7 (Trapdoor Phase-Recoverability). We say that a balanced binary-measurement TCR hash has trapdoor phase-recoverability if there exist algorithms Samp, Recover with the following properties.
• Samp(1^λ): The sampling algorithm samples a uniformly random function \( h \in H_\lambda \) along with a trapdoor td.

• Recover(td, y, X): There exist constants \( c, \epsilon \) such that with probability \( 1 - \text{negl}(\lambda) \) over \((h, td) \leftarrow \text{Samp}(1^\lambda)\),

\[
\Pr_{x \leftarrow \{0,1\}^m} \left[ \text{Recover}(td, h(x), |\psi_{h,h(x),0}) \rightarrow 0 \right] \geq c + \epsilon,
\]

\[
\Pr_{x \leftarrow \{0,1\}^m} \left[ \text{Recover}(td, h(x), |\psi_{h,h(x),1}) \rightarrow 0 \right] \leq c - \epsilon,
\]

where

\[ |\psi_{h,y,b} \rangle := \frac{1}{\sqrt{|h^{-1}(y)|}} \sum_{x : h(x) = y} (-1)^{M[h](x)} |x \rangle \]

**Theorem 6.8.** Assuming the existence of a binary-measurement TCR hash \( H \) with trapdoor phase-recoverability, there exists public-key encryption with PVD.

**Proof.** This follows from essentially the same construction as commitments. Let \( M \) be the measurement function associated with \( H \) and let (Samp, Invert) be the associated trapdoor algorithms. Then, the PKE with PVD is defined as follows.

• Gen(1^λ): Sample \((h, td) \leftarrow \text{Samp}(1^\lambda)\) and set \( pk := h, sk := td \).

• Enc(pk, b): For \( i \in [\lambda] \), prepare the state

\[
\frac{1}{\sqrt{2^m}} \sum_{x \in \{0,1\}^m} (-1)^{b \cdot M[h](x)} |x \rangle |h(x) \rangle,
\]

and measure the second register to obtain \( y_i \) and left-over state \( |\psi_{h,y_i,b} \rangle \). Then, set

\[ |\text{CT} \rangle := \left( y_1, \ldots, y_\lambda, \bigotimes_{i \in [\lambda]} |\psi_{h,y_i,b} \rangle \right), \quad \text{vk} := (h, y_1, \ldots, y_\lambda). \]

• Dec(sk, |CT\rangle): Parse \(|\text{CT}\rangle\) as \((y_1, \ldots, y_\lambda, X_1, \ldots, X_\lambda)\), for \( i \in [\lambda] \) run

\[ b_i \leftarrow \text{Recover}(td, y_i, X_i), \]

and output 0 if \(|\{ i : b_i = 0 \}| \lambda > c\), and output 1 otherwise.

• Del(|\text{CT}\rangle): Parse \(|\text{CT}\rangle\) as \((y_1, \ldots, y_\lambda, X_1, \ldots, X_\lambda)\) and measure \( X_i \) in the standard basis to obtain \( \pi := (x_1, \ldots, x_\lambda) \).

• Vrfy(vk, \pi): Output \( \top \) iff \( h(x_i) = y_i \) for all \( i \in [\lambda] \).

Correctness follows from a standard Hoeffding inequality and correctness of deletion (Definition 5.1) is immediate. Certified deletion security (Definition 5.2) follows from the \( M \)-target-collapsing and certified everlasting \( M \)-target-collapsing of \( H \), using the same hybrid argument as in the proof of Theorem 6.6. \( \Box \)
6.3 A Generic Compiler

Let \((\text{Gen}, \text{Enc}, \text{Dec}, \text{Vrfy})\) be the encryption scheme defined last section, let \(A = \{A_\lambda\}_{\lambda \in \mathbb{N}}\) be an adversary, let \(p(\lambda)\) be a polynomial, and let \(Z = \{Z_\lambda(\text{aux})\}_{\text{aux} \in \{0,1\}^{p(\lambda)}, \lambda \in \mathbb{N}}\) be a (static or interactive) family of distributions that is semantically-secure against \(A\) with respect to \(\text{aux}\). That is, in the static case, it holds that for any \(\text{aux} \in \{0,1\}^{p(\lambda)}\),

\[
\left| \Pr[A_\lambda(Z_\lambda(\text{aux})) = 1] - \Pr[A_\lambda(Z_\lambda(0^{p(\lambda)}) = 1) \right| \leq \text{negl}(\lambda),
\]

and in the interactive case,

\[
\left| \Pr[A_\lambda^{Z_\lambda(\text{aux})} = 1] - \Pr[A_\lambda^{Z_\lambda(0^{p(\lambda)})} = 1] \right| \leq \text{negl}(\lambda),
\]

where \(A_\lambda^{Z_\lambda(\text{aux})}\) indicates that \(A_\lambda\) can interact with \(Z_\lambda(\text{aux})\), which is the description of an interactive machine initialized with \(\text{aux}\).

**Lemma 6.9.** Given any \(A, Z\) as described above, define the experiment \(\text{EvEnc}_{A, Z, \lambda}(b)\) as follows.

- **Sample** \((h, td) \leftarrow \text{Gen}(1^\lambda)\) and \((|CT\rangle, \text{vk}) \leftarrow \text{Enc}(h, b)\).
- **Run** \(A_\lambda(h, \text{vk}, |CT\rangle, Z_\lambda(td))\), and parse their output as a deletion certificate \(\pi\) and a leftover quantum state \(\rho\).
- **If** \(\text{Vrfy}(\text{vk}, \pi) = \top\), output \(\rho\), and otherwise output \(\bot\).

Then it holds that

\[
TD(\text{EvEnc}_{A, Z, \lambda}(0)), \text{EvEnc}_{A, Z, \lambda}(1)) = \text{negl}(\lambda).
\]

**Proof.** First, we confirm that \(H\) is \((M, Z)\)-target-collision-resistant. To see this, we first use the semantic security of \(Z\) to switch to a hybrid where \(A_\lambda\) receives \(Z_\lambda(0)\) rather than \(Z_\lambda(td)\), and then appeal directly to the fact that \(H\) is \(M\)-target-collision-resistant (Theorem 6.16). Then by Lemma 4.14 and Theorem 4.4, we have that \(H\) is certified everlasting \((M, Z)\)-target-collapsing. Using the same hybrid argument as in the proof of Theorem 6.6 then completes the proof.

By instantiating \(Z\) with various cryptographic primitives, we immediately gives the following applications. We do not write formal definitions of each of these primitives, and instead refer the reader to [BK22] for these.

**Corollary 6.10.** Assuming the existence of a balanced binary-measurement TCR hash with trapdoor phase-recoverability, and post-quantum

\[
X \in \{ \text{quantum fully-homomorphic encryption, attribute-based encryption, witness encryption, timed-release encryption} \},
\]

there exists \(X\) with PVD.
The implications to witness encryption and timed-release encryption follow immediately by encrypting \( td \) with the appropriate encryption scheme (and in the case of timed-release encryption, considering the class of parallel-time-bounded adversaries). We briefly remark on the other two implications.

- **Fully-homomorphic encryption.** If we encrypt \( td \) using a quantum fully-homomorphic encryption (QFHE) scheme, then we obtain (Q)FHE with publicly-verifiable deletion. The reason we need QFHE for the compiler is for evaluation correctness: we need to decrypt \(|CT|\) homomorphically under the QFHE (using \( td \)) in order to obtain a (Q)FHE encryption of the plaintext, which can then be operated on.

- **Attribute-based encryption.** If we encrypt \( td \) using an attribute-based encryption (ABE) scheme, we immediately obtain a correct ABE scheme with certified deletion. In order to argue that this scheme has certified deletion security, we appeal to Lemma 6.9 with an interactive \( Z_\lambda \) that runs the ABE security game, encrypting its input \( \lambda \) into the challenge ciphertext.

### 6.4 Balanced Binary-Measurement TCR from Almost-Regular OWFs

**Definition 6.11 (Almost-Regular Function).** A function \( F = \{ f_\lambda : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{n(\lambda)} \} \) is almost-regular if there exists efficiently computable polynomials \( r(\lambda) \) and \( p(\lambda) \) such that for all \( \lambda \in \mathbb{N} \) and \( x \in \{0, 1\}^{m(\lambda)}, \)

\[
\frac{1}{p(\lambda)} \cdot 2^{r(\lambda)} \leq \left| \{ x' \in \{0, 1\}^{n(\lambda)} : f_\lambda(x') = f_\lambda(x) \} \right| \leq p(\lambda) \cdot 2^{r(\lambda)}.
\]

Note that we assume \( r(\lambda) \) is efficiently computable, which means that the regularity of \( F \) is known. This is often contrasted with the more general class of functions that are unknown regular. Throughout this work, we always mean known regular.

**Definition 6.12 (Balanced Function).** A function \( F = \{ f_\lambda : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{n(\lambda)} \}_{\lambda \in \mathbb{N}} \) is \( \delta \)-balanced for some constant \( \delta \in [0, 1) \) if there exists a family of sets \( \{ BAD_\lambda \subset \{0, 1\}^{n(\lambda)} \}_{\lambda \in \mathbb{N}} \) such that

1. \( |BAD_\lambda|/2^{n(\lambda)} = \text{negl}(\lambda) \).
2. \( \Pr_{x \leftarrow \{0, 1\}^{m(\lambda)}}[f_\lambda(x) \in BAD_\lambda] = \text{negl}(\lambda) \).
3. For every \( z \notin BAD_\lambda \), \( \Pr_{x \leftarrow \{0, 1\}^{m(\lambda)}}[f_\lambda(x) = z] \cdot 2^{n(\lambda)} \in [1 - \delta, 1 + \delta] \).

**Definition 6.13 (One-Way Function).** A function \( F = \{ f_\lambda : \{0, 1\}^{m(\lambda)} \rightarrow \{0, 1\}^{\ell(\lambda)} \} \) is one-way if for any QPT adversary \( A = \{ A_\lambda \}_{\lambda \in \mathbb{N}}, \)

\[
\Pr_{x \leftarrow \{0, 1\}^{m(\lambda)}}[f_\lambda(x') = f(x) : x' \leftarrow A_\lambda(f(x))] = \text{negl}(\lambda).
\]

We say that \( F \) is one-way over its range if for any QPT adversary \( A = \{ A_\lambda \}_{\lambda \in \mathbb{N}}, \)

\[
\Pr_{x \leftarrow \{0, 1\}^{\ell(\lambda)}}[f_\lambda(x) = y : y \leftarrow A_\lambda(y)] = \text{negl}(\lambda).
\]
Definition 6.14 (Universal Hash). A hash function family $\mathcal{H} = \{H_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ is called $t(\lambda)$-universal if for each distinct $x_1, \ldots, x_{t(\lambda)} \in \{0, 1\}^{m(\lambda)}$ and $y_1, \ldots, y_{t(\lambda)} \in \{0, 1\}^{n(\lambda)}$, it holds that

$$\Pr_{h \leftarrow H_\lambda} \left[h(x_1) = y_1 \land \cdots \land h(x_{t(\lambda)}) = y_{t(\lambda)}\right] = 2^{-n(\lambda) \cdot t(\lambda)}.$$

Imported Theorem 6.15 ([HHK+09]). Let $\mathcal{F} = \{f_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{t(\lambda)}\}$ be an almost-regular one-way function. Then there exists $n(\lambda) < m(\lambda)$ and $\delta \in [0, 1)$ such that for any 3$\lambda$-universal hash family $\mathcal{H} = \{H_\lambda : \{0, 1\}^{t(\lambda)} \to \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ where each $h \in H_\lambda$ can be described by $s(\lambda)$ bits, the function

$$\mathcal{F}' = \left\{ f'_\lambda : \{0, 1\}^{s(\lambda) + m(\lambda)} \to \{0, 1\}^{s(\lambda) + n(\lambda)} \right\}_{\lambda \in \mathbb{N}}, \text{ where } f'_\lambda(h, x) := (h, f_\lambda(x)),$$

is $\delta$-balanced and one-way over its range.

Now consider any balanced function $\mathcal{F} = \{f_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ that is one-way over its range, and define the family of hash functions

$$\mathcal{H}_\mathcal{F} = \left\{ H_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{n(\lambda)} \right\}_{\lambda \in \mathbb{N}}$$

as follows. For each $\Delta \in \{0, 1\}^{n(\lambda)}$, define $f_\Delta : \{0, 1\}^{n(\lambda)} \to \{0, 1\}^{n(\lambda)}$ to, on input $z$, output the lexicographically first element of $\{z, z \oplus \Delta\}$. Then we define

$$H_\lambda := \{h_{\lambda, \Delta} := f_\Delta \circ f_\lambda\}_{\Delta \in \{0, 1\}^{n(\lambda)}}.$$

We will also define the family of measurement functions

$$\mathcal{M} = \left\{ \{M[h_{\lambda, \Delta}]\}_{h_{\lambda, \Delta} \in H_\lambda} \right\}_{\lambda \in \mathbb{N}}$$

as follows. The predicate $M[h_{\lambda, \Delta}] : \{0, 1\}^m \to \{0, 1\}$ takes $x$ as input, computes $z := f_\lambda(x)$, and outputs 0 if $z < z \oplus \Delta$ and 1 if $z > z \oplus \Delta$ (where ordering is lexicographical).

Theorem 6.16. Let $\delta \in [0, 1)$ be a constant and $\mathcal{F} = \{f_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{n(\lambda)}\}_{\lambda \in \mathbb{N}}$ be a $\delta$-balanced function that is one-way over its range. Let $\mathcal{H}_\mathcal{F}$ and $\mathcal{M}$ be as defined above. Then, $\mathcal{H}_\mathcal{F}$ is a balanced binary-measurement TCR hash with associated measurement function $\mathcal{M}$.

Imported Theorem 6.15 and Theorem 6.6 immediately give the following corollary.

Corollary 6.17. Assuming almost-regular one-way functions, there exists a quantum canonical bit commitment with PVD.

Proof. (Of Theorem 6.16) First, we check property (2) of Definition 6.1. By properties (2) and (3) of Definition 6.12, it holds that with $1 - \text{negl}(\lambda)$ probability over the sampling of $h \leftarrow H_\lambda$ and $x \leftarrow \{0, 1\}^m$,

$$\left| \{x' \in h^{-1}(h(x))\} : M[h] = 0 \land \{x' \in h^{-1}(h(x))\} : M[h] = 1 \right| \leq \delta,$$

$$\left| \{x' \in h^{-1}(h(x))\} : M[h] = 0 \lor \{x' \in h^{-1}(h(x))\} : M[h] = 1 \right| \leq \delta.$$

---

13We don’t need to worry about the case when $\Delta = 0^{n(\lambda)}$ since we’ll be sampling $\Delta$ uniformly, but one could define $f_\Delta$ to be the identity in that case.
Next, we check property (1). Throughout this proof, we will drop indexing by \( \lambda \) for convenience. Suppose there exists a QPT adversary \( \mathcal{A} \) that breaks the \( M \)-target-collision-resistance of \( \mathcal{H} \). That is, the following experiment outputs 1 with non-negl(\( \lambda \)) probability.

\[ \text{Exp}_{\text{TCR}} \]

- The challenger samples \( \Delta \leftarrow \{0,1\}^n \) and prepares the state \( 1/\sqrt{2^n} \sum_{x \in \{0,1\}^m} |x \rangle \) on register \( X \). It applies \( h_\Delta \) on \( X \) to a fresh register \( Y \) and measures \( y \in \{0,1\}^n \), and then measures \( P[h_\Delta] \) on \( X \) to obtain a bit \( b \) and left-over state on register \( X \). The challenger sends \( (\Delta, y, b) \) and register \( X \) to \( \mathcal{A} \).
- \( \mathcal{A} \) outputs a string \( x' \in \{0,1\}^n \).
- Output 1 if \( h_\Delta(x') = y \) and \( M[h_\Delta](x') = 1 - b \).

We now define an adversary \( \mathcal{A}' \) that breaks the one-wayness of \( \mathcal{F} \) over its range.

\[ \text{Exp}_{\text{OW}} \]

- The challenger samples \( z \leftarrow \{0,1\}^n \) and sends \( z \) to \( \mathcal{A}' \).
- \( \mathcal{A}' \) prepares the state \( 1/\sqrt{2^n} \sum_{x \in \{0,1\}^m} |x \rangle \) on register \( X \), applies \( f \) on \( X \) to a fresh register \( Z \), and measures \( z' \in \{0,1\}^n \). If \( z' = z \), then measure register \( X \) to obtain \( x' \), and return \( x' \). Otherwise, set \( \Delta := z \oplus z' \), set \( b = 0 \) if \( z' < z \) and \( b = 1 \) otherwise, and set \( y = f_\Delta(z) \). Then, initialize \( \mathcal{A} \) with \( (\Delta, y, b) \) and register \( X \). Run \( \mathcal{A} \) and forward its output \( x' \) to the challenger.
- Output 1 if \( f(x') = z \).

It suffices to show that \( \mathcal{A}' \)’s input comes from the same distribution over \( (X, \Delta, y, b) \) in both experiments. To see this, we describe an alternative but identical way to sample \( (X, \Delta, y, b) \) in the experiment \( \text{Exp}_{\text{TCR}} \). Recalling that \( h_\Delta = f_\Delta \circ f \), the challenger could (1) apply \( f \) on \( X \) to a fresh register \( Z \), (2) sample \( \Delta \leftarrow \{0,1\}^n \), (3) apply \( f_\Delta \) on \( Z \) to a fresh register \( Y \), and (4) measure \( Y \) to obtain \( y \) and measure \( M[h_\Delta] \) on \( X \) to obtain \( b \). Note that step (4) is equivalent to instead just measuring the \( Z \) register to obtain \( z \), defining \( b = 0 \) if \( z < z \oplus \Delta \) and \( b = 1 \) if \( z > z \oplus \Delta \), and defining \( y = f_\Delta(z) \). Thus, we can imagine first applying \( f \) on \( X \) to a fresh register \( Z \), measuring \( Z \) to obtain \( z \), sampling \( \Delta \leftarrow \{0,1\}^n \), and defining \( y = f_\Delta(z) \). Defining \( z' = z \oplus \Delta \) and using the fact that \( \Delta \) was sampled uniformly at random, we see that this is exactly the same distribution that is sampled in \( \text{Exp}_{\text{OW}} \), except that \( \mathcal{A} \) is not initialized if \( \Delta = 0^n(\lambda) \) (in which case \( \mathcal{A}' \) wins the experiment anyway).

Now, we generalize the notion of almost-regularity (Definition 6.11), balanced (Definition 6.12), and one-wayness (Definition 6.13) to function families, where there is a set of of \( f \in F_\lambda \) associated with each security parameter. All previous definitions generalize to this setting with the requirement that they hold with \( 1 - \text{negl}(\lambda) \) probability over \( f \leftarrow F_\lambda \), and all previous claims follow. We consider families of functions with trapdoors that allow us to invert the function and obtain public-key encryption along with other cryptographic primitives.
**Definition 6.18** (Superposition-invertible trapdoor function). We say that a function family \( \mathcal{F} = \{ F_\lambda \}_{\lambda \in \mathbb{N}} \) is a superposition-invertible trapdoor function if there exist algorithms \( \text{Samp}, \text{Invert} \) with the following properties.

- **Samp\((1^\lambda)\)**: The sampling algorithm samples a uniformly random function \( f \in F_\lambda \) along with a trapdoor \( td \).
- **Invert\((td, y)\)**: Given the trapdoor \( td \) and an image \( y \), Invert outputs a state within negligible trace distance of
\[
\frac{1}{\sqrt{|f^{-1}(y)|}} \sum_{x:f(x)=y} |xangle.
\]

**Remark 6.19.** For the case of injective function families \( \mathcal{F} \), the notion of superposition-invertible trapdoor is equivalent to the standard notion of trapdoor, since there is only one preimage per image.

**Claim 6.20.** Assuming injective trapdoor one-way functions (or more generally, superposition-invertible trapdoor almost-regular one-way functions), there exists a balanced binary-measurement TCR hash with trapdoor phase-recoverability.

By Theorem 6.8 and Corollary 6.10, we obtain the following corollary.

**Corollary 6.21.** Assuming the existence of injective trapdoor one-way functions (or more generally, superposition-invertible trapdoor almost-regular one-way functions), there exists PKE with PVD. Additionally assuming post-quantum
\[
X \in \left\{ \begin{array}{c}
\text{quantum fully-homomorphic encryption, attribute-based encryption,} \\
\text{witness encryption, timed-release encryption}
\end{array} \right\},
\]
there exists \( X \) with PVD.

**Proof.** (Of Claim 6.20) Given a superposition-invertible almost-regular one-way function, then we know from Imported Theorem 6.15 that we can compose it with a \( 3\lambda \)-universal hash function to obtain a \( \delta \)-balanced function \( \mathcal{F} \) that is one-way over its range, and Theorem 6.16 tells us that we can then obtain a balanced binary-measurement TCR hash \( \mathcal{H}^\mathcal{F} = \{ H_\lambda \}_{\lambda \in \mathbb{N}} \). It remains to check that the resulting hash has trapdoor phase-recoverability.

To see this, we observe that for any polynomials \( m(\lambda), n(\lambda), t(\lambda) \), there exists a superposition-invertible \( t(\lambda) \)-universal hash function family \( \{ U_\lambda : \{0, 1\}^{m(\lambda)} \to \{0, 1\}^{n(\lambda)} \}_{\lambda \in \mathbb{N}} \) (without the need for a trapdoor). For example, we can use the Chor-Goldreich construction [CG89], where each hash in the family is defined by coefficients of a degree-\((t(\lambda) - 1)\) univariate polynomial over a finite field, and evaluation is polynomial evaluation. To invert, use a root-finding algorithm (e.g. [CZ81]) to recover the (at most polynomial) roots, and then arrange these in superposition. Note that for a compressing universal hash from \( \{0, 1\}^m \to \{0, 1\}^n \), one would use a finite field of size at least \( 2^m \) and define the hash output to consist of (say) the first \( n \) bits of the description of the finite field element that results from polynomial evaluation. In this case, the quantum inverter would first prepare a uniform superposition over all of the remaining \( m-n \) bits of the field element, and run the above procedure in superposition.

Thus, given \( h \in H_\lambda \), where \( h = f_\Delta \circ f \) for \( \Delta \neq 0^n \), along with a trapdoor \( td \) for \( f \), we can efficiently prepare the state
\[
|\psi_{h,y,0}\rangle = \frac{1}{\sqrt{|h^{-1}(y)|}} \sum_{x:h(x)=y} |x\rangle.
\]
Then, the procedure Recover(td, y, X) would measure register X in the \(|\psi_{h,y,0}\rangle\langle\psi_{h,y,0}|, \mathbb{I} - |\psi_{h,y,0}\rangle\langle\psi_{h,y,0}|\) basis, and output 0 if the first outcome is observed. We have that with probability \(1 - \text{negl}(\lambda)\) over the sampling of \(h\),

\[
\Pr_{x \leftarrow \{0,1\}^m} [\text{Recover}(td, h(x), |h, h(x), 0\rangle) \rightarrow 0] = 1,
\]

\[
\Pr_{x \leftarrow \{0,1\}^m} [\text{Recover}(td, h(x), |h, h(x), 1\rangle) \rightarrow 0] \leq (1 - \delta)^2,
\]

by the proof of binding in Theorem 6.6. This completes the proof.

\[\Box\]

### 6.5 Balanced Binary-Measurement TCR from Pseudorandom Group Actions

Finally, we show that the recent public-key encryption scheme of [HMY23] based on pseudorandom group actions has publicly-verifiable deletion, which follows fairly immediately from our framework. First, we need some preliminaries from [JQSY19, HMY23].

**Definition 6.22 (Group Action).** Let \(G\) be a (not necessarily abelian) group, \(S\) be a set, and \(* : G \times S \rightarrow S\) be a function where we write \(g \ast s\) to mean \(* (g, s)\). We say that \((G, S, \ast)\) is a group action if it satisfies the following:

- For the identity element \(e \in G\) and any \(s \in S\), we have \(e \ast s = s\).
- For any \(g, h \in G\) and any \(s \in S\), we have \((gh) \ast s = g \ast (h \ast s)\).

[JQSY19, HMY23] also require a number of efficiency properties from the group action, and we refer the reader to their papers for these specifications.

**Definition 6.23 (Pseudorandom Group Action).** A group action \((G, S, \ast)\) is pseudorandom if it satisfies the following:

- We have that
  \[
  \Pr_{s,t \leftarrow S} [\exists g \in G \text{ s.t. } g \ast s = t] = \text{negl}(\lambda).
  \]
- For any QPT adversary \(\{A_\lambda\}_{\lambda \in \mathbb{N}}\),
  \[
  |\Pr_{s,t \leftarrow S} [A_\lambda(s, g \ast s) = 1] - \Pr_{s,t \leftarrow S} [A_\lambda(s, t) = 1]| = \text{negl}(\lambda).
  \]

Given a pseudorandom group action \((G, S, \ast)\), [HMY23] consider the following hash family \(H(G, S, \ast) = \{H_h\}_{h \in S_G}\), where \(S_G = \{(s_0, s_1) \in S^2 : \exists g \in G \text{ s.t. } s_1 = g \ast s_0\}\).

- The algorithm \(\text{Samp}(1^\lambda)\) samples \(s_0 \leftarrow S, g \leftarrow G\) and outputs \(h = (s_0, s_1)\) as the description of the hash and \(td = g\) as the trapdoor.
- For an input \((b, k)\) where \(b \in \{0, 1\}\) and \(k \in G\), define \(h(b, k) := k \ast s_b\).

**Claim 6.24.** \(H(G, S, \ast)\) is a balanced binary-measurement TCR hash with trapdoor phase-recoverability.
Proof. Define predicate family $\mathcal{M}$ as $\mathcal{M}[h](b, k) = b$. That is, it does not depend on $h$, and simply outputs the first bit of its input. Then, this claim actually follows immediately from what is already proven in [HMY23]. First, [HMY23, Theorem 4.10] shows that given $t_d$ and $y \in S$, it is possible to perfectly distinguish

$$\frac{1}{\sqrt{2}} |0, h^{-1}_0(y)\rangle + \frac{1}{\sqrt{2}} |1, h^{-1}_1(y)\rangle \quad \text{and} \quad \frac{1}{\sqrt{2}} |0, h^{-1}_0(y)\rangle - \frac{1}{\sqrt{2}} |1, h^{-1}_1(y)\rangle,$$

where $h_b := h(b, \cdot)$, which establishes trapdoor phase-recoverability. Next, [HMY23, Theorem 4.19] shows that $\mathcal{H}^{(G,S,\star)}$ satisfies conversion hardness, which is equivalent to our notion of $\mathcal{M}$-target-collision-resistance. □

By Theorem 6.8 and Corollary 6.10, we obtain the following corollary.

**Corollary 6.25.** Assuming the existence pseudorandom group actions, there exists PKE with PVD. Additionally assuming post-quantum

$$X \in \{ \text{quantum fully-homomorphic encryption, attribute-based encryption,}$$

$$\text{witness encryption, timed-release encryption} \},$$

there exists $X$ with PVD.

**References**


