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#### Abstract

The signed difference is a powerful tool for analyzing the Addition, XOR, Rotation (ARX) cryptographic primitives. Currently, solving the accurate model for the signed difference propagation is infeasible. We propose an approximate MILP modeling method capturing the propagation rules of signed differences. Unlike the accurate signed difference model, the approximate model only focuses on active bits and ignores the possible bit conditions on inactive bits. To overcome the negative effect of a lower accuracy arising from ignoring bit conditions on inactive bits, we propose an additional tool for deducing all bit conditions automatically. Such a tool is based on a directed-graph capturing the whole computation process of ARX primitives by drawing links among intermediate words and operations. The digraph is also applicable in the MILP model construction process: it enables us to identify the parameters upper bounding the number of bit conditions so as to define the objective function; it is further used to connect the boomerang top and bottom signed differential paths by introducing proper constraints to avoid incompatible intersections. Benefiting from the approximate model and the directed-graph based tool, the solving time of the new MILP model is significantly reduced, enabling us to deduce signed differential paths efficiently and accurately. To show the utility of our method, we propose boomerang attacks on the keyed permutations of three ARX hash functions of BLAKE. For the first time we mount an attack on the full 7 rounds of BLAKE3, with the complexity as low as $2^{180}$. Our best attack on BLAKE2s can improve the previously best result by 0.5 rounds but with lower complexity. The attacks on BLAKE- 256 cover the same 8 rounds with the previous best result but with complexity $2^{16}$ times lower. All our results are verified practically with round-reduced boomerang quartets.
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## 1 Introduction

The boomerang attack originally proposed by Wagner [1] is an adaptive chosen plaintext and ciphertext attack derived from differential cryptanalysis. Soon afterwards, Kelsey et al. [2] developed the original version into a chosen plaintext
attack called the amplified boomerang attack. Developments were also made by Biham et al. in $[3,4,5]$ making the boomerang attack an efficient tool for analyzing block ciphers such as AES [6,7], ARIA [8], SHACAL [9] etc (just name some as $[10,9,11,8,12,13,14]$ ). The idea of the boomerang attack is also applied to hash functions for constructing distinguishers of the underlying keyed permutations or compression functions [15]. Such boomerang distinguishers are specifically efficient on ARX hash functions such as BLAKE [16,17,18], SHA-2 [19, 20, 21,22], SIMD-512 [23], HAVAL [24], RIPEMD-128/160 [25], HAS-160 [26], Skein [27,28], SM3[29,30] etc.

The goal of boomerang attacks are to find the state (or state-message) quartets satisfying particular input-output differences within the generic complexity bounds: there are 3 main types of boomerang input-output differences namely Type I, II and III with different complexity bounds. The feasibility of a boomerang attack is based on the 2 differential paths, referred as the top path and the bottom path hereafter, intersecting at some intermediate state in the middle and propagating in backward and forward directions. The right quartet should satisfy both top and bottom paths simultaneously in the boomerang manner. Therefore, the top and bottom paths should not only have high differential propagation probabilities but be compatible in the intersecting state as well, so as to guarantee the existence of right quartets and the complexities below generic bounds.

For both S-box-oriented and ARX-like cryptographic primitives, deducing high-probabilistic and compatible top-bottom paths for boomerang attacks has always been a challenging task. But in recent years, significant progress has been made in the boomerang attacks on S-box oriented block ciphers. Firstly, Cid et al. proposed the Boomerang Connective Table (BCT) [31]: a lookup table capturing the differential propagation rule of quartets through S-box operations. In this way, for S-box oriented primitives, the top and bottom paths can be connected with a S-box layer and the compatible intersection of the 2 paths can be verified by referring to the BCTs of the corresponding S-boxes. Ever since its proposal, the BCT technique is further improved in all aspects including efficiency, accuracy etc [32,33,34,35]. There are also works for searching high probabilistic top-bottom paths and key-guessing strategies automatically based on MILP and CP models [36,37,38,39,40,41,40,42,43,44]. In fact, most of the current best boomerang attacks on block ciphers like SKINNY are using top and bottom paths deduced automatically through MILP/CP models.

On the contrary, many current best boomerang attacks on ARX hash functions are still using differential paths deduced by hand and many results have not been improved for quite many years. In fact, the cryptanalysis of ARX hash functions has quite long history because previous cryptographic hash function standards like SHA-1 and MD-5 are all ARX-like hash functions. The ground breaking works are the differential attack given by Wang et al. in 2005 resulting in the 1st theoretically collision attack on full SHA-1 [45] and MD-5 [46]. The most important concepts in Wang et al. 's work are the signed difference, the bit condition and the message modification technique. The signed difference cap-
tures the accurate differential propagation rules of modular adds including the hard-to-predict carry effects. The bit conditions are simply linear equations of bits but Wang et al. 's success further proved that a particular differential propagation can only happen when the corresponding bit conditions are satisfied. The message modification technique is used during the collision search process: some unsatisfied bit conditions can be directly fixed by manipulating particular message block bits so that the probability of finding collision pairs can be improved. The probability of Wang et al.'s collision attacks is determined by the number of unfixed bit conditions. Wang et al.'s technique has long been the dominating tools for analyzing all kinds of ARX-like primitives [47,48,49,50,51]. The bit condition and message modification technique are also applied to non-ARX bit-oriented primitives such as Keccak for finding collisions [52,53] or even deducing cube distinguishers [54]. Derived from differential attacks, the boomerang attacks on ARX hash functions also employ Wang et al.'s technique and its general procedure can be summarized as follows.

1. Path Deduction: Deduce top and bottom paths.
2. Bit Condition Deduction: Deduce the bit conditions corresponding to top and bottom paths.
3. Message Modification Strategy: Determine a strategy for fixing the bit conditions around the intersecting state so as to lower the complexities.
4. Quartet Search: Starting from intersecting state, compute backward and forward for quartets satisfying the boomerang differential constraints.
Motivations. Signed differential paths are either deduced by hand [45,46] or using heuristic (semi-)automatic tools dedicated to specific primitives such as SHA-1, SHA-2, RIPEMD [47,51,55,56,57,58,59,60,61]: profound experience and great efforts are required in both cases. There is an urgent need of an automatic modeling methods for deducing signed differential paths of all ARX primitives uniformly. Mixed integer linear programming (MILP), which has efficiently accomplished arduous tasks such as searching differentials for many symmetric primitives automatically [62], becomes our first choice. Furthermore, a proper definition of MILP objective functions maximizing the probability can potentially prove the optimality of signed differential paths.

Currently, many best boomerang attacks on hash functions are using top and bottom XOR differential paths deduced linearly by regarding the modular add operations as XORs [17,18]. For treating the intersecting part, a "0-AND constraint" is utilized: in order to avoid active bits in both paths resulting in contradictions [27], the bitwise AND of the top and bottom XOR differences at the intersecting state is set to 0 . Apparently, the linear propagation of XOR differences completely ignores the effect of carries in modular adds, which is a huge loss of accuracy. However, carries in modular adds are not always bad: there are even cases where carries are stimulated on purpose so as to enhance the overall probability of the differential path [63], whether the 0-AND constraint is sufficient to guarantee compatible top-bottom paths remains as suspicious. On the other hand, the existing boomerang automatic tools [64,27] are more suitable for checking the compatibility of existing paths rather than constructing
compatible paths directly. Lastly, since signed difference can carry the carry effects by its nature, the boomerang attack also calls for automatic tools for deducing compatible signed differential top and bottom paths efficiently.

It is noticeable that the Bit Condition Deduction phase of existing boomerang attacks are accomplished by hand which can be quite time consuming even infeasible due to excessively complex constructions. An automatic bit condition deducing framework for ARX primitives should be useful for future research.

Our Contributions. We propose a MILP modeling method for the signed difference. The signed difference of each bit is encoded as two binary variables. The modular $2^{\omega}$ add operation is decomposed into a half-adder at the least significant bit (LSB) followed by $\omega-1$ full-adder at the remaining bits. The signed difference propagation rules of half- and full-adders can be described as linear constraints in MILP models. It is noticeable that the MILP model description of accurate signed difference propagations is equivalent to finding the right pairs following the differential paths making the whole MILP model extremely hard to be solved. So we further propose an approximate signed difference modeling method that focuses on the accuracy of active bits. We deduce the MILP model capturing the approximate signed differential propagation rules for modular add and XOR operations. This modeling technique can be applied to efficiently searching for signed differential paths of any ARX structures, which is of independent interest.

As aforementioned, the approximate signed differential models focus on the active bits for high efficiency which obviously results in a loss of accuracy. According to an approximate signed differential path given by our model, we further propose a general framework for deducing bit conditions automatically based on a given signed differential path. The framework is based on a directed graph. The digraph vertices can be divided into two categories namely the "word nodes" corresponding to all state/message words and the "operator nodes" corresponding all operations. The directed edges of the digraph simply reflect the computational process from the starting state to the ending state. In this way, the digraph captures the whole computation process of ARX primitives and the approximate signed differential path given by the MILP model can be represented as a lookup table mapping all the word nodes to their signed differences. Based on the digraph and the lookup table, all bit conditions can be deduced automatically by traversing all operator nodes.

The digraph not only works for predefined signed differential paths, but also is useful in MILP model constructing process for deducing new paths. In this case, the lookup table maps word nodes to MILP model variable vectors representing their signed differences. For each operator nodes representing modular add operations, we introduce into the MILP model additional parameters tracing the newly generated bit conditions. With such parameters, a proper MILP objective function can be defined to find optimal signed differential paths. The digraph can also be used to introduce particular boomerang constraints in the intersection of top and bottom signed differential paths so as to guarantee a compatible connection.

With the approximate modeling and the digraph based techniques, we propose new boomerang attacks on BLAKE3, BLAKE2s and BLAKE-256 which are all members of BLAKE [65]: an ARX hash function family that enters the finalist of the SHA-3 competition [66], acts as the building block of the Password Hashing Competition winner Argon2 [67], and is widely implemented in standard software libraries such as OpenSSL ${ }^{3}$, GNU Coreutils ${ }^{4}$ etc. For BLAKE3, we find the 1st third-party boomerang attacks mounting to full 7 -round BLAKE3 with complexities as low as $2^{180}$. For BLAKE- 256 and BLAKE2s, we are able to find new top and bottom paths with higher probabilities resulting in new boomerang results mounting to 8 -round BLAKE2s and BLAKE-256 with the same complexity of $2^{182}$. As can be seen from Table 1, we improve the previous best BLAKE2s boomerang result by 0.5 rounds and lower the complexities of BLAKE-256 results. All such results are Type I boomerang distinguishers (we will explain in Section 2.2) targeting at the underlying keyed permutations and we guarantee the compatibility of our top-bottom paths by providing practically found quartets. They do not threat the security of the hash functions in practice.
Table 1: Summary of boomerang results on BLAKE-256, BLAKE2s and BLAKE3.

| Hash Function | \#Full Rounds | Target | \#Rounds | Time | Source |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BLAKE-256 | 14 | CF | 6 | $2^{102}$ | [16] |
|  |  | CF | $6.5^{*}$ | $2^{184}$ | [16] |
|  |  | CF | $7{ }^{*}$ | $2^{232}$ | [16] |
|  |  | KP | 6 | $2^{11.75}$ | [16] |
|  |  | KP | $7{ }^{*}$ | $2^{122}$ | [16] |
|  |  | KP | 8* | $2^{242}$ | [16] |
|  |  | KP | 7 | $2^{37 *}$ | [17] |
|  |  | KP | 8 | $2^{200}$ | [17] |
|  |  | KP | 8 | $2^{198}$ | [18] |
|  |  | KP | 8 | $2^{182}$ | Section 5.2 |
| BLAKE2s | 10 | KP | 7.5 | $2^{184}$ | [18] |
|  |  | KP | $8 \dagger$ | $2^{230}$ | Section 5.2 |
|  |  | KP | 8 | $2^{182}$ | Section 5.2 |
| BLAKE3 | 7 | KP | 7 | $2^{180}$ | Section 5.1 |

KP: Keyed Permutation. CF: Compression Function.
*: There are some incompatible problems in their attacks according to [27]
$\star$ : The complexity is of Type III boomerang while others are of Type I.
$\dagger$ : Using the same local-collision-construction strategy as [18].
Outline. Section 2 provides all the background knowledge for understanding this paper. Section 3 describes our approximate MILP modeling technique capturing the propagation rules of signed difference. Section 4 describes the digraph capturing the whole computation process of ARX primitives along with its applications in bit condition deductions (Section 4.3), objective function definitions (Section 4.4) and boomerang constraint introductions (Section 4.5). In Section 5,

[^0]we apply of our techniques to BLAKE3, BLAKE2s and BLAKE-256 for new boomerang attack results. Section 6 conclude the whole paper.

## 2 Preliminary

In this part, we provide necessary background knowledge. The following notations have to be introduced first.
$\omega \quad$ the word length of ARX primitives which is usually set to 32 or 64 .
$\leftarrow \quad$ variable assignment.
$+\quad$ modular $2^{\omega}$ addition (according to the word length).

- modular $2^{\omega}$ subtraction (according to the word length).
$\oplus \quad$ bitwise exclusive or.
$\ll n \quad$ cyclic shift $n$ bits towards the most significant bit.
$\gg n \quad$ cyclic shift $n$ bits towards the least significant bit.
$\wedge \quad$ bitwise AND operation for words.
The state blocks of multiple $\omega$-bit words are represented with capital letters and each $\omega$-bit word entry is denoted as the corresponding small letters. For example, a $n$-word state can be represented $V=\left(v_{0}, \ldots, v_{n-1}\right)$ where $v_{0}, \ldots, v_{n-1}$ are $\omega$-bit words. The $i$-th bit of word $v$ can further be represented as $v[i](i=0, \ldots, \omega-1)$ where $v_{0}$ is the LSB and $v_{w-1}$ is the MSB. Since both the ordinary XOR difference and the signed difference are used in this paper, we explicitly represent the two with different notations: for a word pair $\left(x, x^{\prime}\right)$, its XOR difference is denoted as $\Delta x=x \oplus x^{\prime}$ while the signed difference is denoted as $\nabla x$ and detailed in Section 2.1.


### 2.1 Signed Differences and Bit Conditions

Given a pair of words $\left(x, x^{\prime}\right)$, the XOR difference $\Delta x=x \oplus x^{\prime}$ can be represented numerically as a subset of $[0, \omega-1]$ containing the indices of active bits. For example, when $\left(x, x^{\prime}\right)=(0 \times 1,0 \times 4)$, the XOR difference is commonly defined as $\Delta x=x \oplus x^{\prime}=0 \mathrm{x} 5$ and can be represented as $\Delta x:\{0,2\}$ numerically. The signed difference $\nabla x$ in Wang et al. 's work [45,46] is simply adding an additional sign value "+" or "-" to each active bit of $\Delta x$ corresponding to the active bit pair values $(0,1)$ and $(1,0)$ respectively. So the $\left(x, x^{\prime}\right)$ above has signed difference $\nabla x:\{-0,5\}$. Wang et al. also propose the concept of bit conditions which are simply introduced to guarantee particular signed differential propagations in non-linear operations which is simply modular add in ARX primitives. For example, for the $f:\left(\mathbb{F}_{2}^{\omega}\right)^{3} \rightarrow \mathbb{F}_{2}^{\omega}$ function defined in Eq. (1)

$$
z=f\left(w_{1}, w_{2}, x_{2}\right)=\left(w_{1} \oplus w_{2}\right)+x_{2}:\left\{\begin{array}{l}
x_{1}=w_{1} \oplus w_{2}  \tag{1}\\
z=x_{1}+x_{2}
\end{array}\right.
$$

the propagation $\nabla_{\text {in }} \xrightarrow{f} \nabla_{\text {out }}$ in Eq. (2)

$$
\begin{align*}
& \nabla_{\text {in }}=\left\{\begin{array}{l}
\nabla w_{1}:\{1\} \\
\nabla w_{2}:\{1,-3\} \xrightarrow{f} \nabla_{\text {out }}=\{\nabla z:\{5\} \\
\nabla x_{2}:\{3,5\}
\end{array}\right.  \tag{2}\\
& w_{1}[3]=0, z[5]=x_{2}[5](=0) \tag{3}
\end{align*}
$$

can only happen when the two bit conditions in Eq. (3) are satisfied so the probability of Eq. (2) is evaluated as $2^{-2}$. The conditions in Eq. (3) are introduced due to the modular add operations. $\nabla w_{1}$ and $\nabla w_{2}$ guarantee the XOR difference $\Delta x_{1}:\{3\}$ but the modular add operation further restrict the signed difference to $\nabla x_{1}:\{-3\}$ resulting in the bit condition on $w_{1}[3]$; the output signed difference further add restriction to the bit $z[5]$. One may also find that $x_{1}[1]=x_{1}^{\prime}[1]=0$ result from the XOR operation but such a bit condition is satisfied by its nature. Therefore, when evaluating the signed differential path probabilities, we only need to focus on the non-MSB ${ }^{5}$ bit conditions generated by modular add operations. Wang et al. also propose the modification technique for further improve the signed differential path probability. When the condition $z[5]=x_{2}[5]$ does not hold, the message modification technique $[45,46]$ might be used to flip $w_{1}[5]$ (or $w_{2}[5]$ ) so as to get the bit condition $z[5]=x_{2}[5]$ fixed and increase the propagation probability in Eq. (2) to $2^{-1}$.

According to Eq. (3), the bit condition $w_{1}[3]=0$ is imposed on an inactive bit while $z[5]=x_{2}[5]$ is on an active bit. In order to reflect the bit condition and activity simultaneously, a 1-bit condition symbolic system was introduced [47]. The signed difference entry $\nabla x[i]$ is assigned to symbols such as $\{\mathrm{u}, \mathrm{n}, 0,1,=\}$ in Table 2 according to the $\left(x[i], x^{\prime}[i]\right)$ values. $\nabla x[i]$ is also encoded as 2 binary variables $\nabla x[i]$.sign, $\nabla x[i]$.xdiff by Marc Stevens in his HashClash ${ }^{6}$ : for the bit pair $\left(x[i], x^{\prime}[i]\right)$, the binary variables of $\nabla x[i]$ are defined as:

$$
\nabla x[i] \cdot\left\{\begin{array}{l}
\operatorname{xdiff}=x[i] \oplus x^{\prime}[i]  \tag{4}\\
\operatorname{sign}=x^{\prime}[i]
\end{array} i=0, \ldots, \omega-1\right.
$$

We use both the 1-bit symbolic system and the the binary-variable encoding in this paper so we list them uniformly in Table 2.

Table 2: The binary-variable encoding and symbolic representation of $\nabla x[i]$

| $\nabla x[i]$ | $($ sign, xdiff $)$ | $\left(x[i], x^{\prime}[i]\right)$ |
| :---: | :---: | :---: |
| n | $(1,1)$ | $(0,1)$ |
| u | $(0,1)$ | $(1,0)$ |
| 0 | $(0,0)$ | $(0,0)$ |
| 1 | $(1,0)$ | $(1,1)$ |
| $=$ | $\{(1,0),(0,0)\}$ | $\{(1,1),(0,0)\}$ |

### 2.2 Boomerang Attacks

The keyed permutation of hash functions can be regarded as $E: \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{\kappa} \rightarrow \mathbb{F}_{2}^{n}$ as $C=E(P, M)$ and is the building block of the compression function (CF) of MD-structural hash functions as $C F(P, M)=E(P, M)+P: P$ is the initial internal state and $M$ is the message block. The boomerang attacks on the keyed permutation of hash functions are often applied in the known-related-key setting [19] where the adversary can start from arbitrary intermediate state $X$ since $X$

[^1]and $M$ can be chosen randomly [19,27]. After decomposing the target function $E$ into two parts $E=E_{0} \circ E_{1}$, the top and bottom paths are defined as:
\[

$$
\begin{equation*}
\Delta^{t} P \stackrel{E_{0}^{-1}}{\longleftarrow}\left(\Delta^{t} X, \Delta^{t} M\right) \stackrel{\text { Compatible }}{\longleftrightarrow}\left(\Delta^{b} X, \Delta^{b} M\right) \xrightarrow{E_{1}} \Delta^{b} C, \tag{5}
\end{equation*}
$$

\]

where the top path $\left(\Delta^{t} X, \Delta^{t} M\right) \xrightarrow{E_{0}^{-1}} \Delta^{t} P$ holds with probability $p$, and the bottom path $\left(\Delta^{b} X, \Delta^{b} M\right) \xrightarrow{E_{1}} \Delta^{b} C$ with probability $q$. The 0-AND constraint for compatible intersection can be represented as $\Delta^{t} X \wedge \Delta^{b} X=0$. Finally, we can launch the known-related-key boomerang attack with these top-bottom paths as follows:

1. Choose randomly an intermediate state $\left(X_{1}, M_{1}\right)$ and compute $\left(X_{i}, K_{i}\right), i=$ $2,3,4$ by $X_{3}=X_{1} \oplus \Delta^{t} X, X_{2}=X_{1} \oplus \Delta^{b} X, X_{4}=X_{2} \oplus \Delta^{t} X$, and $M_{3}=$ $M_{1} \oplus \Delta^{t} M, M_{2}=M_{1} \oplus \Delta^{b} M, M_{4}=M_{2} \oplus \Delta^{t} M$.
2. Compute backward from $\left(X_{i}, M_{i}\right)$ and obtain $P_{i}$ by $P_{i}=E_{0}^{-1}\left(X_{i}, M_{i}\right)(i=$ $1,2,3,4)$.
3. Compute forward from $\left(X_{i}, M_{i}\right)$ and obtain $C_{i}$ by $C_{i}=E_{1}\left(X_{i}, M_{i}\right)(i=$ $1,2,3,4)$.
4. Check whether $P_{1} \oplus P_{3}=P_{2} \oplus P_{4}=\Delta^{t} P$ and $C_{1} \oplus C_{2}=C_{3} \oplus C_{4}=\Delta^{b} C$.


Fig. 1: Boomerang distinguisher
It can be deduced that $P_{1} \oplus P_{3}=P_{2} \oplus P_{4}=\Delta^{t} P$ and $C_{1} \oplus C_{2}=C_{3} \oplus C_{4}=$ $\Delta^{b} C$ hold with probability at least $p^{2}$ in the $E_{0}^{-1}$ direction and $q^{2}$ in the $E_{1}$ direction. Therefore, the attack succeeds with probability $p^{2} q^{2}$ when assuming that the differential characteristics are independent. According to [28], for an $n$-bit random permutation, three types of boomerang distinguishers are:
Type I: A quartet satisfies $P_{1} \oplus P_{3}=P_{2} \oplus P_{4}=\Delta^{t} P$ and $C_{1} \oplus C_{2}=C_{3} \oplus C_{4}=$
$\Delta^{b} C$ for fixed differences $\Delta^{t} P$ and $\Delta^{b} C$. In this case, the generic complexity is $2^{n}$.
Type II: Only $C_{1} \oplus C_{2}=C_{3} \oplus C_{4}$ is satisfied (This property is also called zero-sum or second-order differential collision). In this case, the complexity for obtaining such a quartet is $2^{n / 3}$ [68].

Type III: A quartet satisfies $P_{1} \oplus P_{2}=P_{3} \oplus P_{4}$ and $C_{1} \oplus C_{3}=C_{2} \oplus C_{4}$. In
this case, the best known still takes time $2^{n / 2}$.
We only study Type I boomerang distinguisher in this paper.

### 2.3 MILP Modeling Technique

The MILP modeling technique has long been used in the realm of cryptanalysis. It has good performance in fields such as finding differential/linear/integral characteristics of block ciphers, giving cube attacks on stream ciphers, and constructing all kinds of distinguishers on hash functions etc.

The MILP modeling technique constructs an MILP model $\mathcal{M}$ consisting of binary variables $\mathcal{M}$.var, linear constraints $\mathcal{M}$.con and an objective function $\mathcal{M} . \mathrm{obj}$. When deducing differential characteristics, the difference on each bit $x[i]$ (or the truncated difference on some word) are represented as a binary variable as $\mathcal{M} . \operatorname{var} \leftarrow x[i]$ as binary.

The MILP model of widely used operations has already been defined and widely used in existing MILP-aided cryptanalysis results. For example, for $x, y, z \in$ $\mathcal{F}_{2}$, the relationship $z=x \oplus y$ can be captured with the MILP model $\mathcal{M}$ generated by Algorithm 26 in Supp. Mat. E as $(\mathcal{M}, y) \leftarrow \operatorname{xorModel}\left(\mathcal{M},\left\{x_{1}, \ldots, x_{n}\right\}\right)$. Another example is the active symbol: for a set of 0-1 variable vector $\left\{x_{1}, \ldots, x_{n}\right\}$, the $0-1$ variable $y$ is of value 0 when $x_{1}=\ldots=x_{n}=0$ and 1 otherwise. The relationship between $y$ and $\left\{x, \ldots, x_{n}\right\}$ can be described as $y=x_{1} \vee \ldots \vee x_{n}$ captured with the MILP model $(\mathcal{M}, y) \leftarrow \operatorname{orModel}\left(\mathcal{M},\left\{x_{1}, \ldots, x_{n}\right\}\right)$ defined in Algorithm 27 in Supp. Mat. E.

### 2.4 Keyed Permutations of BLAKE3, BLAKE2s and BLAKE-256

BLAKE3, BLAKE2s and BLAKE-256 share many similarities. The word length are all set to $\omega=32$. They all process 16 -word message blocks $M=\left(m_{0}, \ldots, m_{15}\right)$. The internal states also contains 16 words represented by a $4 \times 4$ matrix as follows:

$$
V=\left(\begin{array}{cccc}
v_{0} & v_{1} & v_{2} & v_{3} \\
v_{4} & v_{5} & v_{6} & v_{7} \\
v_{8} & v_{9} & v_{10} & v_{11} \\
v_{12} & v_{13} & v_{14} & v_{15}
\end{array}\right)
$$

Once the state $V$ is initialized, it is processed by a sequence of a round function (7, 10, 14 for BLAKE3, BLAKE2s, BLAKE-256 respectively), where one round of $G$ does the following:

$$
\begin{aligned}
& G_{0}\left(v_{0}, v_{4}, v_{8}, v_{12}\right), G_{1}\left(v_{1}, v_{5}, v_{9}, v_{13}\right), G_{2}\left(v_{2}, v_{6}, v_{10}, v_{14}\right), G_{3}\left(v_{3}, v_{7}, v_{11}, v_{15}\right) \\
& G_{4}\left(v_{0}, v_{5}, v_{10}, v_{15}\right), G_{5}\left(v_{1}, v_{6}, v_{11}, v_{12}\right), G_{6}\left(v_{2}, v_{7}, v_{8}, v_{13}\right), G_{7}\left(v_{3}, v_{4}, v_{9}, v_{14}\right) .
\end{aligned}
$$

In the $r$-th round function, $G_{i}(a, b, c, d), i=0, \cdots, 7$ differs slightly among BLAKE3, BLAKE2s and BLAKE-256 as listed in Table 3. BLAKE2s and BLAKE256 share the same word permutation $\sigma_{r}(\cdot)$ while BLAKE3 uses a different one. The word $r c$ 's used in BLAKE-256 are round constants selected from a 16-word

Table 3: The $G_{i}$ Functions of BLAKE-256, BLAKE2s and BLAKE3

| Step | BLAKE-256 | BLAKE3/2s |
| :---: | :---: | :---: |
| 1 | $a=a+b+\left(m_{\sigma_{r}(2 i)} \oplus r c_{\sigma_{r}(2 i+1)}\right)$ | $a=a+b+m_{\sigma_{r}(2 i)}$ |
| 2 | $d=(d \oplus a) \ggg 16$ | $d=(d \oplus a) \ggg 16$ |
| 3 | $c=c+d$ | $c=c+d$ |
| 4 | $b=(b \oplus c) \ggg 12$ | $b=(b \oplus c) \ggg 12$ |
| 5 | $a=a+b+\left(m_{\sigma_{r}(2 i+1)} \oplus c_{\sigma_{r}(2 i)}\right)$ | $a=a+b+m_{\sigma_{r}(2 i+1)}$ |
| 6 | $d=(d \oplus a) \ggg 8$ | $d=(d \oplus a) \ggg 8$ |
| 7 | $c=c+d$ | $c=c+d$ |
| 8 | $b=(b \oplus c) \ggg 7$ | $b=(b \oplus c) \ggg 7$ |

constant state $R C=\left(r c_{0}, \ldots, r c_{15}\right)$. Further details can be seen in the specifications [65].

Since we need detailed analysis of the intermediate states, we further breakdown the round functions. We denote the state after $r$ rounds of iterations by $V^{r}$ $(r=0,1, \cdots)$. Then, $T V^{r}$ is acquired after the first 4 steps of $G_{0, \cdots, 3}$ and $V^{r+0.5}$ is computed after $G_{0, \cdots, 3}$ are completed. Similarly, we can compute $T V^{r+0.5}$ from $V^{r+0.5}$ by applying steps $1,2,3,4$ of $G_{4, \cdots, 7}$ and further compute $V^{r+1}$ by finishing $G_{4, \cdots, 7}$. This representation is illustrated as Eq. (6) and Eq. (7).

$$
\begin{align*}
& G_{0, \cdots, 3}: V^{r} \xrightarrow{\text { Step } 1, \cdots, 4} T V^{r} \xrightarrow{\text { Step } 5, \cdots, 8} V^{r+0.5}  \tag{6}\\
& G_{4, \cdots, 7}: V^{r+0.5} \xrightarrow{\text { Step } 1, \cdots, 4} T V^{r+0.5} \xrightarrow{\text { Step } 5, \cdots, 8} V^{r+1} \tag{7}
\end{align*}
$$

In this way, we can refer to any intermediate state word of any round easily.
To further simplify the interpretation, we further define the following function $h G:\left(\mathbb{F}_{2}^{\omega}\right)^{5} \times\left(\mathbb{Z}_{+}\right)^{2} \rightarrow\left(\mathbb{F}_{2}^{\omega}\right)^{4}:$

$$
\left(x_{0}, \ldots, x_{3}, m, \alpha, \beta\right) \xrightarrow{h G}\left(y_{0}, \ldots, y_{3}\right) \text { where }\left\{\begin{array}{l}
y_{0}=x_{0}+x_{1}+m  \tag{8}\\
y_{3}=\left(y_{0} \oplus x_{3}\right) \ggg \alpha \\
y_{2}=x_{2}+y_{3} \\
y_{1}=\left(x_{1} \oplus y_{2}\right) \ggg \beta
\end{array}\right.
$$

In this way, each $G_{i}$ call is equivalent to 2 consecutive calls of $h G(\star, 16,12)$ and $h G(\star, 8,7)$; each $V^{r} \rightarrow T V^{r}\left(T V^{r} \rightarrow V^{r+0.5}\right)$ transformation can be decomposed to 4 parallel $h G(\star, 16,12)(h G(\star, 8,7))$ calls in parallel.

## 3 MILP Modeling the Signed Difference Propagation in ARX Primitives

The model $\mathcal{M}$ can be constructed in an accurate or an approximate manner. In an accurate model, the signed difference is $\nabla x[i] \in\{\mathrm{u}, \mathrm{n}, 0,1\}$ while in an approximate model, $\nabla x[i] \in\{\mathrm{u}, \mathrm{n},=\}$. As can be seen, the $\nabla x[i]$ values in the accurate model is of 1-1 correspondence to the ( $x, x^{\prime}$ ) pairs. Therefore, solving an accurate model is equivalent to finding the right pair corresponding to the signed difference which is computationally infeasible in most cases. Therefore, in this section, we focus on the approximate signed difference propagation rules for
modular add (Section 3.1) and XOR operations (Section 3.2) from both theoretic and MILP modeling aspects. Details of the accurate model are moved to Supp. Mat. C.

In the approximate model, there is $\nabla x[i] \in\{\mathrm{u}, \mathrm{n},=\}$. With the binaryvariable encoding in Table 2, we can let $\nabla x[i]$.xdiff, $\nabla x[i]$.sign $\in \mathcal{M}$.var and represent the bit conditions with MILP model constraints as Eq. (9).

$$
\begin{align*}
& \mathcal{M} . \operatorname{con} \leftarrow \nabla x[i] \leftarrow \mathrm{n} \Leftrightarrow \nabla x[i] . \text {.(sign, xdiff })=(1,1) \\
& \mathcal{M} . \operatorname{con} \leftarrow \nabla x[i] \leftarrow \mathrm{u} \Leftrightarrow \nabla x[i] . \text { (sign, xdiff) })=(0,1)  \tag{9}\\
& \mathcal{M} . \operatorname{con} \leftarrow \nabla x[i] \leftarrow=\Leftrightarrow \nabla x[i] .(\text { sign, xdiff })=(0,0)
\end{align*}
$$

```
Algorithm 1: halfAdderApprox
    Input : MILP model \(\mathcal{M}\),
            encoded signed
            differences \(\nabla x[0], \nabla y[0]\)
            whose sign and xdiff's
            are binary variables in
            \(\mathcal{M}\).var
    Output: The updated MILP
            model \(\mathcal{M}\) and the
            encoded \(\nabla z[0], \nabla c[0]\)
            whose sign and xdiff's
            are binary variables in
            \(\mathcal{M}\).var
    // Declare variables
\(1 \mathcal{M}\).var \(\leftarrow \nabla z[0]\).sign, \(\nabla z[0]\).xdiff,
        \(\nabla c[0]\).sign, \(\nabla c[0]\).xdiff as
        binaries
    // Define the column vector
\(2 \boldsymbol{x}=(\nabla x[0]\).sign, \(\nabla x[0]\).xdiff,
            \(\nabla y[0]\).sign, \(\nabla y[0]\).xdiff,
            \(\nabla z[0]\).sign, \(\nabla z[0]\).xdiff,
            \(\nabla c[0]\).sign, \(\nabla c[0]\).xdiff \()^{T}\)
    // Add constraints.
    // Matrix \(A_{h}\) is defined as
        Eq. (11)
3 \(\mathcal{M}\).con \(\leftarrow A_{h} \boldsymbol{x} \geq \mathbf{0}\)
4 Return \((\mathcal{M}, \nabla z[0], \nabla c[0])\)
```

        Algorithm 2: fullAdderApprox
    // Declare variables
    \(\mathcal{M}\).var \(\leftarrow \nabla z[i]\).sign, \(\nabla z[i]\).xdiff,
        \(\nabla c[i]\).sign, \(\nabla c[i]\).xdiff as binaries
    // Define the column vector
    \(\boldsymbol{x}=(\nabla x[i]\). sign, \(\nabla x[i] . x d i f f\),
    \(\nabla y[i]\).sign, \(\nabla y[i] . x d i f f\),
    \(\nabla c[i-1]\).sign, \(\nabla c[i-1]\).xdiff,
    \(\nabla z[i]\).sign, \(\nabla z[i]\).xdiff,
    \(\nabla c[i]\).sign, \(\nabla c[i]\).xdiff \()^{T}\)
    // Add constraints.
    // Matrix \(A_{f}\) and column vector
            \(b\) are defined as Eq. (13)
    3 M.con $\leftarrow A_{f} \boldsymbol{x}+\boldsymbol{b} \geq \mathbf{0}$

| Algorithm 2: fullAdderApprox |
| :---: |
| Input : MILP model $\mathcal{M}$, encoded signed differences $\nabla x[i], \nabla y[i], \nabla c[i-1]$ whose sign and xdiff's are binary variables in M.var |
| Output: The updated MILP model $\mathcal{M}$ and the encoded $\nabla z[i], \nabla c[i]$ whose sign and xdiff's are binary variables in M.var |
| // Declare variables <br> $1 \mathcal{M}$.var $\leftarrow \nabla z[i]$.sign, $\nabla z[i]$.xdiff, <br> $\nabla c[i]$.sign, $\nabla c[i]$.xdiff as binaries |
| // Define the column vector $2 \boldsymbol{x}=(\nabla x[i]$.sign, $\nabla x[i]$.xdiff, <br> $\nabla y[i]$.sign, $\nabla y[i]$.xdiff, <br> $\nabla c[i-1]$.sign, $\nabla c[i-1]$.xdiff, <br> $\nabla z[i]$.sign, $\nabla z[i]$.xdiff, <br> $\nabla c[i]$.sign, $\nabla c[i]$.xdiff $)^{T}$ |
| // Add constraints. <br> // Matrix $A_{f}$ and column vector $b$ are defined as Eq. (13) |
| $\begin{aligned} & \text { M.con } \leftarrow A_{f} \boldsymbol{x}+\boldsymbol{b} \geq \mathbf{0} \\ & \text { Return }(\mathcal{M}, \nabla z[i], \nabla c[i]) \end{aligned}$ |

### 3.1 The Modular Add Operation

Consider the modular add operation $z=x+y$. We analyze the cases at bit position $i=0, \ldots, \omega-1$.

For the LSB $i=0$, the input bits $(x[0], y[0])$ generate the LSB of output $z[0]$ along with a carry bit $c[0]$ where:

$$
\left\{\begin{array}{l}
z[0]=x[0] \oplus y[0]  \tag{10}\\
c[0]=x[0] \wedge y[0]
\end{array}\right.
$$

The procedure in Eq. (10) corresponds to functionality of the half-adder which is a basic hardware circuit. We traverse all possible values of $\left(x[0], x^{\prime}[0], y[0], y^{\prime}[0]\right)$ and acquire all the available combinations of ( $\nabla x[0], \nabla y[0], \nabla z[0], \nabla c[0])$ represented in both accurate and approximate manners in Table 4.

Table 4: The signed differences $(\nabla x[0], \nabla y[0], \nabla z[0], \nabla c[0])$ of the half-adder

| Model | $(\nabla x[0], \nabla y[0], \nabla z[0], \nabla c[0])$ |
| :---: | :---: |
| Accurate | 0000, n0n0, u0u0, 1010, 0nn0, 0uu0, 0110, nn0n, un10, 1nun, <br> nu10, un0u, 1unu, n1un, u1nu, 1101 |
| Approximate | $===$, n=n=, u=u=, =nn=, =uu=, nn=n, un==, =nun, nu==, uu=u, <br> $=u n u, ~ n=u n, ~ u=n u ~$ |

With the signed difference encoding technique in Section 2.1, we are able to describe the approximate signed differential propagation rule of the half-adder in Eq. (10) with MILP models by calling $(\mathcal{M}, \nabla z[0], \nabla c[0]) \leftarrow$ halfAdderApprox $(\mathcal{M}$, $\nabla x[0], \nabla y[0])$ in Algorithm 1. With the help of H-representation method [62], the matrix $A_{h}$ is deduced as:

$$
A_{h}=\left(\begin{array}{cccccccc}
2 & -1 & 2 & -1 & -2 & 1 & -4 & 2  \tag{11}\\
-2 & 1 & -2 & 1 & 2 & -1 & 4 & -2 \\
0 & 1 & 0 & 1 & -2 & 1 & -2 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & -1 & -2 & 1 & -4 & 2
\end{array}\right)
$$

For $i=1, \ldots, \omega-1$, the input bits $(x[i], y[i], c[i-1])$ and the outputs $(z[i], c[i])$, corresponding to the full-adder circuit, are computed as:

$$
\left\{\begin{array}{l}
z[i]=x[i] \oplus y[i] \oplus c[i-1]  \tag{12}\\
c[i]=(x[i] \wedge y[i]) \vee(x[i] \wedge c[i-1]) \vee(y[i] \wedge c[i-1])
\end{array}\right.
$$

Traversing all possible values of $\left(x[i], x^{\prime}[i], y[i], y^{\prime}[i], c[i-1], c^{\prime}[i-1]\right)$, we acquire all available combinations of $(\nabla x[i], \nabla y[i], \nabla c[i-1], \nabla z[i], \nabla c[i])$ represented in both accurate and approximate manners in Table 5.

Table 5: The signed differences $(\nabla x[0], \nabla y[0], \nabla z[0], \nabla c[0])$ of the full-adder

| Model | $(\nabla x[i], \nabla y[i], \nabla c[i-1], \nabla z[i], \nabla c[i])$ |
| :---: | :---: |
| Accurate | 00000, n00n0, u00u0, 10010, 0n0n0, nn00n, un010, 1n0un, 0u0u0, nu010, uu00u, 1u0nu, 01010, n10un, u10nu, 11001, 00nn0, n0n0n, u0n10, 10nun, Onn0n, nnnnn, unnun, 1nn1n, Oun10, nunun, uunnu, 1un01, O1nun, n1n1n, u1n01, 11nn1, OOuu0, n0u10, u0u0u, 10unu, Onu10, nnuun, ununu, 1nu01, Ouu0u, nuunu, uuuuu, 1uu1u, 01unu, n1u01, u1u1u, 11uu1, 00110, n01un, u01nu, 10101, On1un, nn11n, un101, 1n1n1, Ou1nu, nu101, uu11u, 1u1u1, 01101, n11n1, u11u1, 11111 |
| Approximate | $\begin{aligned} & =====, n==n=, u==u=,=n=n=, n n==n, u n===,=n=u n,=u=u=, n u===, u u==u, \\ & =u=n u, n==u n, u==n u,==n n=, n=n=n, u=n==,==n u n,=n n=n, n n n n n, \text { unnun, } \\ & =u n==, \text { nunun, uunnu, }==u u=, n=u==, u=u=u,==u n u,=n u==, n n u u n, \text { ununu, } \\ & =u u=u, \text { nuunu, uuuuu } \end{aligned}$ |

Similar to the half-adder case, the approximate signed differential propagation rule of the full-adder in Eq. (12) can also be described with MILP models by calling $(\mathcal{M}, \nabla z[i], \nabla c[i]) \leftarrow$ fullAdderApprox $(\mathcal{M}, \nabla x[i], \nabla y[i], \nabla c[i-1])$ in Algorithm 2, where the matrix $A_{f}$ and the column vector $\boldsymbol{b}$ are defined as

$$
A_{f}=\left(\begin{array}{cccccccccc}
2 & -1 & 2 & -1 & 2 & -1 & -2 & 1 & -4 & 2  \tag{13}\\
-2 & 1 & -2 & 1 & -2 & 1 & 2 & -1 & 4 & -2 \\
0 & 1 & 0 & 1 & 0 & 1 & -2 & 1 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & -1 & 2 & -1 & -2 & 1 & -4 & 2 \\
0 & -1 & 0 & -1 & 0 & -1 & 0 & -1 & 0 & 2
\end{array}\right), \boldsymbol{b}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
2
\end{array}\right) .
$$

The approximate signed differential propagation rule of modular $2^{\omega}$ add can be described with MILP models by calling $(\mathcal{M}, \nabla z, \nabla c) \leftarrow \operatorname{modAddApprox}(\mathcal{M}, \nabla x, \nabla y)$ defined as Algorithm 3.

```
Algorithm 3: modAddApprox
    Input : MILP model \(\mathcal{M}\), the word signed differences \(\nabla x\) and \(\nabla y\).
    Output: The updated MILP model \(\mathcal{M}\), the signed differences \(\nabla z, \nabla c\).
    \((\mathcal{M}, \nabla z[0], \nabla c[0]) \leftarrow\) halfAdderApprox \((\mathcal{M}, \nabla x[0], \nabla y[0])\)
    for \(i=1, \ldots, \omega-1\) do
        \((\mathcal{M}, \nabla z[i], \nabla c[i]) \leftarrow\) fullAdderApprox \((\mathcal{M}, \nabla x[i], \nabla y[i], \nabla c[i-1])\)
    Return \((\mathcal{M}, \nabla z, \nabla c)\)
```


### 3.2 The XOR Operation

We consider the XOR operation as $z=x \oplus y$. In the accurate model, it can constantly be modeled as

$$
\left\{\begin{array}{l}
\nabla z[i] \cdot \operatorname{sign}=\nabla x[i] \cdot \operatorname{sign} \oplus \nabla y[i] \cdot \text { sign } \\
\nabla z[i] \cdot x d i f f=\nabla x[i] \cdot x d i f f ~
\end{array} \nabla y[i] \cdot \text { xdiff } \quad \text { for } i=0, \ldots, \omega-1 .\right.
$$

In the approximate model, the linear constraint on the xdiff still holds while the sign only satisfies that sign $\leq$ xdiff. Therefore, the approximate signed difference propagation rule can be described as $(\mathcal{M}, \nabla z) \leftarrow \operatorname{xorApprox}(\mathcal{M}, \nabla x, \nabla y)$ defined in Algorithm 4. Here, xorModel is the MILP description of XOR operation of two words, and is provided as Algorithm 26 in Supp. Mat. E.

For the special case of $z=x \oplus c$ where $c$ is a known constant word, we may find in approximate model that $\nabla z[i]=\nabla x[i]$ when $c[i]=0$ and

```
Algorithm 4: xorApprox
    Input : MILP model \(\mathcal{M}\), the word signed differences \(\nabla x\) and \(\nabla y\)
    Output: The updated MILP model \(\mathcal{M}\), the signed difference \(\nabla z\)
    for \(i=0, \ldots, \omega-1\) do
        \((\mathcal{M}, \nabla z[i] . x d i f f) \leftarrow \operatorname{xorModel}(\mathcal{M}, \nabla x[i] . x d i f f, \nabla y[i] . x d i f f)\)
        Declare variable \(\mathcal{M}\).var \(\leftarrow z[i]\).sign
        Add constraint \(\mathcal{M}\).con \(\leftarrow z[i]\).sign \(\leq z[i]\).xdiff.
    Return \((\mathcal{M}, \nabla z)\)
```

when $c[i]=1$. Therefore, the approximate signed difference propagation rule for XORing a constant can be described as $(\mathcal{M}, \nabla z) \leftarrow \operatorname{xorConstApprox}(\mathcal{M}, \nabla x, c)$ defined in Algorithm 5.

```
Algorithm 5: xorConstApprox
    Input : MILP model \(\mathcal{M}\), the word signed difference \(\nabla x\) and constant word \(c\)
    Output: The updated MILP model \(\mathcal{M}\), the signed difference \(\nabla z\)
    for \(i=0, \ldots, \omega-1\) do
        if \(c[i]=0\) then
            Assign \(\nabla z[i] \leftarrow \nabla x[i]\)
        else
            \((\mathcal{M}, \nabla z[i]\). sign \() \leftarrow \operatorname{xorModel}(\mathcal{M}, \nabla x[i] . x d i f f, \nabla x[i]\). sign \()\)
            Assign \(z[i]\).xdiff \(\leftarrow x[i]\).xdiff
    Return \((\mathcal{M}, \nabla z)\)
```


## 4 Digraph Capturing the ARX Computations and Representing Bit Conditions

The signed differential path deduced from the approximate model only contains bit conditions $\{\mathrm{u}, \mathrm{n},=\}$ so the word difference $\nabla x$ deduced with such a model can only have accurate information on active bits. In some cases, the approximate signed differential paths are actually infeasible because of contradicted bit conditions on inactive bits. Therefore, we should deduce the bit conditions based on the approximate signed differential path, which, according to Section 2.1, requires not only the knowledge of signed differences of all intermediate state words but the operations among words as well.

As our solution, a directed graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ is constructed to capture the relationships of words and operations for the ARX primitive computations, where $\mathcal{V}$ is the vertex set and $\mathcal{E}$ is the set of all directed edges. The vertex set $\mathcal{V}$ contains two kind of vertices:

1. word nodes: denoted as $\mathcal{V}_{w}$, correspond to all intermediate state words;
2. operator nodes: denoted as $\mathcal{V}_{o}$, correspond to all operations.

### 4.1 Structure of Operator Node $\mathcal{V}_{o}$

In ARX primitives, there are three kinds operations namely modular add, XOR and rotations. Among them, rotations merely change the positions of bit rather than changing any bit conditions or differences, therefore the main focus remains as two operator node types, namely ADD corresponding to modular add operations, and XOR corresponding to XOR-based operations. The effect of the rotation is captured with a integer rotBit value capturing the rotation after the implementation of modular adds or XORs: rotBit $>0$ for rotating from MSB to LSB and rotBit $<0$ otherwise. Besides, the operator node also has a $\omega$-bit word named const setting to the constant parameter involved in the modular addition or XORs. When no constant is involved, the const word is set to 0 by default. The in-edges of each operator node is connected to all word nodes representing all the intermediate state words involved in the operation. The word nodes connect with in-edges are stored in a set iWords $\subseteq \mathcal{V}_{w}$. It has a unique out-edge connecting to the word node corresponding to the output intermediate state word of the operation. The word node connected with the out-edge is therefore defined as oWord $\in \mathcal{V}_{w}$. To sum up, an operator node $\boldsymbol{o p} \in \mathcal{V}_{o}$ is of the following data structures:
type $\in\{A D D, X O R\}:$ the type of the operations.
$\operatorname{rotBit} \in \mathbb{Z}$ : the rotation after the implementation.
const $\in \mathbb{F}_{2}^{\omega}$ : the constant parameter involved in the operation (default is 0 ).
iWords $\subseteq \mathcal{V}_{w}$ : the word nodes connected with in-edges corresponding to all the words involved in the operation.
oWord $\in \mathcal{V}_{w}$ : the word node connect with the out-edge corresponding to the output word of the operation.

For example, the three principal operations in the round function of BLAKE are

$$
y=\left(x_{1} \oplus x_{2}\right) \ggg \alpha(\alpha>0), \quad z=w_{1}+w_{2}, \quad m^{\prime}=m \oplus r c\left(r c \in \mathbb{F}_{2}^{\omega}\right)
$$

They can be represented by the defined operator nodes as in Table 6.

Table 6: Operator node representation for the three principal operations in BLAKE round functions.

| Operation | $y=\left(x_{1} \oplus x_{2}\right) \ggg \alpha$ | $z=w_{1}+w_{2}$ | $m^{\prime}=m \oplus r c$ |
| :---: | :---: | :---: | :---: |
| Structure | XOR | ADD | XOR |
| type | $\alpha$ | 0 | 0 |
| rotBit | 0 | 0 | $r c$ |
| const | $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right\}$ | $\left\{\boldsymbol{w}_{1}, \boldsymbol{w}_{2}\right\}$ | $\{\boldsymbol{m}\}$ |
| iWords | $\boldsymbol{y}$ | $\boldsymbol{z}$ | $\boldsymbol{m}^{\prime}$ |
| oWord |  |  |  |

### 4.2 Structure of Word Nodes $\mathcal{V}_{\boldsymbol{w}}$

Each $\omega$-bit word $x$ in the ARX primitive computation corresponds to exactly one word node $\boldsymbol{x} \in \mathcal{V}_{w}$. The word node $\boldsymbol{x} \in \mathcal{V}_{w}$ has (at most) one in-edge
connecting to the operator node for computing $x$ and such an operator node is stored in a set $\boldsymbol{x}$.parent $\subseteq \mathcal{V}_{o}$. When $x$ is a word in the initial state, we naturally set $\boldsymbol{x}$.parent $=\phi$. The out-edges of $\boldsymbol{x}$ connect $\boldsymbol{x}$ to all the operator nodes corresponding to all the operations $x$ involved. Since $x$ is an $\omega$-bit word, the word node $\boldsymbol{x}$ also contains $\omega$ symbolic variables namely $\boldsymbol{x}$. $\mathrm{b}_{i}$ for $i=0, \ldots, \omega-1$ corresponding to bit $w[i]$. Such $\boldsymbol{x} . b_{i}$ is simply referred as the "bit node". To sum up, the word node $\boldsymbol{x} \in \mathcal{V}_{w}$ are classified in the following categories:

1. parent $\subseteq \mathcal{V}_{o}$ : the operator node for computing the intermediate word $x$.
2. $\mathrm{b}_{0}, \ldots, \mathrm{~b}_{\omega-1}$ : the bit nodes corresponding to the bits $x[0, \ldots, \omega-1]$.

### 4.3 Bit Condition Deduction

Since bit conditions are simply linear equations of bits and all intermediate state bits are represented as bit nodes, arbitrary bit equation $\boldsymbol{E}$ can now be represented as a equation with bit nodes on the left hand side and a 0-1 constant on the right hand side. So the bit equation $\boldsymbol{E}$ can be represented as the following data structure:

1. Ihs: the set of bit nodes corresponding to the bits involved in the bit condition.
2. rhs: a 0-1 constant.

As can be seen in Section 2.1, the bit conditions on inactive bits are to be imposed when active and inactive bits are XORed. This can happen in two situations in ARX primitives:

1. When multiple words are XORed, all $\omega$ bits in all words take part in XOR operations.
2. When multiple words are modular added, the LSBs take part in XOR operations.

With the digraph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, the signed differential path acquired from the approximate model in Section 3 can be regarded as a lookup table $\mathcal{T}$ projecting all word nodes $\boldsymbol{w} \in \mathcal{V}_{w}$ to its approximate signed difference $\nabla w$, which means $\mathcal{T}[\boldsymbol{w}]=\nabla w$ for all $\boldsymbol{w} \in \mathcal{V}_{w}$ and $\nabla w[i] \in\{\mathrm{u}, \mathrm{n},=\}$ for $i=0, \ldots, \omega-1$. For an operator node $\boldsymbol{o p} \in \mathcal{V}_{o}$ and the signed differential path $\mathcal{T}$, we are able to deduce a set of bit conditions $\xi$ by calling Algorithm 6 as $\xi \leftarrow \operatorname{optBC}(\mathcal{G}, \mathcal{T}, \boldsymbol{o p})$. The $\xi$ set containing all bit conditions can be acquired by calling Algorithm 7 as $\xi \leftarrow \operatorname{allBC}(\mathcal{G}, \mathcal{T})$ which is simply calling optBC in Algorithm 6 for all $\boldsymbol{o p} \in \mathcal{V}_{o}$.

### 4.4 Digraph based Objective Function Definition

According to the analysis in Section 2.1, the bit conditions determining the signed differential probability are all generated by the modular add operations. With the digraph $\mathcal{G}$ and the approximate differential path $\mathcal{T}$, the modular-addgenerated bit conditions can be determined by simply referring to all the modular add operator nodes denoted as $\mathcal{V}_{+} \subseteq \mathcal{V}_{o}$. We first prove the following Lemma 1.

```
Algorithm 6: optBC
    Input : The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the approximate signed differential path \(\mathcal{T}\), the
                operator node \(\boldsymbol{o p} \in \mathcal{V}_{o}\)
    Output: The set \(\xi\) containing the bit conditions imposed to the inactive bits
                of input-output words
    1 Let \(\boldsymbol{o p}\).iWords \(=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}\) and \(\boldsymbol{o p}\).iWord \(=\boldsymbol{y}\), refer to \(\mathcal{T}\) for the signed
        differences corresponding to the input-output words namely \(\nabla x_{1}, \ldots, \nabla x_{n}\)
        and \(\nabla y\).
    Initialize the bit condition set \(\xi=\phi\)
    Set \(N \leftarrow \omega\) if op.type \(=\) XOR and \(N \leftarrow 1\) otherwise
    for \(i=0, \ldots, N-1\) do
        Compute offset value \(\alpha_{i} \equiv i+\boldsymbol{o p}\).rotBit \(\bmod \omega\).
        if \(\nabla y[i]=\nabla x_{1}\left[\alpha_{i}\right]=\ldots=\nabla x_{n}\left[\alpha_{i}\right] \in\{=\}\) then
            continue
        else
            Initialize a bit equation \(\boldsymbol{E}\) with \(\boldsymbol{E} . \mathrm{hhs}=\phi\) and \(\boldsymbol{E} . \mathrm{rhs}=\boldsymbol{o p} . \operatorname{const}\left[\alpha_{i}\right]\)
            for \(j=1, \ldots, n\) do
                if \(\nabla x_{j}\left[\alpha_{i}\right] \in\{\mathbf{u}, \mathrm{n}\}\) then
                    \(\boldsymbol{E}\). .rhs \(\leftarrow \boldsymbol{E}\).rhs \(\oplus \nabla x_{j}\left[\alpha_{i}\right]\).sign
                else
                    \(\boldsymbol{E}\). Ihs \(\leftarrow \boldsymbol{E}\). Ihs \(\bigcup\left\{\boldsymbol{x}_{\boldsymbol{j}} \cdot \mathrm{b}_{\alpha_{i}}\right\}\)
            if \(\nabla y[i] \in\{\mathbf{u}, \mathrm{n}\}\) then
                    \(\boldsymbol{E}\). .rhs \(\leftarrow \boldsymbol{E}\).rhs \(\oplus \nabla y[i]\).sign
                    If \(\boldsymbol{E}\).lhs is not empty, update \(\xi \leftarrow \xi \bigcup\{\boldsymbol{E}\}\)
            else
                    \(\boldsymbol{E} .1 \mathrm{hs} \leftarrow \boldsymbol{E} .1 \mathrm{lhs} \bigcup\left\{\boldsymbol{y} . \mathrm{b}_{i}\right\}\)
                    Update \(\xi \leftarrow \xi \bigcup\{\boldsymbol{E}\}\)
    Return \(\xi\)
```

```
Algorithm 7: allBC
    Input : The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the approximate signed differential path \(\mathcal{T}\).
    Output: The set \(\xi\) containing all bit conditions imposed to the inactive bits
    Initialize the bit condition set \(\xi=\phi\)
    for \(o p \in \mathcal{V}_{o}\) do
        Call Algorithm 6 as \(\xi^{\prime} \leftarrow \operatorname{optBC}(\mathcal{G}, \mathcal{T}, \boldsymbol{o p})\).
        Update \(\xi \leftarrow \xi \bigcup \xi^{\prime}\).
    Return \(\xi\).
```

Lemma 1. For a modular add $z=x_{1}+\ldots+x_{n}$ with input-output signed differences $\nabla x_{1}, \ldots, \nabla x_{n}, \nabla z$, we define the $0-1$ variables $\theta_{0}, \ldots, \theta_{\omega-2}$ as

$$
\begin{equation*}
\theta_{i}=\left(\bigvee_{j=1}^{n} \nabla x_{j}[i] \cdot \mathrm{xdiff}\right) \vee \nabla z[i] \cdot \mathrm{xdiff} \tag{14}
\end{equation*}
$$

The number of newly generated bit conditions is no higher than $\beta=\sum_{i=0}^{\omega-2} \theta_{i}$.
Proof. We only need to consider $\nabla z[i](i=0, \ldots, \omega-2)$ :

1. The active $z[i]$ is naturally a newly generated bit condition as $\nabla z[i]=\mathrm{u} / \mathrm{n}$ so the number new condition at the $i$-th bit equal to $\theta_{i}$.
2. If $z[i]$ is inactive and $x_{1}[i], \ldots, x_{n}[i]$ are also inactive, no new bit condition is generated which is equal to $\theta_{i}$ as well.
3. If $z[i]$ is inactive and some of $x_{1}[i], \ldots, x_{n}[i]$ are active, the number of newly generated bit condition is 0 which is smaller than the $\theta_{i}=1$ in this case which completes the proof.

Lemma 1 defines a $\beta$ parameter upper bounding the number of modular-addgenerated bit conditions. For $z=f\left(w_{1}, w_{2}, x_{2}\right)$ in Eq. (1), we can further prove that the number of newly generated bit conditions in $f$ actually equals to $\beta$.

Proposition 1. For $z=f\left(w_{1}, w_{2}, x_{2}\right)$ in Eq. (1) with signed differences $\nabla w_{1}$, $\nabla w_{2}, \nabla x_{2}$ and $\nabla z$, we naturally define $0-1$ variables $\theta_{0}, \ldots, \theta_{\omega-2}$ as Eq. (14). The number of newly generated bit conditions is equal to the parameter $\beta$ defined in Lemma 1.

Proof. The knowledge of $\nabla w_{1}, \nabla w_{2}$ directly result in the the XOR difference of $x_{1}$. Consider $\nabla z[i](i=0, \ldots, \omega-2)$ :

1. The active $z[i]$ is naturally a newly generated bit condition, so the number new condition at the $i$-th bit equal to $\theta_{i}$.
2. If $z[i]$ is inactive and $x_{1}[i], x_{2}[i]$ are also inactive, no new bit condition is generated which is equal to $\theta_{i}$ as well.
3. If $z[i]$ is inactive, $x_{1}[i], x_{2}[i]$ are both active, this indicates one newly generated bit condition on the inactive member of $\left(\nabla w_{1}[i], \nabla w_{2}[i]\right)$ so as to make $\nabla x_{1}[i]$.sign $\neq \nabla x_{2}[i]$.sign for cancellation
 or $\nabla x_{1}[i]$.sign $=\nabla x_{2}[i]$.sign for carry. So the number of newly generated bit condition equals to $\theta_{i}=1$ which completes the

Fig. 2: The digraph for $f$ function in Eq. (1) proof.

Note although Proposition 1 prove that the

The Lemma 1 and Proposition 1 inspire us to set the objective function of the MILP model to minimize the parameter $\beta$ for all $\boldsymbol{o p} \in \mathcal{V}_{+}$as Eq. (15) so as to find the signed differential paths with the fewest bit conditions.

$$
\begin{equation*}
\mathcal{M} . \mathrm{obj} \leftarrow \min \sum_{o p \in \mathcal{V}_{+}} \beta \tag{15}
\end{equation*}
$$

Remark. Although it is proved in Proposition 1 that the number of newly generated bit conditions are equal to $\beta$, there are special situations where some bit conditions are satisfied naturally without affecting the overall probability: since $z[0]=w_{1}[0] \oplus w_{2}[0] \oplus x_{2}[0]$, when all $\nabla w_{1}[0], \nabla w_{2}[0], \nabla x_{2}[0]$ are active, $\nabla z[0]$ is satisfied naturally. So even for $f$ function in Eq. (1), $\beta$ should still be regarded as the upper bound rather than the exact number of bit conditions.

### 4.5 Boomerang Intersection Constraints

For the signed differential top and bottom paths $\nabla^{t} X \xrightarrow{E_{0}^{-1}} \nabla^{t} P$ and $\nabla^{b} X \xrightarrow{E_{1}}$ $\nabla^{b} C$ deduced separately with the approximate model in Section 3, we may construct 2 digraphs $\mathcal{G}^{t}$ and $\mathcal{G}^{b}$, and deduce the bit conditions independently. After the bit condition deduction, we may find that at some intersecting $x[i]$ bits, there are active bit condition in one side and inactive bit condition on the other. For example, there may be $\nabla^{b} x[i]=\mathrm{n}$ and $\nabla^{t} x[i]=0$ which is obviously incompatible: since $\nabla^{b} x[i]=\mathrm{n}$ should be satisfied in both $\left(X_{1}, X_{3}\right)$ and $\left(X_{2}, X_{4}\right)$ sides of the quartets, there are obviously $x_{1}[i]=x_{3}[i]=0$ and $x_{2}[i]=x_{4}[i]=1$ violating the $\nabla^{t} x[i]=0$ bit condition in the top. This is also a proof that the 0-AND constraint $\Delta^{t} X \wedge \Delta^{b} X=0$ is insufficient for compatible top-bottom paths. In order to avoid such incompatibilities, we must add additional boomerang intersection constraints to the MILP model.

As can be seen in previous analysis, the bit conditions on inactive bits are to be generated in XORed bits, including all $\omega$ bits related to type-XOR operator nodes and the LSBs of type-ADD operators. For a word node $\boldsymbol{w} \in \mathcal{V}_{w}$ of digraph $\mathcal{G}$, its related operator nodes, corresponding to the operations taking the word $w$ as either input or output, can be extracted by calling $\mathcal{R}_{\boldsymbol{w}} \leftarrow \operatorname{relatedOpt}(\mathcal{G}, \boldsymbol{w})$ in Algorithm 8. Then, for $\mathcal{G}^{t}$ and $\mathcal{G}^{b}$ describing the computations of $E_{0}^{-1}$ and $E_{1}$, and for each intersecting state word node $\boldsymbol{x}$ in either $\mathcal{G}^{t}$ or $\mathcal{G}^{b}$, we can acquire $\mathcal{R}_{\boldsymbol{x}}^{t} \leftarrow \operatorname{relatedOpt}\left(\mathcal{G}^{t}, \boldsymbol{x}\right)$ and $\mathcal{R}_{\boldsymbol{x}}^{b} \leftarrow \operatorname{relatedOpt}\left(\mathcal{G}^{b}, \boldsymbol{x}\right)$ containing all the $\boldsymbol{x}$-related operator nodes in top and bottom paths. For an operator in $\boldsymbol{o p} \in$ $\mathcal{R}_{x}^{t}$, we can deduce that some $x[i]$ bit is XORed with other bits denoted as $w_{1}\left[i_{1}\right], \ldots, w_{n}\left[i_{n}\right]$ by the operation corresponding to $\boldsymbol{o p}$ in $E_{0}^{-1}$. In order to avoid incompatibilities, we can add the constraints in Eq. (16) to the MILP model $\mathcal{M}$ when deducing signed differential paths:

$$
\left\{\begin{array}{l}
(\mathcal{M}, a) \leftarrow \operatorname{orModel}\left(\mathcal{M},\left\{\nabla^{t} x[i] \cdot x d i f f, \nabla^{t} w_{1}\left[i_{1}\right] . x d i f f, \ldots, \nabla^{t} w_{n}\left[i_{n}\right] . x d i f f\right\}\right)  \tag{16}\\
\mathcal{M} . c o n \leftarrow a+\nabla^{b} x[i] \cdot x d i f f \leq 1
\end{array}\right.
$$

In this way, the incompatibility caused by $\nabla^{b} x[i] \in\{\mathrm{u}, \mathrm{n}\} \bigwedge \nabla^{t} x[i] \in\{0,1\}$ can be eliminated. Similarly, for $\boldsymbol{o p} \in \mathcal{R}_{\boldsymbol{x}}^{b}$, the constraints of similar form as Eq. (16)
can be deduced as Eq. (17).

$$
\left\{\begin{array}{l}
(\mathcal{M}, a) \leftarrow \operatorname{orModel}\left(\mathcal{M},\left\{\nabla^{b} x[i] \cdot x d i f f, \nabla^{b} w_{1}\left[i_{1}\right] \cdot x d i f f, \ldots, \nabla^{b} w_{n}\left[i_{n}\right] \cdot x d i f f\right\}\right)  \tag{17}\\
\mathcal{M} . \operatorname{con} \leftarrow a+\nabla^{t} x[i] \cdot x d i f f \leq 1
\end{array}\right.
$$

By traversing all XORed bits caused by $\mathcal{R}_{\boldsymbol{x}^{-}}^{t}$ and $\mathcal{R}_{\boldsymbol{x}}^{b}$-operators, we can acquire an updated model $\mathcal{M}$ that can deduce top-bottom paths without the afore mentioned compatibility issues. The constraints in Eq. (16) and Eq. (17) can therefore be referred along with the 0-AND constraint as the boomerang intersection constraints. All such constraints can be added to the MILP model by calling Algorithm 29 in Supp. Mat. E.2.

```
Algorithm 8: relatedOpt
    Input : The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the word node \(\boldsymbol{x}\)
    Output: The set \(\mathcal{R}_{\boldsymbol{x}}\) containing all operator nodes taking the word \(x\) as input
            or output words
    Initialize the operator node set \(\mathcal{R}_{\boldsymbol{x}}=\phi\)
    for \(o p \in \mathcal{V}_{o}\) do
        If \(\boldsymbol{o p}\). oWord \(=\boldsymbol{x}\), update \(\mathcal{R}_{\boldsymbol{x}} \leftarrow \mathcal{R}_{\boldsymbol{x}} \bigcup\{\boldsymbol{o p}\}\)
        If \(\boldsymbol{x} \in \boldsymbol{o p}\).iWord, update \(\mathcal{R}_{\boldsymbol{x}} \leftarrow \mathcal{R}_{\boldsymbol{x}} \bigcup\{\boldsymbol{o p}\}\)
    Return \(\mathcal{R}_{\boldsymbol{x}}\).
```


## 5 Application to BLAKE Hash Functions

We apply our approximate signed differential modeling and digraph techniques to conduct boomerang attacks on the keyed permutation of BLAKE3, BLAKE2s and BLAKE-256. The general ideas of BLAKE top-bottom path deduction are similar: for both top and bottom paths, a local collision at round $r$ caused by 1-bit difference in $M$ and $V^{r}$ is constructed so as to make several consecutive intermediate states have no active bits at all. We demonstrate the top and bottom path deduction procedure in detail for BLAKE3 and briefly for BLAKE2s and BLAKE256.

### 5.1 Boomerang Attack on BLAKE3

Since BLAKE3 has seven rounds, we divide the whole keyed permutation into $E_{0}$ and $E_{1}$ intersecting at state $V^{3.5}$ as follows:

$$
V^{0} \xrightarrow{E_{0}} V^{3.5} \xrightarrow{E_{1}} V^{7} .
$$

In the top path, a local collision can be constructed by setting $\nabla^{t} v_{0}^{1.5}[i]$.xdiff $=$ $\nabla^{t} m_{1}[i] . x d i f f=1(i=0, \ldots, 31)$ : if we further add $\nabla^{t} v_{0}^{1.5}[i] . \operatorname{sign} \oplus \nabla^{t} m_{1}[i]$. sign $=$ $1(i=0, \ldots, 30$, unnecessary for MSB $i=31)$, there should be five consecutive
states $T V^{1.5}, V^{2}, T V^{2}, V^{2.5}, T V^{2.5}$ with no active bits at all. Similarly, in the bottom path, let $\nabla^{b} v_{0}^{5}[j]$.xdiff $=\nabla^{b} m_{9}[j]$.xdiff $=1(j=0, \ldots, 31)$ and further add $\nabla^{b} v_{0}^{5}[j]$.sign $\oplus \nabla^{b} m_{9}[j]$.sign $=1(j=0, \ldots, 30$, unnecessary for MSB $j=31$ ), there should be five consecutive states $T V^{5}, V^{5.5}, T V^{5.5}, V^{6}, T V^{6}$ with no active bits.

Three different MILP models namely $\mathcal{M}^{t}, \mathcal{M}^{b}, \mathcal{M}^{c}$ are constructed:
$-\mathcal{M}^{t}$ : deduce the top path $\mathcal{T}_{i}^{t}: \nabla^{t} V^{1.5} \rightarrow \nabla^{t} V^{0}$ where $i=0, \ldots, 31$ corresponds to the active bit selection on $v_{0}^{1.5}$ and $m_{1}$.
$-\mathcal{M}^{b}$ : deduce the bottom path $\mathcal{T}_{j}^{b}: \nabla^{b} V^{6} \rightarrow \nabla^{b} V^{7}$ where $j=0, \ldots, 31$ corresponds to the active bit selection on $v_{0}^{5}$ and $m_{9}$.
$-\mathcal{M}^{c}:$ For each top-bottom path combination $\mathcal{T}_{i}^{t}, \mathcal{T}_{j}^{b}(i, j \in\{0, \ldots, 31\}$, model $\mathcal{M}^{c}$ is constructed to deduce the top and bottom path around the intersecting part represented as $\mathcal{T}_{i, j}: \nabla^{t} V^{2.5} \leftarrow \nabla^{t} V^{3.5}, \nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{5}$.
Since for BLAKE3, as well as BLAKE2s and BLAKE-256, round functions can be decomposed into the $h G$ function calls defined in Eq. (8), the MILP model capturing the approximate signed differential propagation rules of $h G$ can be generated by calling $\left(\mathcal{M}, \nabla y_{0}, \ldots, \nabla y_{3}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla x_{0}, \ldots, \nabla x_{3}, \nabla m, \alpha, \beta\right)$ in Algorithm 9 acting as the building block for constructing the three models. Besides modeling $h G$ as Algorithm 9, the objective functions of all 3 models are

```
Algorithm 9: hGModel
    Input : The initial MILP model \(\mathcal{M}\), the encoded input signed differences
            \(\nabla x_{0}, \ldots, \nabla x_{3}, \nabla m, \alpha, \beta \in \mathbb{Z}_{+}\).
    Output: The updated MILP model \(\mathcal{M}\), the encoded output signed differences
                \(\nabla y_{0}, \ldots, \nabla y_{3}\)
    Call Algorithm 3 as \(\left(\mathcal{M}, \nabla w_{0}\right) \leftarrow \operatorname{modAdd}\left(\mathcal{M}, \nabla x_{0}, \nabla x_{1}\right)\)
    Call Algorithm 3 as \(\left(\mathcal{M}, \nabla y_{0}\right) \leftarrow \operatorname{modAdd}\left(\mathcal{M}, \nabla w_{0}, \nabla m\right)\)
    Call Algorithm 4 as \(\left(\mathcal{M}, \nabla w_{1}\right) \leftarrow \operatorname{xorApprox}\left(\mathcal{M}, \nabla y_{0}, \nabla x_{3}\right)\)
    Define \(\nabla y_{3} \leftarrow \nabla w_{1} \ggg \alpha\)
    Call Algorithm 3 as \(\left(\mathcal{M}, \nabla y_{2}\right) \leftarrow \operatorname{modAdd}\left(\mathcal{M}, \nabla y_{3}, \nabla x_{3}\right)\)
    Call Algorithm 4 as \(\left(\mathcal{M}, \nabla w_{2}\right) \leftarrow \operatorname{xorApprox}\left(\mathcal{M}, \nabla y_{2}, \nabla x_{1}\right)\)
    Define \(\nabla y_{1} \leftarrow \nabla w_{2} \ggg \beta\)
    Return \(\left(\mathcal{M}, \nabla y_{0}, \ldots, \nabla y_{3}\right)\).
```

set as Eq. (15) and the boomerang constraints in Section 4.5 are added to $\mathcal{M}_{c}$. In this way, the solution of each model returns an objective value corresponding to the upper bound of bit conditions. In fact, in BLAKE3 (as well as all other BLAKE hash function family members), Proposition 1 is applicable for all modular add operations making the bit condition number bound extremely tight. Let $\eta^{t}=\mathcal{M}^{t}$.obj, $\eta^{b}=\mathcal{M}^{b}$.obj and $\eta^{c}=\mathcal{M}^{c}$.obj. Since all bit conditions in $\mathcal{T}_{i}{ }^{t}$ and $\mathcal{T}_{j}^{b}$ are to be satisfied randomly, the probability for finding quartets satisfying $\mathcal{T}_{i}^{t}$ and $\mathcal{T}_{j}^{b}$ can be evaluated as $2^{-2\left(\eta^{t}+\eta^{b}\right)}$. As to the $\mathcal{T}_{i, j}$, the message modification can fix one side of the bit conditions in $\nabla^{t} V^{3} \rightarrow \nabla^{t} V^{3.5}$ and $\nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{4}$. Supposing that there are $\eta_{f}^{c}$ bit conditions fixed, according to
the existing results $[16,17,18]$, the complexity of finding the boomerang quartets $\left(V_{s}^{3.5}, M_{s}\right)(s=1, \ldots, 4)$ can therefore be evaluated as

$$
\begin{equation*}
\operatorname{Comp}=2^{\eta_{f}^{c}}+2^{2\left(\eta^{t}+\eta^{b}+\eta^{c}-\eta_{f}^{c}\right)} \tag{18}
\end{equation*}
$$

The $2^{\eta_{f}^{c}}$ term corresponds to the process of finding $\left(V^{3.5}, M\right)$ quartets following the top-bottom paths $\nabla^{t} V^{3.5} \rightarrow \nabla^{t} V^{3}$ and $\nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{4}$ : the message modifications applied to $\left(V_{1}^{3.5}, M_{1}\right)$ guarantee that the signed differential propagations in $\left(V_{1}^{3.5}, V_{3}^{3.5}\right)$ and $\left(V_{1}^{3.5}, V_{2}^{3.5}\right)$ follow the paths $\nabla^{t} V^{3.5} \rightarrow \nabla^{t} V^{3}$ and $\nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{4}$ respectively while all $\eta_{f}^{c}$ bit conditions are satisfied randomly for $\left(V_{2}^{3.5}, V_{4}^{3.5}\right)$ and $\left(V_{2}^{3.5}, V_{3}^{3.5}\right)$ with a theoretic probability of $2^{-\eta_{f}^{c}}$. After acquiring a $\left(V^{3.5}, M\right)$ quartet satisfying $\nabla^{t} V^{3.5} \rightarrow \nabla^{t} V^{3}$ and $\nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{4}$ simultaneously, the remaining $\left(\eta^{t}+\eta^{b}+\eta^{c}-\eta_{f}^{c}\right)$ bit conditions are satisfied randomly utilizing the free degrees in message blocks, which dominates the overall complexities.

We give the $\eta^{t}, \eta^{b}, \eta^{c}$ and $\eta_{f}^{c}$ values along with the complexities corresponding to different $i, j$ combinations in Table 7. Note that the top path $\mathcal{T}_{24}^{t}$ deduced the with the approximate model is further detected infeasible due to contradictory bit conditions on inactive bits indicating that the approximate signed differential paths should always be checked using digraph based the bit condition deduction technique in Section 4.3.

Table 7: The $\eta^{t}, \eta^{b}, \eta^{c}$ and $\eta_{f}^{c}$ values corresponding to different $i, j$ combinations for BLAKE3. The $(i, j)=(24,31)$ setting marked with ${ }^{*}$ is infeasible because the top path has contradicted bit conditions on inactive bits.

| $i$ | $j$ | $\eta^{t}$ | $\eta^{b}$ | $\eta^{c}$ | $\eta_{f}^{c}$ | $\log _{2}$ Comp | $i$ | $j$ | $\eta^{t}$ | $\eta^{b}$ | $\eta^{c}$ | $\eta_{f}^{c}$ | $\log _{2}$ Comp |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3 1}$ | 2 | 47 | 28 | 101 | 85 | 182 | 0 | $\mathbf{3 1}$ | 77 | 25 | 76 | 72 | 212 |
| $\mathbf{3 1}$ | 6 | 47 | 28 | 101 | 85 | 182 | 4 | $\mathbf{3 1}$ | 78 | 25 | 76 | 72 | 214 |
| $\mathbf{3 1}$ | 10 | 47 | 28 | 101 | 85 | 182 | 8 | $\mathbf{3 1}$ | 76 | 25 | 76 | 72 | 210 |
| $\mathbf{3 1}$ | 14 | 47 | 27 | 101 | 85 | 180 | 12 | $\mathbf{3 1}$ | 73 | 25 | 76 | 72 | 204 |
| $\mathbf{3 1}$ | 18 | 47 | 28 | 101 | 85 | 182 | 16 | $\mathbf{3 1}$ | 76 | 25 | 76 | 72 | 210 |
| $\mathbf{3 1}$ | 22 | 47 | 28 | 101 | 85 | 182 | 20 | $\mathbf{3 1}$ | 76 | 25 | 76 | 72 | 210 |
| $\mathbf{3 1}$ | 26 | 47 | 28 | 101 | 85 | 182 | $24^{*}$ | $\mathbf{3 1}$ | 72 | 25 | 76 | 72 | 202 |
| $\mathbf{3 1}$ | 30 | 47 | 27 | 99 | 83 | 180 | 28 | $\mathbf{3 1}$ | 75 | 25 | 76 | 72 | 208 |

By analyzing the parameters in Table 7, we may find that the $\eta^{b}, \eta^{c}$ and $\left(\eta^{c}-\eta_{f}^{c}\right)$ values for $i=31 \wedge j \neq 31$ are all slightly larger than those for $i \neq$ $31 \wedge j=31$. On the contrary, the $\eta^{t}$ values for $i=31 \wedge j \neq 31$ are much smaller than those for $i \neq 31 \wedge j=31$. As a result, the advantage of a much smaller $\eta^{t}$ makes up with the disadvantage of slightly larger $\eta^{b}, \eta^{c}$ and $\left(\eta^{c}-\eta_{f}^{c}\right)$ making $i=31 \wedge j \neq 31$ a better choice for lower attacking complexities: as can be seen in Table $7,(i, j)=(31,14)$ makes the lowest complexity of $2^{180}$.

It is noticeable that the overall complexity is usually dominated by the $\eta^{t}, \eta^{b}$ parameters: a larger $\eta^{c}$ is not the main factor since most of the bit conditions are to be fixed with the message modification technique. The practical experiments in $[17,18]$ indicate that such $\left(V^{3.5}, M\right)$ quartets can be found with complexities
much lower than $2^{\eta_{f}^{c}}$. This phenomenon is can also be seen in BLAKE2s and BLAKE-256 which makes our $(i, j)$-selection strategy different from that in previous works: we prefer to use $i=31$ so as to lower $\eta^{t}, \eta^{b}$ while previous works use $j=31$ so as to acquire a lower $\eta^{c}$. We have to admit that a lower $\eta^{c}$ can make it easier to find practically $\left(V^{3.5}, M\right)$ quartets covering short rounds around $V^{3.5}$. But it is also true that $j=31$ is more likely to have a higher overall complexities for full-round attacks than the $i=31$ counterparts. Details for model and digraph constructions of BLAKE3 can be found in Supp. Mat. E. 3 and Supp. Mat. D. 1 respectively.
Practical Verifications. The theoretic complexity for finding $\left(V^{3.5}, M\right)$ quartets satisfying $\nabla^{t} V^{3.5} \rightarrow \nabla^{t} V^{3}$ and $\nabla^{b} V^{3.5} \rightarrow \nabla^{b} V^{4}$ is $2^{\eta_{f}^{c}}$ which is computationally infeasible. However, in practice, the complexity is lower enabling us to construct quartets satisfying round-reduce top-bottom paths practically: as can be seen, a practical quartets for 7-round BLAKE-256 is given in [17] and those for 6.5 -round BLAKE2s and BLAKE-256 are given in [18] so as to verify the compatibility of their paths. We also provide practical quartets for 3 -round BLAKE3 using both $i=31 \wedge j \neq 31$ and $i \neq 31 \wedge j=31$ settings covering $V^{1}$ to $V^{4}$ : two quartets following $(i, j)=(31,14)$ and $(i, j)=(12,31)$ respectively are given in Table 9 indicating the compatibility of our paths.

### 5.2 Boomerang Attacks on BLAKE2s and BLAKE-256

For both BLAKE2s and BLAKE-256, the boomerang attack targets are the keyed permutation $E: V^{2.5} \rightarrow V^{10.5}$ which is decomposed into $E_{0}$ and $E_{1}$ intersecting at state $V^{6.5}$ as follows:

$$
V^{2.5} \xrightarrow{E_{0}} V^{6.5} \xrightarrow{E_{1}} V^{10.5} .
$$

For local collisions, the cancelable 1-bit signed differences should be imposed to ( $\left.\nabla^{t} v_{1}^{4}[i], \nabla m_{5}[i]\right)$ in the top path and ( $\left.\nabla^{b} v_{2}^{8}[j], \nabla^{b} m_{11}[j]\right)$ in the bottom path. In this way, both top and bottom paths have seven consecutive zero-difference intermediate states. We also construct the three models as in Section 5.1 and deduce the $\eta^{t}, \eta^{b}, \eta^{c}$ and $\eta_{f}^{c}$ values along with the complexities corresponding to different $i, j$ combinations. We find that the best 8 -round attack complexities for both BLAKE-256 and BLAKE2s are all acquired with $i=31$ and the good $j$ selections as well as the corresponding complexity parameters are all listed in Table 10. In comparison with previous boomerang results, our method improve the best result on BLAKE2s by 0.5 rounds and lower the complexity of BLAKE256 result by $2^{16}$. As can be seen, Table 10 includes not only our new $i=31$ setting attacks but the $(i, j)$ settings of previous best attacks as well: for BLAKE256 , we evaluate the $(i, j)=(28,31),(20,31)$ setting paths used in $[17,18]$ and acquire the same complexities proving the accuracy of our digraph based bit condition deduction method. Based on the $(i, j)=(28,31)$ setting used originally in [18] for attacking 7.5 -round BLAKE2s, we extend the path by 0.5 rounds acquiring an 8 -round attack with complexity $2^{230}$. It is also noticeable from Table 10, the "small $\eta^{t}$ for $i=31$ " phenomenon for BLAKE3 also exists in

Table 8: A signed differential path with all bit conditions settled using the digraph-based method with the $(i, j)=(31,14)$ setting


Table 9: $\left(V^{3.5}, M\right)$ quartet for BLAKE3 from $V^{1}$ to $V^{4}$ satisfying the $(i, j)=$ $(31,14)$ and $(i, j)=(12,31)$ settings.

| $(i, j)=(31,14)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{1}$ | 0xee80884a, 0xc43832f9, 0x3d7d500e, 0x8e624dbe, 0x96c82faf, 0x73936843, 0x23bb25ab, 0xb4cc6d83,0x31cd7903, 0xa511602f, 0x1cb0e950, 0x591526e2, 0x9b11f9c6, 0xa4ad1fb5, 0xe6da4589, 0x10f8033 |  |  |  |  |  |  |  |  |
| M | 0xee80884a, 0xc43832f9, 0x3d7d500e, 0x8e624dbe, 0x96c82faf, 0x73936843, 0x23bb25ab, 0xb4cc6d83,0x31cd7903, 0xa511202f, 0x1cb0e950, 0x591526e2, 0x9b11f9c6, 0xa4ad1fb5, 0xe6da4589, 0x10f8033 |  |  |  |  |  |  |  |  |
| $M_{3}$ | 0xee80884a, 0x443832f9, 0x3d7d500e, 0x8e624dbe, 0x96c82faf, 0x73936843, 0x23bb25ab, 0xb4cc6d83,$0 x 31 c d 7903, ~ 0 x a 511602 f, ~ 0 x 1 c b 0 e 950, ~ 0 x 591526 e 2, ~ 0 x 9 b 11 f 9 c 6, ~ 0 x a 4 a d 1 f b 5, ~ 0 x e 6 d a 4589, ~ 0 x 10 f 8033 ~$ |  |  |  |  |  |  |  |  |
| $M_{4}$ | 0xee80884a, 0x443832f9, 0x3d7d500e, 0x8e624dbe, 0x96c82faf, 0x73936843, 0x23bb25ab, 0xb4cc6d83,$0 x 31 c d 7903, ~ 0 x a 511202 f, ~ 0 x 1 c b 0 e 950, ~ 0 x 591526 e 2, ~ 0 x 9 b 11 f 9 c 6, ~ 0 x a 4 a d 1 f b 5, ~ 0 x e 6 d a 4589, ~ 0 x 10 f 8033 ~$ |  |  |  |  |  |  |  |  |
|  | 0xba33879a, 0xeb695a7a, 0x8cb4b42c, 0xfdbe455d, 0x2337f6e2, 0x164b4ffa, 0x157e3de7, 0xbd77e373,0xf5ab732d, 0x90bd040a, 0x8559dad7, 0xe9a8e080, 0x57231596, 0x3f2df6b9, 0xb8fc1152, 0xfac5e6d2 |  |  |  |  |  |  |  |  |
|  | 0xbe73c7da, 0xaf4d7e7e, 0x8c96b40e, 0xbdbe455d, 0x2337b6e2, 0x120b0fba, 0x113a19a1, 0xb975a371, 0xf1ab332d, 0xd0fd040a, 0xc5199a97, 0xe9a8a080, 0x57031594, 0x3b0db299, 0xb8fc1112, 0xfac5a6d2 |  |  |  |  |  |  |  |  |
|  | 0xba22878a, 0xeb69527a, 0x84b4b42c, 0x7dbe4555, 0x115d6c0, 0x64a4fea, 0x146e2de6, 0xad66e272,0xe4ab622c, 0x903d0402, 0x551da57, 0xe1286000, 0x46230496, 0x3f2df6b1, 0x38f41152, 0xf245e652 |  |  |  |  |  |  |  |  |
|  | 0xbe62c7ca, 0xaf4d767e, 0x8496b40e, 0x3dbe4555, 0x11596c0, 0x20a0faa, 0x102a09a0, 0xa964a270, 0xe0ab222c, 0xd07d0402, 0x45119a17, 0xe1282000, 0x46030494, 0x3b0db291, 0x38f41112, 0xf245a652 |  |  |  |  |  |  |  |  |
| $(i, j)=(31,14)$ |  |  |  |  |  |  |  |  |  |
| $M_{1}$ | 0x591dd3bd, 0x90071f7a, 0x72eee34f, 0x7e6116bb, 0xd0527ca1, 0xb40c585a, 0x4e12c108, 0x730e2f3e,0x133279e9, 0x32a000cf, 0xcf9cca60, 0xf42a63ca, 0x8a660309, 0x9d31a602, 0xe739a151, 0xb443037c |  |  |  |  |  |  |  |  |
|  | 0x591dd3bd, 0x90071f7a, 0x72eee34f, 0x7e6116bb, 0xd0527ca1, 0xb40c585a, 0x4e12c108, 0x730e2f3e,$0 x 133279 \mathrm{e} 9,0 x b 2 a 000 c f, ~ 0 x c f 9 c c a 60, ~ 0 x f 42 a 63 c a, ~ 0 x 8 a 660309, ~ 0 x 9 d 31 a 602, ~ 0 x e 739 a 151, ~ 0 x b 443037 c ~$ |  |  |  |  |  |  |  |  |
| $M_{3}$ | $\begin{array}{\|llllll} \hline \text { 0x591dd3bd, 0x90070f7a, 0x72eee34f, 0x7e6116bb, 0xd0527ca1, 0xb40c585a, 0x4e12c108, 0x730e2f3e, } \\ \text { 0x133279e9, 0x32a000cf, 0xcf9cca60, 0xf42a63ca, 0x8a660309, 0x9d31a602, 0xe739a151, 0xb443037c } \\ \hline \end{array}$ |  |  |  |  |  |  |  |  |
| M | $\begin{array}{\|llllll} \hline 0 x 591 d d 3 b d, ~ 0 x 90070 f 7 a, ~ 0 x 72 e e e 34 f, ~ 0 x 7 e 6116 b b, ~ 0 x d 0527 c a 1, ~ 0 x b 40 c 585 a, ~ 0 x 4 e 12 c 108, ~ 0 x 730 e 2 f 3 e, ~ \\ 0 x 133279 e 9, ~ 0 x b 2 a 000 c f, ~ 0 x c f 9 c c a 60, ~ 0 x f 42 a 63 c a, ~ 0 x 8 a 660309, ~ 0 x 9 d 31 a 602, ~ 0 x e 739 a 151, ~ 0 x b 443037 c ~ \\ \hline \end{array}$ |  |  |  |  |  |  |  |  |
|  | 0xacb69906, 0xef9b9ecb, 0x5ae44d23, 0x8931df34, 0xd7cffcdf, 0x6846678a, 0x97e6e726, 0xe178ba1e,0x367da271, 0xfe1db232, 0xb3be96af, 0xb414cbf9, 0x6b34b665, 0xc8ed187b, 0x838b3c93, 0x9c773fd1 |  |  |  |  |  |  |  |  |
|  | 0x2c369186, 0xa7931603, 0x5aa04d67, 0x89315f34, 0x57cffcdf, 0xe8c66f0a, 0xdf6aefae, 0x617cb21a,0xb67daa71, 0xfe1d32b2, 0x333e162f, 0x3414cbf9, 0x6b30b625, 0x40ad103b, 0x830b3c93, 0x1c773fd1 |  |  |  |  |  |  |  |  |
|  | $\begin{aligned} & \text { 0x8cb49904, 0xee9b9ecb, 0x5ae44c23, 0x8930cf34, 0x93cbb89b, 0x4844658a, 0x95e6c704, 0xc158981c, } \\ & 0 x 345 d 8051, ~ 0 x f e 1 c b 222, ~ 0 x b 3 a e 86 a e, ~ 0 x a 404 c a e 9, ~ 0 x 6914 b 445, ~ 0 x c 8 e c 187 b, ~ 0 x 838 b 2 c 92, ~ 0 x 9 c 673 e c 1 ~ \end{aligned}$ |  |  |  |  |  |  |  |  |
|  | 0xc349184, 0xa6931603, 0x5aa04c67, 0x89304f34, 0x13cbb89b, 0xc8c46d0a, 0xdd6acf8c, 0x415c9018, 0xb45d8851, 0xfe1c32a2, 0x332e062e, 0x2404cae9, 0x6910b405, 0x40ac103b, 0x830b2c92, 0x1c673ec1 |  |  |  |  |  |  |  |  |
| BLAKE2s and BLAKE-256 while previous results [17,18] commonly apply the |  |  |  |  |  |  |  |  |  |
| $j=31$ setting so as to minimize $\eta^{c}$ which, according to our analysis, is not the optimal choice. |  |  |  |  |  |  |  |  |  |

Practical Verification. For $(i, j)=(31,30)$, we are able to find practical $\left(V^{6.5}, M\right)$ quartets satisfying the top-bottom paths from $V^{3.5}$ to $V^{7}$ for both BLAKE2s and BLAKE-256. The quartets are shown in Table 11.

## 6 Discussions and Conclusions

In this paper, we propose the approximate MILP modeling technique for automatic signed differential path deduction along with a digraph based framework for bit condition deduction, objective function definition and compatible boomerang intersections. The two techniques form a thorough cryptanalysis tool for ARX primitives enabling us to launch new boomerang attacks on BLAKE3, BLAKE2s and BLAKE-256 hash functions.

According to our experiments, the approximate signed differential model is efficient only for short rounds. For longer rounds, the model solving process can be extremely time consuming which is an obvious direction for further improvements. Besides, the signed difference is by its nature applicable for collision

Table 10: The $\eta^{t}, \eta^{b}, \eta^{c}$ and $\eta_{f}^{c}$ values correspond to different $i, j$ combinations for BLAKE-256 and BLAKE2s. Such parameters are almost the same for both primitives except in setting of $(i, j)=\{(31,6),(28,31)\}$ where the corresponding values are listed in bold and the ones of BLAKE2s are given in "()".

| $i$ | $j$ | $\eta^{t}$ | $\eta^{b}$ | $\eta^{c}$ | $\eta_{f}^{c}$ | $\log _{2}$ Comp | Source |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 31 | 2 | 48 | 28 | 99 | 83 | 184 | This Paper |
| 31 | 6 | 48 | $\mathbf{2 9 ( 2 8 )}$ | 99 | 83 | $\mathbf{1 8 6 ( 1 8 4 )}$ | This Paper |
| 31 | 10 | 48 | 28 | 99 | 83 | 184 | This Paper |
| 31 | 14 | 48 | 27 | 99 | 83 | 182 | This Paper |
| 31 | 18 | 48 | 28 | 99 | 83 | 184 | This Paper |
| 31 | 22 | 48 | 28 | 99 | 83 | 184 | This Paper |
| 31 | 26 | 48 | 28 | 99 | 83 | 184 | This Paper |
| 31 | 30 | 48 | 27 | 97 | 81 | 182 | This Paper |
| 28 | 31 | $\mathbf{7 0 ( 8 6 )}$ | 25 | 77 | 73 | $\mathbf{1 9 8 ( 2 3 0 )}$ | [18](This Paper) |
| 20 | 31 | $71(-)$ | $25(-)$ | $77(-)$ | $73(-)$ | $200(-)$ | [17] |

Table 11: $\left(V^{6.5}, M\right)$ quartet for BLAKE-256 and BLAKE2s from $V^{3.5}$ to $V^{7}$ satisfying the $(i, j)=(31,30)$ setting.

attacks so we expect our approximate signed differential model be applied to collision attacks on ARX hash functions in the future.
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## SUPPLEMENTARY MATERIAL

## A Bit Conditions for Boomerang Top-Bottom Paths

We attach the bit conditions used in searching the boomerang distinguishers for three members of BLAKE.

- For BLAKE3, the bit conditions for two top-bottom paths with active selection combination $(i, j)=(12,31)$ and $(31,14)$ are give respectively in:

```
Blake3Top12Bottom31BitConditions.txt
Blake3Top31Bottom14BitConditions.txt
```

- For BLAKE2s, the bit conditions for the top-bottom path with active selection combination $(i, j)=(31,30)$ are give in:

```
Blake2sTop31Bottom30BitConditions.txt
```

- For BLAKE-256, the bit conditions for the top-bottom path with active selection combination $(i, j)=(31,30)$ are give in:

```
Blake256Top31Bottom30BitConditions.txt
```

Moreover, all the source code of our tool will be publicly available when this paper is accepted.

## B Details of the BLAKE3, BLAKE2s and BLAKE-256 Keyed Permutations

BLAKE-256 and BLAKE2s use the same permutation $\sigma_{r}$ 's $(r=0, \ldots, 9)$ defined in Table 12. BLAKE3 use a different $\sigma_{r}(r=0, \ldots, 6)$ defined in Table 13. The round constants of BLAKE-256 forms a 16 -word state $R C=\left(r c_{0}, \ldots, r c_{15}\right)$ defined as Table 14.

Table 12: The permutation $\sigma_{r}(r=0, \ldots, 9)$ used by BLAKE2 and BLAKE-256 round functions.

| $\sigma_{0}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma_{1}$ | 14 | 10 | 4 | 8 | 9 | 15 | 13 | 6 | 1 | 12 | 0 | 2 | 11 | 7 | 5 | 3 |
| $\sigma_{2}$ | 11 | 8 | 12 | 0 | 5 | 2 | 15 | 13 | 10 | 14 | 3 | 6 | 7 | 1 | 9 | 4 |
| $\sigma_{3}$ | 7 | 9 | 3 | 1 | 13 | 12 | 11 | 14 | 2 | 6 | 5 | 10 | 4 | 0 | 15 | 8 |
| $\sigma_{4}$ | 9 | 0 | 5 | 7 | 2 | 4 | 10 | 15 | 14 | 1 | 11 | 12 | 6 | 8 | 3 | 13 |
| $\sigma_{5}$ | 2 | 12 | 6 | 10 | 0 | 11 | 8 | 3 | 4 | 13 | 7 | 5 | 15 | 14 | 1 | 9 |
| $\sigma_{6}$ | 12 | 5 | 1 | 15 | 14 | 13 | 4 | 10 | 0 | 7 | 6 | 3 | 9 | 2 | 8 | 11 |
| $\sigma_{7}$ | 13 | 11 | 7 | 14 | 12 | 1 | 3 | 9 | 5 | 0 | 15 | 4 | 8 | 6 | 2 | 10 |
| $\sigma_{8}$ | 6 | 15 | 14 | 9 | 11 | 3 | 0 | 8 | 12 | 2 | 13 | 7 | 1 | 4 | 10 | 5 |
| $\sigma_{9}$ | 10 | 2 | 8 | 4 | 7 | 6 | 1 | 5 | 15 | 11 | 9 | 14 | 3 | 12 | 13 | 0 |

Table 13: The permutation $\sigma_{r}(r=0, \ldots, 6)$ used by BLAKE3 round functions.

| $\sigma_{0}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma_{1}$ | 2 | 6 | 3 | 10 | 7 | 0 | 4 | 13 | 1 | 11 | 12 | 5 | 9 | 14 | 15 | 8 |
| $\sigma_{2}$ | 3 | 4 | 10 | 12 | 13 | 2 | 7 | 14 | 6 | 5 | 9 | 0 | 11 | 15 | 8 | 1 |
| $\sigma_{3}$ | 10 | 7 | 12 | 9 | 14 | 3 | 13 | 15 | 4 | 0 | 11 | 2 | 5 | 8 | 1 | 6 |
| $\sigma_{4}$ | 12 | 13 | 9 | 11 | 15 | 10 | 14 | 8 | 7 | 2 | 5 | 3 | 0 | 1 | 6 | 4 |
| $\sigma_{5}$ | 9 | 14 | 11 | 5 | 8 | 12 | 15 | 1 | 13 | 3 | 0 | 10 | 2 | 6 | 4 | 7 |
| $\sigma_{6}$ | 11 | 15 | 5 | 0 | 1 | 9 | 8 | 6 | 14 | 10 | 2 | 12 | 3 | 4 | 7 | 13 |

Table 14: The round constants $R C=\left(r c_{0}, \ldots, r c_{15}\right)$ used in the BLAKE-256 round functions.


## C Accurate Signed Difference Modeling

In the accurate model, there is $\nabla x[i] \in\{\mathrm{u}, \mathrm{n}, 0,1\}$. With the binary-variable encoding in Table 2, we are can let $\nabla x[i]$.xdiff, $\nabla x[i]$.sign $\in \mathcal{M}$.var and represent the bit conditions with MILP model constraints as Eq. (19).

$$
\begin{align*}
& \mathcal{M} . c o n \leftarrow \nabla x[i] \leftarrow \mathrm{n} \Leftrightarrow \nabla x[i] .(\text { sign }, \operatorname{xdiff})=(1,1) \\
& \mathcal{M} . \mathrm{con} \leftarrow \nabla x[i] \leftarrow \mathrm{u} \Leftrightarrow \nabla x[i] .(\text { sign }, \operatorname{xdiff})=(0,1)  \tag{19}\\
& \mathcal{M} . \mathrm{con} \leftarrow \nabla x[i] \leftarrow 1 \Leftrightarrow \nabla x[i] .(\text { sign }, \operatorname{xdiff})=(1,0) \\
& \mathcal{M} . \mathrm{con} \leftarrow \nabla x[i] \leftarrow 0 \Leftrightarrow \nabla x[i] .(\text { sign }, \text { xdiff })=(0,0)
\end{align*}
$$

Similar to the approximate model, the accurate signed difference propagation of modular adds can be decomposed into half-adders and full-adders. The MILP model capturing the accurate signed difference of modular adds can be described as Algorithm 10 whose underlying models describing half-adders and full-adders are described as Algorithm 11 and Algorithm 12 respectively.

In XOR operations, both sign and xdiff are propagate linearly and can be described as Algorithm 13.

```
Algorithm 10: modAddAcc
    Input : MILP model \(\mathcal{M}\), the word signed differences \(\nabla x\) and \(\nabla y\).
    Output: The updated MILP model \(\mathcal{M}\), the signed difference \(\nabla z, \nabla c\).
    \((\mathcal{M}, \nabla z[0], \nabla c[0]) \leftarrow\) halfAdderAcc \((\mathcal{M}, \nabla x[0], \nabla y[0])\)
    for \(i=1, \ldots, \omega-1\) do
        \((\mathcal{M}, \nabla z[i], \nabla c[i]) \leftarrow\) fullAdderAcc \((\mathcal{M}, \nabla x[i], \nabla y[i], \nabla c[i-1])\)
    Return \((\mathcal{M}, \nabla z, \nabla c)\)
```

| Algorithm 11: halfAdderAcc | Algorithm 12: fullAdderAcc |
| :---: | :---: |
| Input : MILP model $\mathcal{M}$, encoded signed differences $\nabla x[0], \nabla y[0]$ whose sign and xdiff's are binary variables in M.var. | Input : MILP model $\mathcal{M}$, encoded signed differences $\nabla x[i], \nabla y[i], \nabla c[i-1]$ whose sign and xdiff's are binary variables in M.var. |
| Output: The updated MILP model $\mathcal{M}$ and the encoded $\nabla z[0], \nabla c[0]$ whose sign and xdiff's are binary variables in M.var. | Output: The updated MILP model $\mathcal{M}$ and the encoded $\nabla z[i], \nabla c[i]$ whose sign and xdiff's are binary variables in M.var. |
| // Declare variables | // Declare variables |
| 1 M.var $\leftarrow \nabla z[0]$.sign, $\nabla z[0]$.xdiff, $\nabla c[0]$.sign, $\nabla c[0]$.xdiff as binaries. | 1 M.var $\leftarrow \nabla z[i]$.sign, $\nabla z[i]$.xdiff, $\nabla c[i]$.sign, $\nabla c[i]$.xdiff as binaries. |
| // Define the column vector | // Define the column vector |
| $\begin{gathered} 2 \boldsymbol{x}=(\nabla x[0] . \text { sign, } \nabla x[0] . x d i f f, \\ \nabla y[0] . \text { sign, } \nabla y[0] . x d i f f, \\ \nabla z[0] . \text { sign, } \nabla z[0] . \text {.xdiff }, \\ \nabla c[0] . \text { sign, } \nabla c[0] . x d i f f)^{T} \end{gathered}$ | $2 \boldsymbol{x}=(\nabla x[i]$.sign, $\nabla x[i]$.xdiff, <br> $\nabla y[i]$.sign, $\nabla y[i]$.xdiff, <br> $\nabla c[i-1]$. sign, $\nabla c[i-1] . x d i f f$, <br> $\nabla z[i]$.sign, $\nabla z[i]$.xdiff, <br> $\nabla c[i]$.sign, $\nabla c[i]$.xdiff $)^{T}$ |
| // Add constraints. Matrix $\hat{A}_{h}$ and column vector $\hat{b}_{h}$ are defined as Eq. (20) | // Add constraints. Matrix $\hat{A}_{f}$ and column vector $\hat{b}_{f}$ are defined as Eq. (21) |
| 3 M.con $\leftarrow \hat{A}_{h} \boldsymbol{x}+\hat{\boldsymbol{b}}_{h} \geq \mathbf{0}$ | з $\mathcal{M}$.con $\leftarrow \hat{A}_{f} \boldsymbol{x}+\hat{\boldsymbol{b}}_{f} \geq \mathbf{0}$ |
| ${ }_{4}$ Return ( $\left.\mathcal{M}, \nabla z[0], \nabla c[0]\right)$ | 4 Return ( $\mathcal{M}, \nabla z[i], \nabla c[i])$ |

$$
\hat{A}_{h}=\left(\begin{array}{cccccccc}
1 & 0 & 1 & 0 & -1 & 0 & -2 & 0  \tag{20}\\
-1 & 0 & -1 & 0 & 1 & 0 & 2 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & -2 \\
0 & -1 & 0 & -1 & 0 & -1 & -2 & 2 \\
2 & 1 & 2 & 1 & 0 & -1 & -2 & -2 \\
0 & 1 & -2 & -1 & 0 & 1 & 2 & -2 \\
-2 & -1 & 0 & 1 & 0 & 1 & 2 & -2 \\
0 & -1 & -2 & 1 & 0 & -1 & 0 & 2 \\
-2 & 1 & 0 & -1 & 0 & -1 & 0 & 2 \\
2 & -1 & 2 & -1 & 0 & 1 & -4 & 2
\end{array}\right) \hat{\boldsymbol{b}}_{h}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
2 \\
0 \\
2 \\
2 \\
2 \\
2 \\
0
\end{array}\right)
$$

$$
\hat{A}_{f}=\left(\begin{array}{cccccccccc}
1 & 0 & 1 & 0 & 1 & 0 & -1 & 0 & -2 & 0  \tag{21}\\
-1 & 0 & -1 & 0 & -1 & 0 & 1 & 0 & 2 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & -2 \\
0 & -1 & 0 & -1 & 0 & -1 & 0 & -1 & 0 & 2 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & -1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & -1 & 0 & -1 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & -1 & 0 & -1 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & -1 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & -1 & 2 & 1 & 2 & 2 \\
0 & 1 & 2 & -1 & 2 & -1 & -2 & -1 & -2 & 2 \\
0 & -1 & -2 & 1 & 0 & -1 & 0 & -1 & 2 & 2 \\
0 & -1 & 0 & -1 & -2 & 1 & 0 & -1 & 2 & 2 \\
0 & 1 & 0 & 1 & 0 & 1 & 2 & -1 & 2 & -2 \\
0 & -1 & 2 & 1 & 0 & -1 & 0 & -1 & -2 & 2 \\
0 & -1 & -2 & 1 & -2 & 1 & 2 & 1 & 2 & -2 \\
0 & 1 & 0 & 1 & -2 & -1 & 0 & 1 & 2 & -2 \\
0 & 1 & -2 & -1 & -2 & -1 & 2 & -1 & 2 & 2 \\
0 & 1 & 0 & 1 & 2 & -1 & 0 & 1 & -2 & -2 \\
0 & -1 & 0 & -1 & 2 & 1 & 0 & -1 & -2 & 2 \\
0 & 1 & 2 & -1 & 0 & 1 & 0 & 1 & -2 & -2 \\
0 & 1 & -2 & -1 & 0 & 1 & 0 & 1 & 2 & -2 \\
0 & -1 & 2 & 1 & 2 & 1 & -2 & 1 & -2 & -2 \\
0 & 1 & 0 & 1 & 0 & 1 & -2 & -1 & -2 & -2 \\
0 & -1 & 0 & -1 & 0 & -1 & -2 & 1 & -2 & 2
\end{array}\right) \quad \hat{b}_{f}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
2 \\
0 \\
0 \\
0 \\
0 \\
2 \\
2 \\
2 \\
2 \\
0 \\
2 \\
2 \\
2 \\
0 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
4 \\
4
\end{array}\right)
$$

```
Algorithm 13: xorAcc
    Input : MILP model \(\mathcal{M}\), the word signed differences \(\nabla x\) and \(\nabla y\)
    Output: The updated MILP model \(\mathcal{M}\), the signed difference \(\nabla z\)
    for \(i=0, \ldots, \omega-1\) do
        \((\mathcal{M}, \nabla z[i]\).xdiff \() \leftarrow \operatorname{xorModel}(\mathcal{M}, \nabla x[i]\).xdiff, \(\nabla y[i]\).xdiff \()\)
        \((\mathcal{M}, \nabla z[i]\).sign \() \leftarrow \operatorname{xorModel}(\mathcal{M}, \nabla x[i]\).sign, \(\nabla y[i]\).sign \()\)
    Return \((\mathcal{M}, \nabla z)\)
```


## D Digraph Construction

The computation process of the $h G$ function in Eq. (8) can be captured with a digraph with 5 input word nodes $\left(\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{3}, \boldsymbol{m}\right), 4$ output word nodes $\left(\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{3}\right)$ and 4 operator nodes $\left(\boldsymbol{o p} \boldsymbol{p}_{0}, \ldots, \boldsymbol{o} \boldsymbol{p}_{3}\right)$. The operator nodes can be defined as Ta-
ble 15 and the digraph can be computed as $\left(\mathcal{G}, \boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{3}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{3}, \alpha, \beta\right)$ defined in Algorithm 14.

Table 15: The operator nodes for $h G$ in Eq. (8)

| Operation |  | $\boldsymbol{o p}_{0}$ | $\boldsymbol{o p}_{3}$ | $\boldsymbol{o p}_{2}$ | $\boldsymbol{o p}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Structure | ADD | XOR | ADD | XOR |  |
| type | 0 | $\alpha$ | 0 | $\beta$ |  |
| rotBit | 0 | 0 | 0 | 0 |  |
| const | $\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{m}\right\}$ | $\left\{\boldsymbol{y}_{0}, \boldsymbol{x}_{3}\right\}$ | $\left\{\boldsymbol{y}_{3}, \boldsymbol{x}_{2}\right\}$ | $\left\{\boldsymbol{y}_{2}, \boldsymbol{x}_{1}\right\}$ |  |
| iWords | $\boldsymbol{y}_{0}$ | $\boldsymbol{y}_{3}$ | $\boldsymbol{y}_{2}$ | $\boldsymbol{y}_{1}$ |  |
| oWord |  |  |  |  |  |

```
Algorithm 14: hGDigraph
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), input word nodes \(\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{3}, \boldsymbol{m} \in \mathcal{V}_{w}\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the output word nodes
            \(\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{3} \in \mathcal{V}_{w}\)
    1 Declare new word node \(\boldsymbol{y}_{0}, \ldots \boldsymbol{y}_{3}\)
    2 Declare new operator nodes \(\boldsymbol{o p} \boldsymbol{p}_{0}, \ldots \boldsymbol{o p _ { 3 }}\) as in Table 15
    3 Set the \(\boldsymbol{y}_{i}\).parent \(\leftarrow\left\{\boldsymbol{o p}_{i}\right\}\) for \(i=0, \ldots, 3\)
    4 Update the word node set of \(\mathcal{V}\) as \(\mathcal{V}_{w} \leftarrow \mathcal{V}_{w} \bigcup\left\{\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{3}\right\}\)
    5 Update the operator node set of \(\mathcal{V}\) as \(\mathcal{V}_{o} \leftarrow \mathcal{V}_{o} \bigcup\left\{\boldsymbol{o p}_{0}, \ldots, \boldsymbol{o p}_{3}\right\}\)
    6 Update the edge set
```



```
    Return \(\left(\mathcal{G}(\mathcal{V}, \mathcal{E}), \boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{3}\right)\).
```


## D. 1 The Digraph Construction for BLAKE3

With the word nodes $\boldsymbol{V}^{r}=\left(\boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{v}_{15}^{r}\right)$ and $\boldsymbol{M}=\left(\boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right)$ corresponding to the $V^{r}$ and $M$ words, the update $\operatorname{digraph} \mathcal{G}(\mathcal{V}, \mathcal{E})$ capturing the computation $V^{r} \rightarrow T V^{r}$ can be generated by calling Algorithm 15 as $\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r}\right) \leftarrow$ b3DigUpdateTv $\left(\mathcal{G}, \boldsymbol{V}^{r}, \boldsymbol{M}, r\right)$. Similarly, the digraph from $T V^{r-0.5}$ to $V^{r}$ can be captured with the digraph generated by Algorithm 16 as $\left(\mathcal{G}, \boldsymbol{V}^{r}\right) \leftarrow \operatorname{b3DigUpdateV}\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}, \boldsymbol{M}, r\right)$. So the whole digraph from $V^{r_{0}}$ to $V^{r_{1}}$ can be constructed by calling $\left(\mathcal{G}, \boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\right) \leftarrow$ b3Digraph $\left(r_{0}, r_{1}\right)$ in Algorithm 17.

## D. 2 The Digraph Construction for BLAKE2s

Same with BLAKE3, the digraph from $V^{r_{0}}$ to $V^{r_{1}}\left(0 \leq r_{0}<r_{1} \leq 10\right)$ can be constructed by calling $\left(\mathcal{G}, \boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\right) \leftarrow \operatorname{b} 2 \operatorname{sDigraph}\left(r_{0}, r_{1}\right)$ in Algorithm 18.

```
Algorithm 15: b3DigUpdateTv
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors \(\boldsymbol{V}^{r}, \boldsymbol{M} \in \mathcal{V}_{w}\)
                corresponding to the state words in \(V^{r}\) and the message words in \(M\)
                respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{T} \boldsymbol{V}^{r}\)
                corresponding to the state words in \(T V^{r}\)
    if \(r \in \mathbb{Z}\) then
        \(\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 0 , 4 , 8 , 1 2 } ^ { r }}\right) \leftarrow \mathrm{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}, \boldsymbol{m}_{\sigma_{r}(0)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}, \boldsymbol{m}_{\sigma_{r}(2)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}, \boldsymbol{m}_{\sigma_{r}(4)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,7,11,15}^{r}, \boldsymbol{m}_{\sigma_{r}(6)}, 16,12\right)\).
    else
        \(\left(\mathcal{G}, \boldsymbol{t v}_{0,5,10,15}^{r}\right) \leftarrow \mathrm{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(8)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,6,11,12}^{r}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(10)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,7,8,13}^{r}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(12)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,4,9,14}^{r}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(14)}, 16,12\right)\).
    Assign \(\boldsymbol{T} \boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{t v}_{0}^{r}, \ldots, \boldsymbol{v v}_{15}^{r}\right)\)
    Return \(\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r}\right)\).
```

```
Algorithm 16: b3DigUpdateV
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors
        \(\boldsymbol{T} \boldsymbol{V}^{r-0.5}, \boldsymbol{M} \in \mathcal{V}_{w}\) corresponding to the state words in \(T V^{r-0.5}\) and
        the message words in \(M\) respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{V}^{r}\)
        corresponding to the state words in \(V^{r}\)
    if \(r \notin \mathbb{Z}\) then
        \(\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 0 , 4 , 8 , 1 2 } ^ { r - 0 . 5 }}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(1)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 1 , 5 , 9 , 1 3 } ^ { r - 0 . 5 }}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(3)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 2 , 6 , 1 0 , 1 4 } ^ { r - 0 . 5 }}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(5)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{3,7,11,15}^{r-0.5}, \boldsymbol{m}_{\sigma_{\lfloor r\rfloor}(7)}, 8,7\right)\).
    else
        \(\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{0,5,10,15}^{r-0.5}, \boldsymbol{m}_{\sigma_{r-1}(9)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{1,6,11,12}^{r-0.5}, \boldsymbol{m}_{\sigma_{r-1}(11)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{2,7,8,13}^{r-0.5}, \boldsymbol{m}_{\sigma_{r-1}(13)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{3,4,9,14}^{r-0.5}, \boldsymbol{m}_{\sigma_{r-1}(15)}, 8,7\right)\).
    Assign \(\boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{v}_{15}^{r}\right)\)
    Return ( \(\mathcal{G}, \boldsymbol{V}^{r}\) ).
```

```
Algorithm 17: b3Digraph
    Input : The starting round \(r_{0}\) and the ending round \(r_{1}\) where
                            \(0 \leq r_{0}<r_{1} \leq 7\) the round number \(r\)
    Output: The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) capturing the computation from \(V^{r_{0}}\) to \(V^{r_{1}}\),
                the word node vectors \(\boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\) corresponding to the words in
                starting and ending states
    1 Declare a word node vector \(\boldsymbol{V}^{r_{0}}=\left(\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}\right)\) with \(\boldsymbol{v}_{i}^{r_{0}}\). parent \(=\phi\) for
    \(i=0, \ldots, 15\)
2 Declare a word node vector \(\boldsymbol{M}=\left(\boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right)\) with \(\boldsymbol{m}_{i} \cdot\) parent \(=\phi\) for
    \(i=0, \ldots, 15\)
3 Initialize digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) with the word node set of \(\mathcal{V}\) defined as
    \(\mathcal{V}_{w} \leftarrow\left\{\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}, \boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right\}\)
    for \(r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}\) do
        Call Algorithm 15 as \(\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}\right) \leftarrow\) b3DigUpdate \(\operatorname{Tv}\left(\mathcal{G}, \boldsymbol{V}^{r-0.5}, r-0.5\right)\)
        Call Algorithm 16 as \(\left(\mathcal{G}, \boldsymbol{V}^{r}\right) \leftarrow \operatorname{b3DigUpdateV}\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}, r\right)\)
    Assign \(\boldsymbol{V}^{r_{1}} \leftarrow\left(\boldsymbol{v}_{0}^{r_{1}}, \ldots, \boldsymbol{v}_{15}^{r_{1}}\right)\)
    Return \(\left(\mathcal{G}(\mathcal{V}, \mathcal{E}), \boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\right)\).
```

Algorithm 18 only differs with Algorithm 17 in the round function definitions: the b2DigUpdateTv and b2DigUpdateV used in BLAKE2s round functions are defined in Algorithm 19 and Algorithm 20 respectively.

## D. 3 The Digraph Construction for BLAKE-256

BLAKE-256 and BLAKE2s round functions share the same $\sigma_{r}$. The only difference is that, in BLAKE-256, the message word is XORed with a round constant word before taking part in the $h G$ computations. The computation $V^{r} \rightarrow T V^{r}$ takes 4 constant-XORed message words denoted as $M V^{r}=\left(m v_{0}^{r}, \ldots, m v_{3}^{r}\right)$. For $T V^{r-0.5} \rightarrow V^{r}$, the 4 words are denoted as $M T^{r}=\left(m t_{0}^{r-0.5}, \ldots, m t_{3}^{r-0.5}\right)$. So we define $\left(\mathcal{G}, \boldsymbol{M} \boldsymbol{T}^{r}\right) \leftarrow \operatorname{mtDigraph}(\mathcal{G}, \boldsymbol{M}, r)$ and $\left(\mathcal{G}, \boldsymbol{M} \boldsymbol{V}^{r}\right) \leftarrow \operatorname{mvDigraph}(\mathcal{G}, \boldsymbol{M}, r)$ as Algorithm 25 and Algorithm 24 respectively to capture the digraph changes. Then, the computations $V^{r} \rightarrow T V^{r}$ and $T V^{r-0.5} \rightarrow V^{r}$ can be captured by Algorithm 22 and Algorithm 23 respectively so the digraph from $V^{r_{0}}$ to $V^{r_{1}}$ can be acquired by calling Algorithm 21.

## E MILP Models Used in the Paper

The commonly used MILP models capturing the XOR operation of two bits and the OR operation of $n$ bits are already defined and used in almost all existing MILP-aided cryptanalysis results. We simply present them as Algorithm 26 and Algorithm 27.

## E. 1 The Model Capturing Newly Generated Bit Conditions

According to Proposition 1, given the digraph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ and the corresponding lookup table $\mathcal{T}$ mapping all word nodes to their signed differences, the bit con-

```
Algorithm 18: b2sDigraph
    Input : The starting round \(r_{0}\) and the ending round \(r_{1}\) where
        \(0 \leq r_{0}<r_{1} \leq 7\) the round number \(r\)
    Output: The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) capturing the computation from \(V^{r_{0}}\) to \(V^{r_{1}}\),
                the word node vectors \(\boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\) corresponding to the words in
                starting and ending states
    1 Declare a word node vector \(\boldsymbol{V}^{r_{0}}=\left(\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}\right)\) with \(\boldsymbol{v}_{i}^{r_{0}} \cdot\) parent \(=\phi\) for
    \(i=0, \ldots, 15\)
    2 Declare a word node vector \(\boldsymbol{M}=\left(\boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right)\) with \(\boldsymbol{m}_{i} \cdot \mathrm{parent}=\phi\) for
    \(i=0, \ldots, 15\)
3 Initialize digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) with the word node set of \(\mathcal{V}\) defined as
    \(\mathcal{V}_{w} \leftarrow\left\{\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}, \boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right\}\)
    for \(r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}\) do
        Call Algorithm 19 as \(\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}\right) \leftarrow \mathrm{b} 2 \mathrm{sDigUpdateTv}\left(\mathcal{G}, \boldsymbol{V}^{r-0.5}, r-0.5\right)\)
        Call Algorithm 20 as \(\left(\mathcal{G}, \boldsymbol{V}^{r}\right) \leftarrow \mathrm{b} 2 \mathrm{sDigUpdateV}\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}, r\right)\)
    Assign \(\boldsymbol{V}^{r_{1}} \leftarrow\left(\boldsymbol{v}_{0}^{r_{1}}, \ldots, \boldsymbol{v}_{15}^{r_{1}}\right)\)
    Return \(\left(\mathcal{G}(\mathcal{V}, \mathcal{E}), \boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\right)\).
```

```
Algorithm 19: b2sDigUpdateTv
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors \(\boldsymbol{V}^{r}, \boldsymbol{M} \in \mathcal{V}_{w}\)
                corresponding to the state words in \(V^{r}\) and the message words in \(M\)
                respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{T} \boldsymbol{V}^{r}\)
                corresponding to the state words in \(T V^{r}\)
    Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
    if \(r \in \mathbb{Z}\) then
        \(\left(\mathcal{G}, \boldsymbol{t v}_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}, \boldsymbol{m}_{\sigma_{\underline{r}}(0)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}, \boldsymbol{m}_{\sigma_{r}(2)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}, \boldsymbol{m}_{\sigma_{\underline{r}}(4)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,7,11,15}^{r}, \boldsymbol{m}_{\sigma_{\underline{r}}(6)}, 16,12\right)\).
    else
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}, \boldsymbol{m}_{\sigma_{\underline{r}}(8)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,6,11,12}^{r}, \boldsymbol{m}_{\sigma_{\underline{r}}(10)}^{\prime}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t}_{2,7,8,13}^{r}\right) \leftarrow \mathrm{h} \operatorname{CDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,7,8,13}^{r}, \boldsymbol{m}_{\sigma_{\underline{r_{-}}}(12)}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{3,4,9,14}^{r}\right) \leftarrow \mathrm{h} \operatorname{GDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,4,9,14}^{r}, \boldsymbol{m}_{\sigma_{\underline{\Sigma}}(14)}^{r}, 16,12\right)\).
    Assign \(\boldsymbol{T} \boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{t} \boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{t} \boldsymbol{v}_{15}^{r}\right)\)
    Return \(\left(\mathcal{G}, \boldsymbol{T V}^{r}\right)\).
```

```
Algorithm 20: b2sDigUpdateV
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors
                \(\boldsymbol{T} \boldsymbol{V}^{r-0.5}, \boldsymbol{M} \in \mathcal{V}_{w}\) corresponding to the state words in \(T V^{r-0.5}\) and
                the message words in \(M\) respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{V}^{r}\)
                corresponding to the state words in \(V^{r}\)
    if \(r \notin \mathbb{Z}\) then
        Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
        \(\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{0,4,8,12}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{\underline{r}}}(1)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{1,5,9,13}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{\underline{x}}}(3)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{2,6,10,14}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{r}}(5)}, 8,7\right)\).
```



```
    else
        Define \(\underline{r} \leftarrow(r-1) \bmod 10\)
        \(\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{0,5,10,15}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{r}}(9)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{1,6,11,12}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{r}}(11)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{2,7,8,13}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{r}}(13)}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{3,4,9,14}^{r-0.5}, \boldsymbol{m}_{\sigma_{\underline{r}}(15)}, 8,7\right)\).
    Assign \(\boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{v}_{15}^{r}\right)\)
    Return \(\left(\mathcal{G}, \boldsymbol{V}^{r}\right)\).
```

```
Algorithm 21: b256Digraph
    Input : The starting round \(r_{0}\) and the ending round \(r_{1}\) where
                            \(0 \leq r_{0}<r_{1} \leq 7\) the round number \(r\)
    Output: The digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) capturing the computation from \(V^{r_{0}}\) to \(V^{r_{1}}\),
                the word node vectors \(\boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\) corresponding to the words in
                starting and ending states
    1 Declare a word node vector \(\boldsymbol{V}^{r_{0}}=\left(\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}\right)\) with \(\boldsymbol{v}_{i}^{r_{0}}\). parent \(=\phi\) for
        \(i=0, \ldots, 15\)
    2 Declare a word node vector \(\boldsymbol{M}=\left(\boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right)\) with \(\boldsymbol{m}_{i}\). parent \(=\phi\) for
        \(i=0, \ldots, 15\)
    3 Initialize digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) with the word node set of \(\mathcal{V}\) defined as
        \(\mathcal{V}_{w} \leftarrow\left\{\boldsymbol{v}_{0}^{r_{0}}, \ldots, \boldsymbol{v}_{15}^{r_{0}}, \boldsymbol{m}_{0}, \ldots, \boldsymbol{m}_{15}\right\}\)
    4 for \(r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}\) do
        Call Algorithm 22 as \(\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}\right) \leftarrow \mathrm{b} 256 \mathrm{DigUpdateTv}\left(\mathcal{G}, \boldsymbol{V}^{r-0.5}, r-0.5\right)\)
        Call Algorithm 23 as \(\left(\mathcal{G}, \boldsymbol{V}^{r}\right) \leftarrow \mathrm{b} 256 \operatorname{DigUpdateV}\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r-0.5}, r\right)\)
    Assign \(\boldsymbol{V}^{r_{1}} \leftarrow\left(\boldsymbol{v}_{0}^{r_{1}}, \ldots, \boldsymbol{v}_{15}^{r_{1}}\right)\)
    Return \(\left(\mathcal{G}(\mathcal{V}, \mathcal{E}), \boldsymbol{V}^{r_{0}}, \boldsymbol{V}^{r_{1}}\right)\).
```

```
Algorithm 22: b256DigUpdateTv
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors \(\boldsymbol{V}^{r}, \boldsymbol{M} \in \mathcal{V}_{w}\)
                corresponding to the state words in \(V^{r}\) and the message words in \(M\)
                respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{T} \boldsymbol{V}^{\boldsymbol{r}}\)
                corresponding to the state words in \(T V^{r}\)
    \(\left(\mathcal{G}, \boldsymbol{M} \boldsymbol{V}^{r}\right) \leftarrow \operatorname{mvDigraph}(\mathcal{G}, \boldsymbol{M}, r)\) Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
    if \(r \in \mathbb{Z}\) then
        \(\left(\mathcal{G}, \boldsymbol{t v _ { 0 , 4 , 8 , 1 2 } ^ { r }}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}, \boldsymbol{m} \boldsymbol{v}_{0}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}, \boldsymbol{m} \boldsymbol{v}_{1}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}, \boldsymbol{m} \boldsymbol{v}_{2}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,7,11,15}^{r}, \boldsymbol{m} \boldsymbol{v}_{3}, 16,12\right)\).
    else
        \(\left(\mathcal{G}, \boldsymbol{t v}_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}, \boldsymbol{m} \boldsymbol{v}_{0}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{1,6,11,12}^{r}, \boldsymbol{m} \boldsymbol{v}_{1}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t} \boldsymbol{v}_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{2,7,8,13}^{r}, \boldsymbol{m} \boldsymbol{v}_{2}, 16,12\right)\).
        \(\left(\mathcal{G}, \boldsymbol{t v}_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{v}_{3,4,9,14}^{r}, \boldsymbol{m} \boldsymbol{v}_{3}, 16,12\right)\).
    Assign \(\boldsymbol{T} \boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{t v _ { 0 } ^ { r }}, \ldots, \boldsymbol{t} \boldsymbol{v}_{15}^{r}\right)\)
    Return \(\left(\mathcal{G}, \boldsymbol{T} \boldsymbol{V}^{r}\right)\).
```

```
Algorithm 23: b256DigUpdateV
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vectors
            \(\boldsymbol{T} \boldsymbol{V}^{r-0.5}, \boldsymbol{M} \in \mathcal{V}_{w}\) corresponding to the state words in \(T V^{r-0.5}\) and
            the message words in \(M\) respectively, the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{V}^{r}\)
            corresponding to the state words in \(V^{r}\)
    \(\left(\mathcal{G}, \boldsymbol{M} \boldsymbol{T}^{r-0.5}\right) \leftarrow \operatorname{mvDigraph}(\mathcal{G}, \boldsymbol{M}, r-0.5)\)
    if \(r \notin \mathbb{Z}\) then
        \(\left(\mathcal{G}, \boldsymbol{v}_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{0,4,8,12}^{r-0.5}, \boldsymbol{m t}_{0}^{r-0.5}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 1 , 5 , 9 , 1 3 } ^ { r - 0 . 5 }}, \boldsymbol{m} \boldsymbol{t}_{1}^{r-0.5}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{2,6,10,14}^{r-0.5}, \boldsymbol{m}_{2}^{r-0.5}, 8,7\right)\).
        \(\left(\mathcal{G}, \boldsymbol{v}_{3,7,11,15}^{r}\right) \leftarrow \mathrm{hGDigraph}\left(\mathcal{G}, \boldsymbol{t \boldsymbol { v } _ { 3 , 7 , 1 1 , 1 5 } ^ { r - 0 . 5 } , \boldsymbol { m } \boldsymbol { t } _ { 3 } ^ { r - 0 . 5 } , 8 , 7 ) \text { . } . . . . . ~}\right.\)
    else
            \(\left(\mathcal{G}, \boldsymbol{v}_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGDigraph}\left(\mathcal{G}, \boldsymbol{t v}_{0,5,10,15}^{r-0.5}, \boldsymbol{m} \boldsymbol{t}_{0}^{r-0.5}, 8,7\right)\).
```





```
    Assign \(\boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{v}_{15}^{r}\right)\)
    Return \(\left(\mathcal{G}, \boldsymbol{V}^{r}\right)\).
```

```
Algorithm 24: mtDigraph
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(\boldsymbol{M} \in \mathcal{V}_{w}\)
            corresponding to the the message words in \(M\), the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 4 -word-node vector \(\boldsymbol{M T} \boldsymbol{T}^{r}\) message
                    words XORed with constants
    for \(i=0, \ldots, 3\) do
        Declare a word node \(\boldsymbol{m} \boldsymbol{t}_{i}^{r}\)
        if \(r \in \mathbb{Z}\) then
            Define \(\underline{r} \leftarrow r \bmod 10\)
            Declare an operator node \(\boldsymbol{o p} \boldsymbol{p}_{i}\) satisfying
                    \(\boldsymbol{o p}_{i} \cdot\left\{\begin{array}{l}\text { type }=\text { XOR }, \text { rotBit }=0, \text { const }=r c_{\sigma_{\underline{r}}(2 i)} \\ \text { iWords }=\left\{\boldsymbol{m}_{\sigma_{\underline{r}}(2 i+1)}\right\}, \text { oWord }=\boldsymbol{m} \boldsymbol{t}_{i}^{r}\end{array}\right\}\)
            Assign \(\boldsymbol{m t}_{i}^{r}\).parent \(\leftarrow\left\{\boldsymbol{o p}_{i}\right\}\)
            Update the word node set of \(\mathcal{V}\) as \(\mathcal{V}_{w} \leftarrow \mathcal{V}_{w} \bigcup\left\{\boldsymbol{m} \boldsymbol{t}_{i}^{r}\right\}\)
            Update the operator node set of \(\mathcal{V}\) as \(\mathcal{V}_{o} \leftarrow \mathcal{V}_{o} \bigcup\left\{\boldsymbol{o p}_{i}\right\}\)
            Update the edges set as
                                    \(\mathcal{E} \leftarrow \mathcal{E} \bigcup\left\{\overrightarrow{\left(\boldsymbol{m}_{\sigma_{\underline{\underline{r}}}(2 i+1)}, \boldsymbol{o \boldsymbol { p } _ { i }}\right)}, \overrightarrow{\left(\boldsymbol{o \boldsymbol { p } _ { i }}, \boldsymbol{m} \boldsymbol{t}_{i}^{r}\right)}\right\}\)
        else
            Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
            Declare an operator node \(\boldsymbol{o} \boldsymbol{p}_{i}\) satisfying:
\[
\boldsymbol{o p}_{i} \cdot\left\{\begin{array}{l}
\text { type }=\text { XOR }, \text { rotBit }=0, \text { const }=r c_{\sigma_{\underline{r}}(2 i+8)} \\
\text { iWords }=\left\{\boldsymbol{m}_{\sigma_{\underline{r}}(2 i+1+8)}\right\}, \text { oWord }=\boldsymbol{m} \boldsymbol{t}_{i}^{r}
\end{array}\right\}
\]
Assign \(\boldsymbol{m} \boldsymbol{t}_{i}^{r}\).parent \(\leftarrow\left\{\boldsymbol{o p}_{i}\right\}\)
Update the word node set of \(\mathcal{V}\) as \(\mathcal{V}_{w} \leftarrow \mathcal{V}_{w} \bigcup\left\{\boldsymbol{m} \boldsymbol{t}_{i}^{r}\right\}\)
Update the operator node set of \(\mathcal{V}\) as \(\mathcal{V}_{o} \leftarrow \mathcal{V}_{o} \bigcup\left\{\boldsymbol{o p}_{i}\right\}\)
Update the edges set as
\[
\mathcal{E} \leftarrow \mathcal{E} \bigcup\left\{\overrightarrow{\left(\boldsymbol{m}_{\sigma_{\underline{r}}(2 i+1+8)}, \boldsymbol{o} \boldsymbol{p}_{i}\right)}, \overrightarrow{\left(\boldsymbol{o p}_{i}, \boldsymbol{m} \boldsymbol{t}_{i}^{r}\right)}\right\}
\]
Define \(\boldsymbol{M} \boldsymbol{T}^{r} \leftarrow\left(\boldsymbol{m} \boldsymbol{t}_{0}^{r}, \ldots, \boldsymbol{m} \boldsymbol{t}_{3}^{r}\right)\)
Return ( \(\mathcal{G}, \boldsymbol{M T}^{r}\) ).
```

```
Algorithm 25: mvDigraph
    Input : The initial digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 16 -word-node vector \(M \in \mathcal{V}_{w}\)
            corresponding to the the message words in \(M\), the round number \(r\)
    Output: The updated digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the 4 -word-node vector \(\boldsymbol{M} \boldsymbol{V}^{r}\)
                    message words XORed with constants
    for \(i=0, \ldots, 3\) do
        Declare a word node \(\boldsymbol{m} \boldsymbol{v}_{\boldsymbol{i}}^{r}\)
        if \(r \in \mathbb{Z}\) then
            Define \(\underline{r} \leftarrow r \bmod 10\)
            Declare a operator node \(\boldsymbol{o p} \boldsymbol{p}_{i}\) satisfying
                \(\boldsymbol{o} \boldsymbol{p}_{i} \cdot\left\{\begin{array}{l}\text { type }=\text { XOR }, \text { rotBit }=0, \text { const }=r c_{\sigma_{\underline{r}}(2 i+1)} \\ \text { iWords }=\left\{\boldsymbol{m}_{\sigma_{\underline{\underline{r}}}(2 i)}\right\}, \text { oWord }=\boldsymbol{m} \boldsymbol{v}_{i}^{r}\end{array}\right\}\)
            Assign \(\boldsymbol{m} \boldsymbol{v}_{i}^{r}\).parent \(\leftarrow\left\{\boldsymbol{o p}_{i}\right\}\)
            Update the word node set of \(\mathcal{V}\) as \(\mathcal{V}_{w} \leftarrow \mathcal{V}_{w} \bigcup\left\{\boldsymbol{m} \boldsymbol{v}_{i}^{r}\right\}\)
            Update the operator node set of \(\mathcal{V}\) as \(\mathcal{V}_{o} \leftarrow \mathcal{V}_{o} \bigcup\left\{\boldsymbol{o p}_{i}\right\}\)
            Update the edges set as
                \(\left.\mathcal{E} \leftarrow \mathcal{E} \bigcup\left\{\overrightarrow{\left(\boldsymbol{m}_{\sigma_{\underline{r}}(2 i)}, \boldsymbol{o} \boldsymbol{p}_{i}\right.}\right), \overrightarrow{\left(\boldsymbol{o p}_{i}, \boldsymbol{m} \boldsymbol{v}_{i}^{r}\right)}\right\}\)
        else
            Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
            Declare a operator node \(\boldsymbol{o} \boldsymbol{p}_{\boldsymbol{i}}\) satisfying:
\[
\boldsymbol{o} \boldsymbol{p}_{i} \cdot\left\{\begin{array}{l}
\text { type }=\text { XOR, rotBit }=0, \text { const }=r c_{\sigma_{\underline{r}}(2 i+1+8)} \\
\text { iWords }=\left\{\boldsymbol{m}_{\sigma_{\underline{r}}(2 i+8)}\right\}, \text { oWord }=\boldsymbol{m} \boldsymbol{v}_{i}^{r}
\end{array}\right\}
\]
Assign \(\boldsymbol{m} \boldsymbol{v}_{i}^{r}\).parent \(\leftarrow\left\{\boldsymbol{o p}_{i}\right\}\)
Update the word node set of \(\mathcal{V}\) as \(\mathcal{V}_{w} \leftarrow \mathcal{V}_{w} \bigcup\left\{\boldsymbol{m} \boldsymbol{v}_{i}^{r}\right\}\)
Update the operator node set of \(\mathcal{V}\) as \(\mathcal{V}_{o} \leftarrow \mathcal{V}_{o} \bigcup\left\{\boldsymbol{o p}_{i}\right\}\)
Update the edges set as
\[
\left.\mathcal{E} \leftarrow \mathcal{E} \bigcup\left\{\overrightarrow{\left(\boldsymbol{m}_{\sigma_{\underline{\underline{r}}}(2 i+8)}, \boldsymbol{o} \boldsymbol{p}_{i}\right.}\right), \overrightarrow{\left(\boldsymbol{o} \boldsymbol{p}_{i}, \boldsymbol{m} \boldsymbol{v}_{i}^{r}\right)}\right\}
\]
Define \(\boldsymbol{M} \boldsymbol{V}^{r} \leftarrow\left(\boldsymbol{m} \boldsymbol{v}_{0}^{r}, \ldots, \boldsymbol{m} \boldsymbol{v}_{3}^{r}\right)\)
Return \(\left(\mathcal{G}, \boldsymbol{M V}^{r}\right)\).
```

$$
\begin{aligned}
& \text { Algorithm 26: xorModel } \\
& \text { Input : The initial MILP model } \mathcal{M} \text {, the binary variables } x, y \in \mathcal{M} . \mathrm{var} \\
& \text { Output: The updated MILP model } \mathcal{M} \text {, the binary variable } z \in \mathcal{M} . \mathrm{var} \\
& \quad \text { satirfying } z=x \oplus y \\
& \mathbf{1} \text { Declare the variable } \mathcal{M} . \text { var } \leftarrow z \text { as binary. } \\
& \mathbf{2} \text { Update } \mathcal{M} \text { by adding the constraints: } \\
& \qquad \mathcal{M} . \operatorname{con} \leftarrow\left\{\begin{array}{c}
x+y-z \geq 0 \\
x-y+z \geq 0 \\
-x+y+z \geq 0 \\
x+y+z \leq 2
\end{array}\right.
\end{aligned}
$$

Return $(\mathcal{M}, z)$.

```
Algorithm 27: orModel
    Input : The initial MILP model \(\mathcal{M}\), the binary variables \(x_{1}, \ldots, x_{n} \in \mathcal{M}\).var
    Output: The updated MILP model \(\mathcal{M}\), the binary variable \(y \in \mathcal{M}\).var
    1 Declare the variable \(\mathcal{M}\).var \(\leftarrow y\) as binary.
    2 Update \(\mathcal{M}\) by adding the constraints:
\[
\mathcal{M . c o n} \leftarrow\left\{\begin{array}{l}
y \geq x_{i}, i=1, \ldots, n \\
y \leq \sum_{i=1}^{n} x_{i}
\end{array}\right.
\]
```

Return $(\mathcal{M}, y)$.
ditions generated by each modular add operation can be captured with the summations of the binary variables $\theta_{0}, \ldots, \theta_{\omega-2}$ in Eq. (14). Such $\theta^{\prime}$ 's can be stored in a set $\mathcal{S}$ generated by Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$. In this way, the objective function in Eq. (15) can be equivalently represented as

$$
\begin{equation*}
\mathcal{M . o b j} \leftarrow \min \sum_{\theta \in \mathcal{S}} \theta \tag{22}
\end{equation*}
$$

```
Algorithm 28: betaSet
    Input : The initial MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}\) and the lookup table \(\mathcal{T}\)
    Output: The updated MILP model \(\mathcal{M}\), the set of binary variables \(\mathcal{B} \subseteq \mathcal{M}\).var
    Initialize an empty set \(\mathcal{S}=\phi\)
    for \(o p \in \mathcal{V}_{+}\)do
        Let \(\boldsymbol{o p}\).iWords \(=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}, \boldsymbol{o p}\). oWord \(=\boldsymbol{y}\), refer to \(\mathcal{T}\) and acquire the
        corresponding signed differences \(\nabla x_{1}, \ldots, \nabla x_{n}, \nabla y\)
        for \(i=0, \ldots, 30\) do
            \(\left(\mathcal{M}, \theta_{i}\right) \leftarrow \operatorname{orModel}\left(\mathcal{M},\left\{\nabla y[i] . x d i f f, x_{1}[i] . x d i f f, \ldots, \nabla x_{n}[i] . x d i f f\right\}\right)\)
            Update \(\mathcal{S} \leftarrow \mathcal{S} \bigcup\left\{\theta_{i}\right\}\)
    Return \((\mathcal{M}, \mathcal{S})\).
```


## E. 2 The MILP Model Constraints for Boomerang Intersection

According to Section 4.5, in order to make compatible boomerang intersections, additional constraints should be added for all XORed bits related to the intersecting state bits in the form of Eq. (16) and Eq. (17) respectively. Adding the $0-A N D$ constraint, the constraints imposed to the boomerang intersecting state can be added to the MILP model by calling Algorithm 29. As can be seen, the constraints in line 4 reflects the traditional 0-AND constraint; the constraints in line 10-13 are the constraints in Eq. (16) and those in line 19-22 are constraints in Eq. (17).

## E. 3 MILP Models for BLAKE3

The approximate signed difference propagation $\nabla V^{r} \rightarrow \nabla T V^{r}$ can be described as the MILP model $\left(\mathcal{M}, \nabla T V^{r}\right) \leftarrow \operatorname{b3UpdateTv}\left(\mathcal{M}, \nabla V^{r}, r\right)$ in Algorithm 34 . $\nabla T V^{r-0.5} \rightarrow \nabla V^{r}$, the MILP can be constructed in Algorithm 35 as $\left(\mathcal{M}, \nabla V^{r}\right) \leftarrow$ b3UpdateV $\left(\mathcal{M}, \nabla T V^{r-0.5}, r\right)$. For $0 \leq r_{0}<r_{1} \leq 7$, the differential propagation $\nabla V^{r_{0}} \rightarrow \nabla V^{r_{1}}$ can be captured with the common model generated by Algorithm 33 as $\mathcal{M} \leftarrow$ b3CommonModel $\left(r_{0}, r_{1}\right)$.

The $\mathcal{M}^{t}$ model for $\mathcal{T}_{i}{ }^{t}$ can be constructed by calling Algorithm 30. The $\mathcal{M}^{b}$ model for $\mathcal{T}_{j}^{b}$ can be constructed by calling Algorithm 31. For each $(i, j)$ setting, after solving the corresponding $\mathcal{M}^{t}$ and $\mathcal{M}^{b}$, we have acquired a concrete

```
Algorithm 29: InterSecConstr
    Input : The initial MILP model \(\mathcal{M}\), the top and bottom digraphs
        \(\mathcal{G}^{t}\left(\mathcal{V}^{t}, \mathcal{E}^{t}\right), \mathcal{G}^{b}\left(\mathcal{V}^{b}, \mathcal{E}^{b}\right)\), the lookup tables for top and bottom paths
            \(\mathcal{T}^{t}, \mathcal{T}^{b}\), the intersecting word nodes \(\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right\}=\mathcal{V}^{t} \bigcap \mathcal{V}^{b}\)
    Output: The updated MILP model \(\mathcal{M}\)
    for \(\ell=1, \ldots, n\) do
        Identify the differences \(\nabla^{t} v_{\ell}\) and \(\nabla^{b} v_{\ell}\) by referring to \(\mathcal{T}^{t}\) and \(\mathcal{T}^{b}\)
        respectively
        for \(i=0, \ldots, \omega-1\) do
            Add the constraint \(\mathcal{M}\).con \(\leftarrow \nabla^{t} v_{\ell}[i]\).xorDiff \(+\nabla^{b} v_{\ell}[i]\).xorDiff \(\leq 1\)
        Call Algorithm 8 as \(\mathcal{R}_{\boldsymbol{v}_{\ell}}^{t} \leftarrow \operatorname{relatedOpt}\left(\mathcal{G}^{t}, \boldsymbol{v}_{\ell}\right)\)
        for \(\boldsymbol{o p} \in \mathcal{R}_{\boldsymbol{v}_{\ell}}^{t}\) do
            For \(\boldsymbol{o p}\).iWords \(=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{s}\right\}\) and \(\boldsymbol{o p}\). oWord \(=\boldsymbol{y}\), identify the signed
                differences \(\nabla^{t} x_{1}, \ldots, \nabla^{t} x_{s}, \nabla^{t} y\) by referring to \(\mathcal{T}^{t}\)
            Define \(\gamma=1\) if \(\boldsymbol{o p}\).type \(=\) ADD; or \(\gamma=\omega\) if \(\boldsymbol{o p}\).type \(=\) XOR
            for \(i=0, \ldots, \gamma-1\) do
                    Compute the offset \(\underline{i} \leftarrow(i+\boldsymbol{o p} \cdot\) rotBit \() \bmod \omega\)
                    Define the binary variable set
                    \(\mathcal{S}^{t} \leftarrow\left\{\nabla^{t} x_{1}[\mathrm{i}] . x d i f f, \ldots, \nabla^{t} x_{\ell}[\mathrm{i}]\right.\).xdiff,\(\nabla^{t} y[i]\).xdiff \(\}\)
                    Call Algorithm 27 as \(\left(\mathcal{M}, a^{t}\right) \leftarrow \operatorname{orModel}\left(\mathcal{M}, \mathcal{S}^{t}\right)\)
                    Add the constraint \(\mathcal{M}\).con \(\leftarrow a^{t}+\nabla^{b} v_{\ell}[i]\).xdiff \(\leq 1\)
        Call Algorithm 8 as \(\mathcal{R}_{\boldsymbol{v}_{\ell}}^{b} \leftarrow \operatorname{relatedOpt}\left(\mathcal{G}^{b}, \boldsymbol{v}_{\ell}\right)\)
        for \(\boldsymbol{o p} \in \mathcal{R}_{\boldsymbol{v}_{\boldsymbol{\ell}}}^{b}\) do
            For \(\boldsymbol{o p}\).iWords \(=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{s}\right\}\) and \(\boldsymbol{o p}\).oWord \(=\boldsymbol{y}\), identify the signed
                differences \(\nabla^{b} x_{1}, \ldots, \nabla^{b} x_{s}, \nabla^{b} y\) by referring to \(\mathcal{T}^{b}\)
            Define \(\gamma=1\) if \(\boldsymbol{o p}\).type \(=\) ADD; or \(\gamma=\omega\) if \(\boldsymbol{o p}\).type \(=\) XOR
            for \(i=0, \ldots, \gamma-1\) do
                    Compute the offset \(\underline{i} \leftarrow(i+\boldsymbol{o p} \cdot\).rotBit) \(\bmod \omega\)
            Define the binary variable set
                    \(\mathcal{S}^{b} \leftarrow\left\{\nabla^{b} x_{1}[\mathrm{i}]\right.\).xdiff \(, \ldots, \nabla^{b} x_{\ell}[\mathrm{i}]\).xdiff,\(\nabla^{b} y[i]\).xdiff \(\}\)
                    Call Algorithm 27 as \(\left(\mathcal{M}, a^{b}\right) \leftarrow \operatorname{orModel}\left(\mathcal{M}, \mathcal{S}^{b}\right)\)
            Add the constraint \(\mathcal{M}\).con \(\leftarrow a^{b}+\nabla^{t} v_{\ell}[i]\).xdiff \(\leq 1\)
    Return \((\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{B})\).
```

approximate signed difference of $\nabla^{t} M$ and $\nabla^{b} M$, denoted as $\Theta^{t}, \Theta^{b} \in\{\mathrm{u}, \mathrm{n},=\}^{32}$ respectively. The $\mathcal{M}^{c}$ can then be constructed as Algorithm 32. The additional constraints in Section 4.5 are added by calling Algorithm 29. The objective functions of all 3 models are defined as Eq. (22) with the aid of Algorithm 34.

```
Algorithm 30: b3TopModel
    Input : The active bit position \(i\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 33 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow \operatorname{b3CommonModel}(\mathcal{M}, 0,1.5)\)
    Update the model by adding constraints:
```

$$
\mathcal{M . c o n} \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{1.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(0, i) \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(1, i) \\
\nabla m_{1}[i] . \text { xdiff }=\nabla v_{0}^{1.5}[i] . x d i f f=1 \\
\nabla v_{0}^{1.5}[i] . \text { sign }+\nabla m_{1}[i] . \text { sign }=1
\end{array}\right.
$$

Call Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$
Set the objective function of $\mathcal{M}$ as Eq. (22)
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})$.

## E. 4 MILP Models for BLAKE2s

Similar to BLAKE3, we define the common model for BLAKE2s as Algorithm 39 where the underlying b2sUpdateTv and b2sUpdateV are defined as Algorithm 40 and Algorithm 41 respectively. $\mathcal{M}^{t}$ covering $V^{2.5} \rightarrow V^{4.5}$ with $\Delta^{t} V^{4.5}=0$ is constructed as Algorithm 36. $\mathcal{M}^{b}$ covering $V^{9.5} \rightarrow V^{10.5}$ with $\Delta^{t} V^{9.5}=0$ is constructed as Algorithm 37. The solution of $\mathcal{M}^{t}$ and $\mathcal{M}^{b}$ gives $\nabla M^{t}=\Theta^{t}$ and $\nabla M^{b}=\Theta^{b}$ with which the connect model $\mathcal{M}^{c}$ can be constructed with Algorithm 38 covering $V^{5.5} \rightarrow V^{8.5}$ with $\left(\Delta^{t} V^{5.5}, \Delta^{b} V^{8.5}\right)=(0,0)$.

## E. 5 MILP Models for BLAKE-256

Different from BLAKE2s, the intermediate message blocks $M T^{r}$ and $M V^{r}$ are computed by XORing message words with constants and are used in the computation of $V^{r+0.5}$ and $T V^{r}$ respectively. Therefore, the $\nabla M T^{r}$ and $\nabla M V^{r}$ are captured with the MILP models in Algorithm 48 and Algorithm 49 respectively. The common model can then be defined as Algorithm 45 where b256UpdateTv and b256UpdateV are defined as Algorithm 46 and Algorithm 47 respectively. $\mathcal{M}^{t}$ covering $V^{2.5} \rightarrow V^{4.5}$ with $\Delta^{t} V^{4.5}=0$ is constructed as Algorithm 42. $\mathcal{M}^{b}$

```
Algorithm 31: b3BottomModel
    Input : The active bit position \(j\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    1 Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 33 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow \operatorname{b3CommonModel}(\mathcal{M}, 6,7)\)
    Update the model by adding constraints:
\[
\mathcal{M} . \text { con } \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{6}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(9, j) \\
\nabla m_{9}[j] . \text { xdiff }=1
\end{array}\right.
\]
```

Call Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$
Set the objective function of $\mathcal{M}$ as Eq. (22)
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})$.

```
Algorithm 32: b3ConnectModel
    Input : The message block differences \(\Theta^{t}, \Theta^{b} \in\{u, n,=\}^{32}\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}^{t}\left(\mathcal{V}^{t}, \mathcal{E}^{t}\right)\) and \(\mathcal{G}^{b}\left(\mathcal{V}^{b}, \mathcal{E}^{b}\right)\), the
                            lookup table \(\mathcal{T}^{t}\) and \(\mathcal{T}^{b}\), the binary variable set \(\mathcal{S}\)
    Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 33 as \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right) \leftarrow \operatorname{b3CommonModel}(\mathcal{M}, 2.5,3.5)\)
    Call Algorithm 33 as \(\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right) \leftarrow \operatorname{b3CommonModel}(\mathcal{M}, 3.5,5)\)
    Update the model by adding constraints:
\[
\mathcal{M . c o n} \leftarrow\left\{\begin{array}{l}
\nabla^{t} v_{\ell}^{2.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla^{b} v_{\ell}^{5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(0, j) \\
\nabla^{t} M \leftarrow \Theta^{t} \\
\nabla^{b} M \leftarrow \Theta^{b} \\
\nabla^{b} v_{0}^{5}[j] . \text {.xdiff }=1 \\
\nabla^{b} v_{0}^{5}[j] . \text { sign }+\nabla m_{9}[j] . \text { sign }=1
\end{array}\right.
\]
    Call Algorithm 29 as \(\mathcal{M} \leftarrow \operatorname{InterSecConstr}\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \boldsymbol{V}^{3.5}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{t}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{b}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right)\)
    Define \(\mathcal{S} \leftarrow \mathcal{S}^{t} \cup \mathcal{S}^{b}\)
    Set the objective function of \(\mathcal{M}\) as Eq. (22)
    Return \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \mathcal{S}\right)\).
```

```
Algorithm 33: b3CommonModel
    Input : The initial MILP model \(\mathcal{M}\), the starting \(r_{0}\) and the ending round \(r_{1}\)
            with \(r_{0}<r_{1}\)
    Output: The updated MILP model \(\mathcal{M}\), the \(\operatorname{digraph} \mathcal{G}(\mathcal{V}, \mathcal{E})\) capturing the
                    computation from \(V^{r_{0}}\) to \(V^{r_{1}}\), the lookup table \(\mathcal{T}\) mapping word
                    nodes to the corresponding signed differences
    Call Algorithm 17 and acquire the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E}) \leftarrow \operatorname{b3Digraph}\left(r_{0}, r_{1}\right)\).
    Initialize an empty lookup table \(\mathcal{T}\)
    Initialize \(V^{r_{0}}, M\) as
        \(\mathcal{M}\). var \(\leftarrow\left\{\begin{array}{l}\nabla v_{i}^{r_{0}}[j] \cdot \text {.sign, } \nabla v_{i}^{r_{0}}[j] . \text { xdiff as binary } \\ \nabla m_{i}[j] \cdot \operatorname{sign}, \nabla m_{i}[j] . x d i f f \text { as binary }\end{array} i=0, \ldots, 15 ; j=0, \ldots, 31\right.\)
    Assign \(\mathcal{T}\left[\boldsymbol{v}_{i}^{r_{0}}\right] \leftarrow \nabla v_{i}^{r_{0}}\) for \(i=0, \ldots, 15\)
    Assign \(\mathcal{T}\left[\boldsymbol{m}_{i}\right] \leftarrow \nabla m_{i}\) for \(i=0, \ldots, 15\)
    for \(r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}\) do
        \(\left(\mathcal{M}, \nabla T V^{r-0.5}\right) \leftarrow \operatorname{b3UpdateTv}\left(\mathcal{M}, \nabla V^{r-0.5}, \nabla M, r-0.5\right)\)
        Assign \(\mathcal{T}\left[\boldsymbol{t v _ { i } ^ { r - 0 . 5 }}\right] \leftarrow \nabla t v_{i}^{r-0.5}\) for \(i=0, \ldots, 15\)
        \(\left(\mathcal{M}, \nabla V^{r}\right) \leftarrow \operatorname{b3UpdateV}\left(\mathcal{M}, \nabla T V^{r-0.5}, \nabla M, r\right)\)
        Assign \(\mathcal{T}\left[\boldsymbol{v}_{i}^{r}\right] \leftarrow \nabla v_{i}^{r}\) for \(i=0, \ldots, 15\)
    Return \((\mathcal{M}, \mathcal{G}, \mathcal{T})\).
```

```
Algorithm 34: b3UpdateTv
    Input : The initial MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla V^{r}\) and message block \(\nabla M\), the round number \(r\)
    Output: The updated MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla T V^{r}\)
    if \(r \in \mathbb{Z}\) then
        \(\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}, \nabla m_{\sigma_{r}(0)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}, \nabla m_{\sigma_{r}(2)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}, \nabla m_{\sigma_{r}(4)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3,7,11,15}^{r}, \nabla m_{\sigma_{r}(6)}, 16,12\right)\).
    else
        \(\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,5,10,15}^{r}, \nabla m_{\sigma_{\lfloor r\rfloor}(8)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}, \nabla m_{\sigma_{\lfloor r\rfloor}(10)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}, \nabla m_{\sigma_{\lfloor r\rfloor}(12)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}, \nabla m_{\sigma\lfloor r\rfloor}(14), 16,12\right)\).
    Assign \(\nabla T V^{r} \leftarrow\left(\nabla t v_{0}^{r}, \ldots, \nabla t v_{15}^{r}\right)\)
    Return \(\left(\mathcal{M}, \nabla T V^{r}\right)\).
```

```
Algorithm 35: b3UpdateV
    Input : The initial MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla T V^{r-0.5}\) and message block \(\nabla M\), the round number \(r\)
    Output: The updated MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla V^{r}\)
    if \(r \notin \mathbb{Z}\) then
        \(\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r-0.5}, \nabla m_{\sigma_{\lfloor r\rfloor}(1)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r-0.5}, \nabla m_{\sigma_{\lfloor r\rfloor}(3)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r-0.5}, \nabla m_{\sigma_{\lfloor r\rfloor}(5)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r-0.5}, \nabla m_{\sigma_{\lfloor r\rfloor}(7)}, 8,7\right)\).
    else
        \(\left(\mathcal{M}, \nabla v_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r-0.5}, \nabla m_{\sigma_{r-1}(9)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r-0.5}, \nabla m_{\sigma_{r-1}(11)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r-0.5}, \nabla m_{\sigma_{r-1}(13)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r-0.5}, \nabla m_{\sigma_{r-1}(15)}, 8,7\right)\).
    Assign \(\nabla V^{r} \leftarrow\left(\nabla v_{0}^{r}, \ldots, \nabla v_{15}^{r}\right)\)
    Return \(\left(\mathcal{M}, \nabla V^{r}\right)\).
```

```
Algorithm 36: b2sTopModel
    Input : The active bit position \(i\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    1 Initialize a MILP model \(\mathcal{M}\)
    2 Call Algorithm 39 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow\) b2sCommonModel \((\mathcal{M}, 2.5,4.5)\)
    3 Update the model by adding constraints:
\[
\mathcal{M} . \mathrm{con} \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{4.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(5, i) \\
\nabla m_{5}[i] . \mathrm{xdiff}=1
\end{array}\right.
\]
Call Algorithm 28 as \((\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})\)
Set the objective function of \(\mathcal{M}\) as Eq. (22)
Return \((\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})\).
```

```
Algorithm 37: b2sBottomModel
    Input : The active bit position \(j\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 39 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow\) b2sCommonModel \((\mathcal{M}, 9.5,10.5)\)
    Update the model by adding constraints:
\[
\mathcal{M} . \operatorname{con} \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{9.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(10, j) \\
\nabla m_{10}[j] . x d i f f=1
\end{array}\right.
\]
```

Call Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$
Set the objective function of $\mathcal{M}$ as Eq. (22)
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})$.

```
Algorithm 38: b2sConnectModel
    Input : The message block differences \(\Theta^{t}, \Theta^{b} \in\{\mathrm{u}, \mathrm{n},=\}^{32}\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}^{t}\left(\mathcal{V}^{t}, \mathcal{E}^{t}\right)\) and \(\mathcal{G}^{b}\left(\mathcal{V}^{b}, \mathcal{E}^{b}\right)\), the
            lookup table \(\mathcal{T}^{t}\) and \(\mathcal{T}^{b}\), the binary variable set \(\mathcal{S}\)
    Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 39 as \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right) \leftarrow\) b2sCommonModel \((\mathcal{M}, 5.5,6.5)\)
    Call Algorithm 39 as \(\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right) \leftarrow \mathrm{b} 2 \mathrm{sCommonModel}(\mathcal{M}, 6.5,8.5)\)
    Update the model by adding constraints:
\[
\mathcal{M . c o n} \leftarrow\left\{\begin{array}{l}
\nabla^{t} v_{\ell}^{5.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla^{b} v_{\ell}^{8.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla^{t} M \leftarrow \Theta^{t} \\
\nabla^{b} M \leftarrow \Theta^{b}
\end{array}\right.
\]
    Call Algorithm 29 as \(\mathcal{M} \leftarrow\) InterSecConstr \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \boldsymbol{V}^{3.5}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{t}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{b}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right)\)
    8 Define \(\mathcal{S} \leftarrow \mathcal{S}^{t} \cup \mathcal{S}^{b}\)
    Set the objective function of \(\mathcal{M}\) as Eq. (22)
    Return \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \mathcal{S}\right)\).
```

```
Algorithm 39: b2sCommonModel
    Input : The initial MILP model \(\mathcal{M}\), the starting \(r_{0}\) and the ending round \(r_{1}\)
                with \(r_{0}<r_{1}\)
    Output: The updated MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\) capturing the
                computation from \(V^{r_{0}}\) to \(V^{r_{1}}\), the lookup table \(\mathcal{T}\) mapping word
                nodes to the corresponding signed differences
    Call Algorithm 18 and acquire the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E}) \leftarrow \mathrm{b} 2 \operatorname{sDigraph}\left(r_{0}, r_{1}\right)\).
    Initialize an empty lookup table \(\mathcal{T}\) Initialize \(V^{r_{0}}, M\) as
        \(\mathcal{M} \cdot \operatorname{var} \leftarrow\left\{\begin{array}{l}\nabla v_{i}^{r_{0}}[j] \cdot \operatorname{sign}, \nabla v_{i}^{r_{0}}[j] \cdot x d i f f \text { as binary } \\ \nabla m_{i}[j] \cdot \operatorname{sign}, \nabla m_{i}[j] \cdot x d i f f \text { as binary }\end{array} \quad i=0, \ldots, 15 ; j=0, \ldots, 31\right.\)
    Assign \(\mathcal{T}\left[\boldsymbol{v}_{i}^{r_{0}}\right] \leftarrow \nabla v_{i}^{r_{0}}\) for \(i=0, \ldots, 15\)
    Assign \(\mathcal{T}\left[\boldsymbol{m}_{i}\right] \leftarrow \nabla m_{i}\) for \(i=0, \ldots, 15\)
    for \(r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}\) do
        \(\left(\mathcal{M}, \nabla T V^{r-0.5}\right) \leftarrow \mathrm{b} 2 \mathrm{sUpdateTv}\left(\mathcal{M}, \nabla V^{r-0.5}, \nabla M, r-0.5\right)\)
        Assign \(\mathcal{T}\left[\boldsymbol{t v _ { i } ^ { r - 0 . 5 }}\right] \leftarrow \nabla t v_{i}^{r-0.5}\) for \(i=0, \ldots, 15\)
        \(\left(\mathcal{M}, \nabla V^{r}\right) \leftarrow \mathrm{b} 2 \mathrm{sUpdateV}\left(\mathcal{M}, \nabla T V^{r-0.5}, \nabla M, r\right)\)
        Assign \(\mathcal{T}\left[\boldsymbol{v}_{i}^{r}\right] \leftarrow \nabla v_{i}^{r}\) for \(i=0, \ldots, 15\)
    Return \((\mathcal{M}, \mathcal{G}, \mathcal{T})\).
```

```
Algorithm 40: b2sUpdateTv
    Input : The initial MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla V^{r}\) and message block \(\nabla M\), the round number \(r\)
    Output: The updated MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla T V^{r}\)
    if \(r \in \mathbb{Z}\) then
        Define \(\underline{r} \leftarrow r \bmod 10\)
        \(\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}, \nabla m_{\sigma_{r}(0)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}, \nabla m_{\sigma_{\underline{\underline{r}}}(2)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}, \nabla m_{\sigma_{\underline{r}}(4)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3,7,11,15}^{r}, \nabla m_{\sigma_{\underline{r}}(6)}, 16,12\right)\).
    else
        Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
        \(\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,5,10,15}^{r}, \nabla m_{\sigma_{\underline{r}}(8)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}, \nabla m_{\sigma_{\underline{r}}(10)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}, \nabla m_{\sigma_{\underline{r}}(12)}, 16,12\right)\).
        \(\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}, \nabla m_{\sigma_{\underline{\underline{r}}}(14)}, 16,12\right)\).
    Assign \(\nabla T V^{r} \leftarrow\left(\nabla t v_{0}^{r}, \ldots, \nabla t v_{15}^{r}\right)\)
    Return \(\left(\mathcal{M}, \nabla T V^{r}\right)\).
```

```
Algorithm 41: b2sUpdateV
    Input : The initial MILP model \(\mathcal{M}\), the signed differences of intermediate
                        state \(\nabla T V^{r-0.5}\) and message block \(\nabla M\), the round number \(r\)
    Output: The updated MILP model \(\mathcal{M}\), the signed differences of intermediate
                state \(\nabla V^{r}\)
    if \(r \notin \mathbb{Z}\) then
        Define \(\underline{r} \leftarrow\lfloor r\rfloor \bmod 10\)
        \(\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r-0.5}, \nabla m_{\sigma_{\underline{\underline{r}}}(1)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r-0.5}, \nabla m_{\sigma_{\underline{\underline{x}}}(3)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r-0.5}, \nabla m_{\sigma_{\underline{r}}(4)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r-0.5}, \nabla m_{\sigma_{\underline{x}}(7)}, 8,7\right)\).
    else
        Define \(\underline{r} \leftarrow(r-1) \bmod 10\)
        \(\left(\mathcal{M}, \nabla \overline{v_{0,5,10,15}^{r}}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r-0.5}, \nabla m_{\sigma_{\underline{r}}(8)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r-0.5}, \nabla m_{\sigma_{\underline{r}}(10)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r, 0.5}, \nabla m_{\sigma_{\underline{\underline{r}}}(12)}, 8,7\right)\).
        \(\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r-0.5}, \nabla m_{\sigma_{\underline{r}}(14)}, 8,7\right)\).
    Assign \(\nabla V^{r} \leftarrow\left(\nabla v_{0}^{r}, \ldots, \nabla v_{15}^{r}\right)\)
    Return \(\left(\mathcal{M}, \nabla V^{r}\right)\).
```

covering $V^{9.5} \rightarrow V^{10.5}$ with $\Delta^{t} V^{9.5}=0$ is constructed as Algorithm 43. The solution of $\mathcal{M}^{t}$ and $\mathcal{M}^{b}$ gives $\nabla M^{t}=\Theta^{t}$ and $\nabla M^{b}=\Theta^{b}$ with which the connect model $\mathcal{M}^{c}$ can be constructed with Algorithm 44 covering $V^{5.5} \rightarrow V^{8.5}$ with $\left(\Delta^{t} V^{5.5}, \Delta^{b} V^{8.5}\right)=(0,0)$.

## F The Signed Differential Paths for BLAKE2s and BLAKE-256

We give 2 boomerang attacks on 8-round BLAKE2s. using and $(i, j)=(31,30)$ settings. The signed differential path for $(i, j)=(28,31)$ is given in Table 16 and that for $(i, j)=(31,30)$ is given in Table 17 .

For BLAKE-256, our boomerang attack is based on the 8-round signed differential path in Table 18.

```
Algorithm 42: b256TopModel
    Input : The active bit position \(i\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    1 Initialize a MILP model \(\mathcal{M}\)
    2 Call Algorithm 45 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow\) b256CommonModel \((\mathcal{M}, 2.5,4.5)\)
    3 Update the model by adding constraints:
\[
\mathcal{M} . \operatorname{con} \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{4.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(5, i) \\
\nabla m_{5}[i] . \mathrm{xdiff}=1
\end{array}\right.
\]
```

Call Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$
Set the objective function of $\mathcal{M}$ as Eq. (22)
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})$.

```
Algorithm 43: b256BottomModel
    Input : The active bit position \(j\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), the lookup table \(\mathcal{T}\), the
            binary variable set \(\mathcal{S}\)
    1 Initialize a MILP model \(\mathcal{M}\)
    2 Call Algorithm 45 as \((\mathcal{M}, \mathcal{G}, \mathcal{T}) \leftarrow\) b256CommonModel \((\mathcal{M}, 9.5,10.5)\)
    3 Update the model by adding constraints:
\[
\mathcal{M} . \operatorname{con} \leftarrow\left\{\begin{array}{l}
\nabla v_{\ell}^{9.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla m_{\ell}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \bigwedge(\ell, k) \neq(10, j) \\
\nabla m_{10}[j] . x d i f f=1
\end{array}\right.
\]
```

Call Algorithm 28 as $(\mathcal{M}, \mathcal{S}) \leftarrow \operatorname{betaSet}(\mathcal{M}, \mathcal{G}, \mathcal{T})$
Set the objective function of $\mathcal{M}$ as Eq. (22)
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T}, \mathcal{S})$.

```
Algorithm 44: b256ConnectModel
    Input : The message block differences \(\Theta^{t}, \Theta^{b} \in\{\mathrm{u}, \mathrm{n},=\}^{32}\)
    Output: The MILP model \(\mathcal{M}\), the digraph \(\mathcal{G}^{t}\left(\mathcal{V}^{t}, \mathcal{E}^{t}\right)\) and \(\mathcal{G}^{b}\left(\mathcal{V}^{b}, \mathcal{E}^{b}\right)\), the
                    lookup table \(\mathcal{T}^{t}\) and \(\mathcal{T}^{b}\), the binary variable set \(\mathcal{S}\)
    Initialize a MILP model \(\mathcal{M}\)
    Call Algorithm 45 as \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right) \leftarrow\) b256CommonModel \((\mathcal{M}, 5.5,6.5)\)
    Call Algorithm 45 as \(\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right) \leftarrow \mathrm{b} 256 \operatorname{CommonModel}(\mathcal{M}, 6.5,8.5)\)
    Update the model by adding constraints:
\[
\mathcal{M} . \mathrm{con} \leftarrow\left\{\begin{array}{l}
\nabla^{t} v_{\ell}^{5.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla^{b} v_{\ell}^{8.5}[k] \leftarrow=\text { for }(\ell, k) \in[0,15] \times[0,31] \\
\nabla^{t} M \leftarrow \Theta^{t} \\
\nabla^{b} M \leftarrow \Theta^{b}
\end{array}\right.
\]
```

```
    Call Algorithm 29 as \(\mathcal{M} \leftarrow\) InterSecConstr \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \boldsymbol{V}^{3.5}\right)\)
```

    Call Algorithm 29 as \(\mathcal{M} \leftarrow\) InterSecConstr \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \boldsymbol{V}^{3.5}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{t}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{T}^{t}\right)\)
    Call Algorithm 28 as \(\left(\mathcal{M}, \mathcal{S}^{b}\right) \leftarrow \operatorname{betaSet}\left(\mathcal{M}, \mathcal{G}^{b}, \mathcal{T}^{b}\right)\)
    Define \(\mathcal{S} \leftarrow \mathcal{S}^{t} \cup \mathcal{S}^{b}\)
    Set the objective function of \(\mathcal{M}\) as Eq. (22)
    Return \(\left(\mathcal{M}, \mathcal{G}^{t}, \mathcal{G}^{b}, \mathcal{T}^{t}, \mathcal{T}^{b}, \mathcal{S}\right)\).
    ```
```

Algorithm 45: b256CommonModel
Input : The initial MILP model $\mathcal{M}$, the starting $r_{0}$ and the ending round $r_{1}$
with $r_{0}<r_{1}$
Output: The updated MILP model $\mathcal{M}$, the digraph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ capturing the
computation from $V^{r_{0}}$ to $V^{r_{1}}$, the lookup table $\mathcal{T}$ mapping word
nodes to the corresponding signed differences
Call Algorithm 21 and acquire the digraph $\mathcal{G}(\mathcal{V}, \mathcal{E}) \leftarrow \operatorname{b256Digraph}\left(r_{0}, r_{1}\right)$.
Initialize an empty lookup table $\mathcal{T}$ Initialize $V^{r_{0}}, M$ as
$\mathcal{M} . \operatorname{var} \leftarrow\left\{\begin{array}{l}\nabla v_{i}^{r_{0}}[j] \cdot \text {.sign, } \nabla v_{i}^{r_{0}}[j] . \text { xdiff as binary } \\ \nabla m_{i}[j] \cdot \text { sign, } \nabla m_{i}[j] \text {.xdiff as binary }\end{array} \quad i=0, \ldots, 15 ; j=0, \ldots, 31\right.$
Assign $\mathcal{T}\left[\boldsymbol{v}_{i}^{r_{0}}\right] \leftarrow \nabla v_{i}^{r_{0}}$ for $i=0, \ldots, 15$
Assign $\mathcal{T}\left[\boldsymbol{m}_{i}\right] \leftarrow \nabla m_{i}$ for $i=0, \ldots, 15$
for $r=r_{0}+0.5, r_{0}+1, \ldots, r_{1}$ do
$\left(\mathcal{M}, \nabla T V^{r-0.5}, \nabla M V^{r-0.5}\right) \leftarrow \mathrm{b} 256 \mathrm{U}$ pdate $\operatorname{Tv}\left(\mathcal{M}, \nabla V^{r-0.5}, \nabla M, r-0.5\right)$
Assign $\mathcal{T}\left[\boldsymbol{\boldsymbol { v } _ { i } ^ { r - 0 . 5 }}\right] \leftarrow \nabla t v_{i}^{r-0.5}$ for $i=0, \ldots, 15$
Assign $\mathcal{T}\left[\boldsymbol{m} \boldsymbol{v}_{i}^{r-0.5}\right] \leftarrow \nabla m v_{i}^{r-0.5}$ for $i=0, \ldots, 3$
$\left(\mathcal{M}, \nabla V^{r}, \nabla M T^{r-0.5}\right) \leftarrow \mathrm{b} 256 \operatorname{UpdateV}\left(\mathcal{M}, \nabla T V^{r-0.5}, \nabla M, r\right)$
Assign $\mathcal{T}\left[\boldsymbol{v}_{i}^{r}\right] \leftarrow \nabla v_{i}^{r}$ for $i=0, \ldots, 15$
Assign $\mathcal{T}\left[\boldsymbol{m} \boldsymbol{t}_{i}^{r-0.5}\right] \leftarrow \nabla m t_{i}^{r-0.5}$ for $i=0, \ldots, 3$
Return $(\mathcal{M}, \mathcal{G}, \mathcal{T})$.

```
```

Algorithm 46: b256UpdateTv
Input : The initial MILP model $\mathcal{M}$, the signed differences of intermediate
state $\nabla V^{r}$ and message block $\nabla M$, the round number $r$
Output: The updated MILP model $\mathcal{M}$, the signed differences of intermediate
state $\nabla T V^{r}$
Call Algorithm 49 as $\left(\mathcal{M}, \nabla M V^{r}\right) \leftarrow \operatorname{mvModel}(\mathcal{M}, \nabla M, r)$
if $r \in \mathbb{Z}$ then
Define $\underline{r} \leftarrow r \bmod 10$
$\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}, \nabla m v_{0}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}, \nabla m v_{1}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}, \nabla m v_{2}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3}^{\frac{r}{3}, 7,11,15}, \nabla m v_{3}^{r}, 16,12\right)$.
else
Define $\underline{r} \leftarrow\lfloor r\rfloor \bmod 10$
$\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{0,5,10,15}^{r}, \nabla m v_{0}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}, \nabla m v_{1}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}, \nabla m v_{2}^{r}, 16,12\right)$.
$\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}, \nabla m v_{3}^{r}, 16,12\right)$.
Assign $\nabla T V^{r} \leftarrow\left(\nabla t v_{0}^{r}, \ldots, \nabla t v_{15}^{r}\right)$
Return $\left(\mathcal{M}, \nabla T V^{r}, \nabla M V^{r}\right)$.

```
```

Algorithm 47: b256UpdateV
Input : The initial MILP model $\mathcal{M}$, the signed differences of intermediate
state $\nabla T V^{r-0.5}$ and message block $\nabla M$, the round number $r$
Output: The updated MILP model $\mathcal{M}$, the signed differences of intermediate
states $\nabla V^{r}$ and $\nabla M T^{r-0.5}$
Call Algorithm 48 as $\left(\mathcal{M}, \nabla M T^{r-0.5}\right) \leftarrow \operatorname{mtModel}(\mathcal{M}, \nabla M, r-0.5)$
if $r \notin \mathbb{Z}$ then
Define $\underline{r} \leftarrow\lfloor r\rfloor \bmod 10$
$\left(\mathcal{M}, \nabla v_{0,4,8,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,4,8,12}^{r-0.5}, \nabla m t_{0}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{1,5,9,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,5,9,13}^{r-0.5}, \nabla m t_{1}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{2,6,10,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,6,10,14}^{r-0.5}, \nabla m t_{2}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{3,7,11,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,7,11,15}^{r-0.5}, \nabla m t_{3}^{r-0.5}, 8,7\right)$.
else
Define $\underline{r} \leftarrow(r-1) \bmod 10$
$\left(\mathcal{M}, \nabla v_{0,5,10,15}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{0,5,10,15}^{r-0.5}, \nabla m t_{0}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{1,6,11,12}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{1,6,11,12}^{r-0.5}, \nabla m t_{1}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{2,7,8,13}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{2,7,8,13}^{r, 0,5}, \nabla m t_{2}^{r-0.5}, 8,7\right)$.
$\left(\mathcal{M}, \nabla v_{3,4,9,14}^{r}\right) \leftarrow \operatorname{hGModel}\left(\mathcal{M}, \nabla t v_{3,4,9,14}^{r-0.5}, \nabla m t_{3}^{r-0.5}, 8,7\right)$.
Assign $\nabla V^{r} \leftarrow\left(\nabla v_{0}^{r}, \ldots, \nabla v_{15}^{r}\right)$
Return $\left(\mathcal{M}, \nabla V^{r}, \nabla M T^{r-0.5}\right)$.

```
```

Algorithm 48: mtModel
Input : The initial model $\mathcal{M}$, the 16 -word signed difference $\nabla M$, the round
number $r$
Output: The updated model $\mathcal{M}$, the 4 -word signed difference $\nabla M T^{r}$
for $i=0, \ldots, 3$ do
if $r \in \mathbb{Z}$ then
Define $\underline{r} \leftarrow r \bmod 10$
$\left(\mathcal{M}, \nabla m t_{i}^{r}\right) \leftarrow \operatorname{xorConstApprox}\left(\mathcal{M}, \nabla m_{\sigma_{\underline{r}}(2 i+1)}, r c_{\sigma_{\underline{\underline{r}}}(2 i)}\right)$
else
Define $\underline{r} \leftarrow\lfloor r\rfloor \bmod 10$
$\left(\mathcal{M}, \nabla \bar{m} t_{i}^{r}\right) \leftarrow \operatorname{xorConstApprox}\left(\mathcal{M}, \nabla m_{\sigma_{\underline{r}}(2 i+1+8)}, r c_{\sigma_{\underline{r}}(2 i+8)}\right)$
Define $\nabla M T^{r} \leftarrow\left(\nabla m t_{0}^{r}, \ldots, \nabla m t_{3}^{r}\right)$
Return $\left(\mathcal{M}, \nabla M T^{r}\right)$.

```
```

Algorithm 49: mvModel
Input : The initial model $\mathcal{M}$, the 16 -word signed difference $\nabla M$, the round
number $r$
Output: The updated model $\mathcal{M}$, the 4 -word signed difference $\nabla M V^{r}$
for $i=0, \ldots, 3$ do
if $r \in \mathbb{Z}$ then
Define $\underline{r} \leftarrow r \bmod 10$
Call Algorithm 5 as
$\left(\mathcal{M}, \nabla m v_{i}^{r}\right) \leftarrow \operatorname{xorConstApprox}\left(\mathcal{M}, \nabla m_{\sigma_{\underline{\underline{r}}}(2 i)}, r c_{\sigma_{\underline{\underline{r}}}(2 i+1)}\right)$
else
Define $\underline{r} \leftarrow\lfloor r\rfloor \bmod 10$
Call Algorithm 5 as
$\left(\mathcal{M}, \nabla m v_{i}^{r}\right) \leftarrow \operatorname{xorConstApprox}\left(\mathcal{M}, \nabla m_{\sigma_{\underline{\underline{r}}}(2 i+8)}, r c_{\sigma_{\underline{\underline{r}}}(2 i+1+8)}\right)$
Define $\nabla M V^{r} \leftarrow\left(\nabla m v_{0}^{r}, \ldots, \nabla m v_{3}^{r}\right)$
Return $\left(\mathcal{M}, \nabla M V^{r}\right)$.

```

Table 16: The signed differential path for 8-round BLAKE2s with the \((i, j)=\) \((28,31)\) setting.


Table 17: The signed differential path for 8-round BLAKE2s with the \((i, j)=\) \((31,30)\) setting.


Table 18: The signed differential path for 8-round BLAKE-256 with the \((i, j)=\) \((31,30)\) setting.
```


[^0]:    ${ }^{3}$ https://www.openssl.org/
    ${ }^{4}$ https://www.gnu.org/software/coreutils/manual/coreutils.html

[^1]:    ${ }^{5}$ MSB differences $\pm(\omega-1)$ are equivalent for modular adds and cannot cause carries so no MSB bit condition is required for the modular add [45,46].
    ${ }^{6}$ https://marc-stevens.nl/p/hashclash/

