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Abstract. The Demirci-Selçuk meet-in-the-middle (DS-MITM) attack
is a sophisticated variant of differential attacks. Due to its sophistication,
it is hard to efficiently find the best DS-MITM attacks on most ciphers
except for AES. Moreover, the current automatic tools only capture the
most basic version of DS-MITM attacks, and the critical techniques de-
veloped for enhancing the attacks (e.g., differential enumeration and key-
dependent-sieve) still rely on manual work. In this paper, we develop a
full-fledged automatic framework integrating all known techniques (dif-
ferential enumeration, key-dependent-sieve, and key bridging, etc) for the
DS-MITM attack that can produce key-recovery attacks directly rather
than only search for distinguishers. Moreover, we develop a new technique
that is able to exploit partial key additions to generate more linear rela-
tions beneficial to the attacks. We apply the framework to the SKINNY
family of block ciphers and significantly improved results are obtained.
In particular, all known DS-MITM attacks on the respective versions of
SKINNY are improved by at least 2 rounds, and the data, memory, or
time complexities of some attacks are reduced even compared to previous
best attacks penetrating less rounds.

Keywords: Demirci-Selçuk MITM Attacks, Differential Enumeration,
Key-dependent Sieve, SKINNY

1 Introduction

DS-MITM attack was introduced by Demirci and Selçuk [6] to attack AES in
FSE 2008. Let {P 0, P 1, . . . , P 255} be a set of 28 plaintexts for 4-round AES
such that the i-th (0 ≤ i < 16) byte of these plaintexts traversing F8

2 and all
other bytes of them are fixed to some constant. Basically, Demirci and Selçuk
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in [6] showed that the value of the sequence C0[j]||C1[j]|| . . . ||C255[j] formed by
concatenating the jth byte of the corresponding ciphertexts {C0, C1, . . . , C255}
of {P 0, P 1, . . . , P 255} can be fully determined by 25 8-bit parameters. More-
over, it is observed in [7] that the value of the sequence C0[j] ⊕ C1[j]||C0 ⊕
C2[j]|| . . . , C0 ⊕ C255[j] can be fully determined by 24 8-bit parameters. There-
fore, C0[j]⊕C1[j]||C0⊕C2[j]|| . . . , C0⊕C255[j] can take at most (28)24 different
values, while for a random 255-byte sequence, it has (28)255 possibilities. Obvi-
ously, this behavior forms a distinguisher. In this work, we say that the degree
of freedom of the output sequence is 24 bytes.

Since then, many improvement techniques have been proposed to enhance
the attack [13,8,10,16,9], and DS-MITM produces the best cryptanalytic results
on AES in the single-key model [10,16,17]. In 2010, Dunkelman et al. introduced
the so-called differential enumeration technique to reduce the degree of freedom
of the output sequence, where the input plaintext set is constructed such that
it contains one message conforming to a given truncated differential [13]. The
differential enumeration technique was further improved in [8]. Also, Dunkelman
et al. exploited the algebraic relations (named as key bridges) to reduce the
space of the candidate keys [13]. Another improvement is to consider a multiset,
i.e. an unordered set with multiplicity, other than an ordered sequence, which
reduces the possibilities by a factor 4 [13]. The key-dependent-sieve technique
was introduced in [16] to further reduce the degree of freedom of the output
sequence by considering the relations induced by the key-schedule algorithm on
the parameters that fully determine the value of the output sequence.

In order to find DS-MITM attack efficiently, some tools have been proposed
in the literature. In [8,9], a dedicated search algorithm for DS-MITM attacks
implemented in C/C++ was presented by Derbez and Fouque. Shi et al. proposed
a constraint programming (CP) based approach for automatizing the search of
DS-MITM distinguishers, whose most important advantage is the decoupling
of the modeling and resolution processes of the cryptanalytic technique [20].
However, the CP-based model presented in [20] only capture the most basic
version of the DS-MITM attack, and those critical techniques developed for
enhancing the attacks (e.g., differential enumeration and key-dependent-sieve)
still rely on manual work.

Our Contributions. We develop a full-fledged automatic framework for DS-
MITM attacks on tweakable block ciphers that integrates all known techniques,
including but not limited to differential enumeration, key-dependent-sieve, and
key bridging techniques. This tool makes full use of the ability of choosing tweaks
when the target cipher is a tweakable block cipher, and our tool is able to
output a configuration of a DS-MITM key-recovery attack directly, and thus
avoid trapping into the situation where an optimal distinguisher may lead to
a sub-optimal key-recovery attack. Note that the automation of the differential
enumeration technique is highly nontrivial, and it is enabled by a thorough
analysis on how to synthesize the objective function from the variables involved
in the model.
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Moreover, we propose a method for describing the dependencies between the
variables linked by a linear transformation and a non-full key addition based on
the rank of a matrix derived from the linear transformation. With this method,
the dependencies within the rounds of an iterative block cipher due to non-
full key additions can be fully exploited to reduce the degree of freedom of the
output sequence. Note that this technique alone can improve the previous best
DS-MITM attack on SKINNY-128-384 by 1 round in the single-key and single-
tweak setting as shown in Section G.

We apply the framework to the SKINNY family of block ciphers and the
results are summarized in Table 1, from which we can see that all known DS-
MITM attacks on the respective versions of SKINNY are improved by at least 2
rounds, and the data, memory, or time complexities of some attacks are reduced
even compared to previous best attacks penetrating less rounds. We note that
most of the key-recovery attacks listed in Table 1 are not extended from the best
distinguishers we can find by changing the objective of the model to identify the
optimal distinguishers instead of the best key-recovery attacks.

Organization. In Sect. 2, we give a brief description of DS-MITM attack and
SKINNY block cipher. Then in Sect. 3, we present the generalized new non-full
key-addition technique. In Sect.4, we present a unified full-fledged automatic
framework integrating all known techniques (e.g. differential enumeration, key-
dependent-sieve, tweak-difference cancellation, non-full key-addition) for the DS-
MITM attack and apply it to SKINNY. Sect. 5 presents the results of SKINNY.
Finally, we propose some discussions in Sect. 6. Please refer to the full version [21]
for more details. Relevant source codes can be found via https://github.com/

shidanping/DS-MITM.

2 Primarily

2.1 Notations

The following notations will be used in this paper.

– The input state of rth round is denoted by Sr and jth cell of n-cell state Sr

is represented by Sr[j]. Let P
k represent kth plaintext and Ck represent as-

sociated ciphertext. The parameter of P k in the internal cell Sr[j] is denoted
by P k[Sr[j]]. Let P ⊕ P ′[Sr[j]] represent P [Sr[j]]⊕ P ′[Sr[j]].

– Assume B = [Sr[j0],Sr[j1], . . . ,Sr[jt]] is a sequence of positions. Then the
concatenation P [Sr[j0]]||P [Sr[j1]] . . . ||P [Sr[jt]] of P (P ⊕P ′ respectively) in
positions specified by B is denoted by P [B] (P ⊕P ′[B] respectively). The set
of {P [Sr[j0]], P [Sr[j1]], . . . , P [Sr[jt]]} is also represented by {P [j] : j ∈ B}.

– Let E1 and Er be 1-round and r-round function of an iterative block cipher
respectively. E1 maps input state Sr to output state Sr+1 = E1(Sr).

– | ∗ | represents the size of a set or table ∗.

A δ-set was first proposed by Daemen and Rijmen [5], which is a structure
of 256 plaintexts by traversing one byte while sharing same value in other bytes.
Lin et al. extended the definition of δ-set to multiple active bytes [19].
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Table 1. Summary results of SKINNY in the single-key setting, where ID, ZC, Int and
MITM denote the impossible differential, zero correlation, integral and classic meet-
in-the-middle attack respectively

Version Approach Rattack Time Data Memory CT Ref.

SKINNY-128-128

ID 17 2120.8 2118.5 297.5 [23]
ID 17 2116.51 2116.37 280 [15]

DS-MITM 17 2122.06 296 2118.91
%

Sect. L, Fig. 35

SKINNY-128-256

ID 19 2119.8 262 2110 [23]
ID 19 2219.23 2117.86 2208 [15]

DS-MITM 19 2238.26 296 2210.99 [14]
DS-MITM 19 2235.05 296 2207.7 Sect. I, Fig. 29
DS-MITM 20 2254.28 296 2250.99

%

Sect. H, Fig. 27

DS-MITM 21 2234.84 296 2183.52 Sect. A, Fig. 13(8-bit tweak)
DS-MITM 21 2234.99 264 2231.86 Sect. C, Fig. 17(8-bit tweak)
Int 22 2216 2113.58 2216

!
[15]

SKINNY-128-384

ID 22 2373.48 292.22 2147.22 [22]
ID 21 2347.35 2122.89 2336 [15]
MITM 23 2368 2120 216 [2]

DS-MITM 22 2366.28 296 2370.99 [4]
DS-MITM 23 2372 296 2352.46

%

Sect. G, Fig. 25

DS-MITM 25 2363.83 296 2336.39 Sect. 5.2, Fig. 11(8-bit tweak)
Int 26 2344 2121 2340

!
[15]

SKINNY-64-128

ID 18 2116 260 2112 [12]
ID 19 2119.8 260 2112 [23]
ID 19 2110.34 260.86 2104 [15]

DS-MITM 18 2126.32 232 261.91 [14]
DS-MITM 19 2123.43 252 2126.95

%

Sect. N, Fig. 39

DS-MITM 21 2119.32 260 2114.81 Sect. D, Fig. 19(8-bit tweak)
ZC/Integral 20 297.5 268.4 282 [1]

Int 22 2110 257.58 2108
!

[15]

SKINNY-64-192

ID 22 2183.97 247.84 274.84 [22]
ID 21 2174.42 262.43 2168 [15]
MITM 23 2188 252 24 [11]
MITM 23 2188 228 24 [2]
MITM 23 2184 260 28 [2]

DS-MITM 21 2186.63 260 2133.99 [14]
DS-MITM 21 2180.01 244 2191.55

%

Sect. K, Fig. 33

DS-MITM 23 2179.9 232 2183.49 Sect. F, Fig. 23(8-bit tweak)
DS-MITM 23 2174.9 256 2179.46 Sect. E, Fig. 21(16-bit tweak)

ZC/Integral 23 2155.6 273.2 2138 [1]
Int 26 2172 261 2172

!

[15]

SKINNY-64-64

ID 17 261.8 259.5 249.6 [23]
ID 17 259 258.79 240 [15]

DS-MITM 17 262.06 248 261.91
%

Sect. O, Fig. 41

1 !represents chosen-tweak model (CT).
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Definition 1 (δ(A)-set). A set of messages {P 0, P 1, . . . , PN} that are all dif-
ferent in positions specified by A (P 0 ⊕ P k[A] = k) and all equal in other posi-
tions, where A = [Sr[j0],Sr[j1], . . . ,Sr[js]] is a sequence of positions.

An ordered difference sequence of the associated δ(A)-set expressed in defi-
nition 2 will be utilized in DS-MITM attack.

Definition 2 (∆Er(δ(A))[B]-sequence). An ordered sequence P 0[B]⊕ P 1[B]||
P 0[B] ⊕ P 2[B]|| . . . ||P 0[B] ⊕ PN [B] in positions specified by B of the associated
δ(A)-set by encrypting the δ(A)-set {P 0, P 1, . . . , PN} by function Er, where A =
[Sr0 [j0],Sr0 [j1], . . . ,Sr0 [js]] and B = [Sr1 [i0], . . . ,Sr1 [it]] represent two sequences
of positions.

2.2 Basic DS-MITM attack

In this section, we present a brief overview of the previous DS-MITM attack.
A cipher is usually split into three consecutive parts of r0, r1, and r2 rounds,
respectively. The DS-MITM attack consists of a precomputation phase and an
online phase.

Precomputation phase. The precomputation phase is to construct a distin-
guisher on the second part of r1 rounds. Constructing a distinguisher is to find a
pair of (A,B) to construct a δ(A)-set satisfying that the size of the space of the
values that the output sequence ∆Er1(δ(A))[B] may take is less than that for
a random sequence. For a reduced block cipher Er1 , ∆Er1(δ(A))[B] sequence is
usually uniquely determined by several internal parameters. Then the size of the
space of the values that ∆Er1(δ(A))[B] may take is portrayed by the size of all
possible values space of these internal parameters. A lookup table will be built
to save all possible values that ∆Er1(δ(A))[B] may take for all possible values
of these internal parameters, which will be represented by Tab∆Er1 (δ(A))[B] below.

A basic distinguisher on toy cipher is described by proposition 1. We will give
concrete examples of the following concepts on a 3-round toy SPN block cipher
with a 4-byte block size (Fig. 1). The round function of the toy block cipher con-
sists of a Substitution layer SB (substitute each cell by a Sbox), a linear layer L
(update state by left-multiplying a binary matrix [[0, 1, 1, 1], [1, 0, 1, 1], [1, 1, 0, 1],
[1, 1, 1, 0]]) and a key addition layer AK (update the state by XORing the round
keys). To make the description clearer for the SPN block cipher, let Si represent
the input state of ith round and SSB

i be the output state of the Substitution
layer below.

Proposition 1. Let A = [S0[3]],B = [S3[1]]. Construct a δ(A)-set {P 0, P 1, . . . ,
P 255} satisfying that P 0 ⊕ P i[A] = i, i ∈ {1, . . . , 255}, the output difference
sequence ∆E3(δ(A))[B] = P 0 ⊕ P 1[S3[1]]|| . . . ||P 0 ⊕ P 255[S3[1]] can be uniquely
determined by 7 internal parameters:

P 0[S0[3]], {P 0[S1[j]] : j ∈ [0, 1, 2]}, {P 0[S2[j]] : j ∈ [0, 2, 3]}.
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SB

S0[0] SSB
0 [0]

S0[1] SSB
0 [1]

S0[2] SSB
0 [2]

S0[3] SSB
0 [3]

L
AK

SB

S1[0] SSB
1 [0]

S1[1] SSB
1 [1]

S1[2] SSB
1 [2]

S1[3] SSB
1 [3]

L
AK

SB

S2[0] SSB
2 [0]

S2[1] SSB
2 [1]

S2[2] SSB
2 [2]

S2[3] SSB
2 [3]

L
AK

S3[0]

S3[1]

S3[2]

S3[3]

Fig. 1. A 3-round toy SPN block cipher

Proof. For each plaintext P i, i ∈ {1, . . . , 255} , P 0 ⊕ P i[S0[j]] = 0,∀j ∈ [0, 1, 2]
and P 0⊕P i[S0[3]] = i from δ(A)-set definition. So only the difference in S0[3] is
non-zero. Thus with the knowledge of P 0[S0[3]], P

0⊕P i[SSB
0 [3]] can be deduced,

while ∀j ∈ [0, 1, 2], P 0 ⊕ P i[SSB
0 [j]] = 0. {P ⊕ P i[S1[j]] : ∀j ∈ [0, . . . , 3]} can

be deduced and P 0 ⊕ P i[S1[3]] = 0. Iterate this process, ∆E3(δ(A))[B] can be
uniquely determined by the above 7 internal parameters. Thus ∆E3(δ(A))[B]
can take at most (28)7 possible values, while it has (28)255 possibilities for a
random 255-byte sequence. A distinguisher is constructed and a lookup table
Tab∆Er1

(δ(A))[B] is built to save all possible values of ∆E3(δ(A))[B].

Online phase. The online phase is to guess round-keys involved in r0 rounds
to identify a δ(A)-set for the distinguisher. Then guess round-keys involved in
r2 rounds to compute the value of ∆Er1(δ(A))[B] by partially decrypting the
associated δ(A)-set through r2 rounds. Check whether the sequence in the lookup
table Tab∆Er1 (δ(A))[B], obtain the candidate of guessed round-keys involved in
r0, r2 rounds that pass the test.

2.3 Techniques for Enhancing the DS-MITM Attack

Several improvement techniques are introduced to further reduce the time or
memory complexity in the precomputation phase and online phase.

Differential Enumeration Technique. The main bottleneck technique is the dif-
ferential enumeration technique introduced by Dunkelman et al. in Asiacrypt
2010 [13]. Try many pairs of messages to find one pair of (P, P ′) conforming to a
truncated differential characteristic and construct a δ(A)-set from P (P ∈ δ(A)),
which leads to a reduction of the possible values space of the internal parameters.
In [8], Derbez et al. introduced the improved differential enumeration technique
by finding that many values of the internal parameters are not reached if the
δ(A)-set constructed from a message conforming to a specified truncated differ-
ential characteristic.

Property 1 (Differential property of S-box). Given an input and output difference
pair of (∆in, ∆out) of an Sbox, the equation Sbox(x) ⊕ Sbox(x ⊕ ∆in) = ∆out

has one solution on average.

For example in proposition 1, assume (P 0, P ′) conforms to the truncated differen-
tial trail shown in Fig. 2 and P 0 ∈ δ(A)-set. Then 6 parameters of {P 0[S0[3]]}∪
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{P 0[S1[j]], j ∈ [0, 1, 2]} ∪ {P 0 ⊕ P ′[SSB
0 [3]]} ∪ {P 0 ⊕ P ′[S3[1]]} can determine

the output sequence in proposition 1. Because three parameters of P 0[S2[j]](j ∈
[0, 2, 3]) can be deduced from P 0 ⊕ P ′[S2[j]] and P 0 ⊕ P ′[SSB

2 [j]]) according to
property 1, while it is obvious that P 0⊕P ′[S2[j]] and P 0⊕P ′[SSB

2 [j]] can be de-
duced from the above 6 internal parameters. Then∆E3(δ(A))[B] can take at most
(28)6 possible values, and the size of the precomputation table Tab∆E3(δ(A))[B]

is reduced by 1 byte.

SB

S0[0] SSB
0 [0]

S0[1] SSB
0 [1]

S0[2] SSB
0 [2]

S0[3] SSB
0 [3]

L
AK

SB

S1[0] SSB
1 [0]

S1[1] SSB
1 [1]

S1[2] SSB
1 [2]

S1[3] SSB
1 [3]

L
AK

SB

S2[0] SSB
2 [0]

S2[1] SSB
2 [1]

S2[2] SSB
2 [2]

S2[3] SSB
2 [3]

L
AK

S3[0]

S3[1]

S3[2]

S3[3]

Fig. 2. A truncated differential trail on toy cipher

Key-dependent-sieve Technique. In [16], Li et al. introduced this technique to
reduce the possibilities of the values that the internal parameters may reach,
which is achieved by utilizing the relations on round keys deduced from these
internal parameters.

Tweak-difference Cancellation Technique. In [18], the difference in tweak is uti-
lized to cancel a difference in the state, called tweak-difference cancellation in
this paper. Then differences of a δ(A)-set at more cells will be zero, which leads
to fewer internal parameters that determine the output sequence.

Key-bridging Technique. The technique utilizes the dependent relations on keys
involved in the key-recovery phase to reduce the guessed keys space [13], which
is a general method used in most key-recovery attacks.

2.4 Brief Description of SKINNY Block Cipher

SKINNY is a family of tweakable block cipher [3]. SKINNY-64 and SKINNY-128
have 64-bit and 128-bit block size respectively. In both versions, the states are
arranged as 4 × 4-array, where the size of each cell is 4-bit in SKINNY-64 case
and 8-bit in SKINNY-128 case. The input state of rth round is denoted by

Sr =


Sr[0] Sr[1] Sr[2] Sr[3]
Sr[4] Sr[5] Sr[6] Sr[7]
Sr[8] Sr[9] Sr[10] Sr[11]
Sr[12] Sr[13] Sr[14] Sr[15]

 .

For each block size n, SKINNY-n can take three tweakey size t = n, t =
2n, and, t = 3n. SKINNY-n-t denotes the version with block size n and tweakey
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size t. t-bit tweakey can be arranged as t/n 4 × 4-array TKz, z ∈ {1, . . . , t/n}.
Each tweakey is first updated by a permutation PT (TKz[j]← TKz[PT [j]], z ∈
{1, 2, 3}) for each round. Then every cell of the first and second rows of TK2 and
TK3 is individually updated with an LFSR (The details of LFSR can be found
in [3]).

PT = (9, 15, 8, 13, 10, 14, 12, 11, 0, 1, 2, 3, 4, 5, 6, 7).

The round function is composed of 5 operations: SubCells (SB), AddConstants
(AC), AddRoundTweakey (AK), ShiftRows (SR) and MixColumns (MC). In
the following, let SSB

r , SAK
r and SSR

r denote the output state of SubCells, Ad-
dRoundTweakey and ShiftRows respectively (Fig. 10). The sum of updated t/n
tweakey arrays is denoted by RKr, which is the round-key of rth round.

SubCells is to substitute each cell by a 4-bit (n = 64) or 8-bit (n = 128) Sbox.
AddConstants is to update the state by XORing constants, which is omitted
because constants have no effect on this attack. AddRoundTweakey is to update
the state by XORing the first two rows of state with t/n tweakey arrays, i.e.
SAK
r [j] = SSB

r [j]⊕RKr[j], 0 ≤ j ≤ 7. ShiftRows is to rotate i-th row to the right
by i cells. MixColumns is to multiply each column by the binary matrix MC:

MC =


1 0 1 1
1 0 0 0
0 1 1 0
1 0 1 0

 .

3 The Non-full Key-Addition Technique

A new general improvement technique, referred to as non-full key-addition tech-
nique, is introduced for block ciphers where partial states are updated by the
round keys. The previous best DS-MITM attack on SKINNY-128-384 can di-
rectly be improved by one round by utilizing the technique alone (in Sect. G).
When partial states are updated by round keys, states between two consecutive
rounds are not totally independent. Many dependencies within internal parame-
ters are ignored in previous attacks, which are effective for further reducing the
space of the values that internal parameters may take.

Assume only the first two bytes are updated by XORing the round-keys RKr

in the key addition layer of the toy cipher. Then Sr+1 = L(SSB
r )⊕(RKr[0], RKr[1],

0, 0). Then variables in {Sr[0],Sr[1],Sr[2],Sr[3],Sr+1[2],Sr+1[3]} are not inde-
pendent and linked by Sbox and linear layer without round-key knowledge. For
example, the degree of freedom of {S1[0],S1[1],S1[2],S2[2], S2[3]} is 4. This de-
pendency will lead to that 5 parameters of {P 0[S1[j]] : j ∈ [0, 1, 2]}∪{P 0[S2[j]] :
j ∈ [2, 3]} in proposition 1 can take at most (28)4 possible values. So the space
of values that the output sequence may take is further reduced by 1 byte. This
example can be seen as taking g1 = (1, 1, 1, 0, 1, 1) defined in the below prop-
erty 2.

This article will describe the non-full key-addition technique in property 2
from a more general and comprehensive perspective. For simplicity, we will in-

8



troduce this technique on a regular round function. Note that the technique for
other round functions can be considered in a similar way. The constant addition
is omitted in this description as it has no effect on the property.

Property 2. Assume Sr+1 = L(SSB
r ) ⊕ (RKr[0], . . . , RKr[s − 1], 0, . . . ),SSB

r =
(Sbox(Sr[0]), . . . ,Sbox(Sr[n − 1])), where s partial cells are updated by the
round-key RKr and L is the linear transformation matrix. Introduce a vector
gr = (gr[0], gr[1], . . . , gr[2n− s− 1]) ∈ F2n−s

2 corresponding to (Sr[0], . . . ,Sr[n−
1],Sr+1[s], . . . , Sr+1[n − 1]). For each possible value of gr, compute the rank
βgr of the matrix consisting of {−→ej : gr[j] = 1, j ∈ [0, . . . , n − 1]} and {Lj :
gr[n + j − s] = 1, j ∈ [s, . . . , n − 1]}, where −→ej is the n-dimensional unit vector
with jth bit 1 and Lj is the jth row of the linear transformation matrix. For any
plaintext P , parameters of {P [Sr[j]] : gr[j] = 1, j ∈ [0, . . . , n−1]}∪{P [Sr+1[j]] :
gr[n + (j − s)] = 1, j ∈ [s, . . . , n − 1]} can take at most (2c)βgr possible values,
where c is the size of each cell. We also say that the possible values space of

these internal parameters is reduced by
2n−1−s∑

j=0

gr[j]− βgr cells.

As each SSB
r [j] can be expressed by Sbox(Sr[j]). Thus the relations on SSB

r [j]
can be converted to that on Sr[j] directly. Note that all possible values of

(gr[0], . . . , gr[2n − 1 − s],
2n−1−s∑

j=0

gr[j] − βgr ) can be built directly from L. This

way of description makes the technique easy to be modeled in the full-fledged
search framework in Section 4.5.

4 Full-fledged Framework with New Improvement
Techniques

4.1 A High Level Overview

Before stating our new framework of modelling DS-MITM attack with four ad-
ditional new techniques that have not been included in the basic model in Asi-
acrypt 2018 [20], we would like to give a high-level description of the unified
framework which supports a full package of techniques. In particular, we high-
light the variables that will be introduced for realizing these functions.

Basic DS-MITM distinguisher. Impose constraints over three types (typeX,
typeY, typeZ) of 0-1 variables to describe the basic distinguisher [20].

Differential enumeration. Note that the automation of the differential enu-
meration technique is highly nontrivial and the key point is to synthesize
internal parameters that will uniquely determine the output sequence from
the combination of the basic model and truncated differential trail. It is en-
abled by introducing an important proposition (proposition 3). To modelling
the differential enumeration technique, a new type, i.e., typeT, of 0-1 vari-
ables for each cell are first introduced to describe the traditional truncated
differential trail. Two new types (typeGT, typeGZ) of 0-1 variables for each
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cell are introduced to synthesize the internal parameters that determine the
output sequence, where typeGT variables describe the internal parameters
whose values will be bounded by truncated differential trail and typeGZ
variables describe the remaining internal parameters.

Key-dependent sieve. To modelling the key-dependent-sieve technique, the
internal parameters that determine the output sequence described by typeGT
and typeGZ variables are unified by a new type, i.e., typeV, of 0-1 variables,
and a new type typeK of 0-1 variables are introduced to describe the round-
keys deduced from these internal parameters.

Non-full key-addition. To modelling the non-full key-addition technique, in-
troduce integer variables for each round to describe the reduced cells with
typeV variables introduced for the key-dependent-sieve technique.

Tweak-difference cancellation. Note that the tweak values input to each
round are known to the attackers, which can be treated as constants in the
computation of the output difference. But we need to consider the injected
tweak-difference by tweak addition operation when imposing constraints over
typeX variables following the forward differential propagation rule. We will
introduce typeX variables for each tweak cell and describe forward differen-
tial trail propagation for both tweak addition and tweak schedule.

Key-recovery phase. The methods for modelling the phase of deducing the
guessed round-keys to construct δ(A)-set and obtain∆Er1(δ(A))[B] sequence
by partially decrypting the associated δ(A)-set can refer to Shi et al.’s
work [20], which are achieved by introducing typeM variables involved in
first r0 rounds and typeW type variables involved in last r2 rounds and im-
pose constraints over typeM variables to form a backward differential trail
and constraints over typeW variables to form a forward determination trail.
To consider the differential enumeration in this paper, we also need to model
the phase of obtaining a pair conforming to the truncated differential trail of
the distinguisher. We will introduce new type, i.e., typeE, of 0-1 variables for
each cell involved in r0 and r2 rounds, and impose constraints over typeE to
form a backward differential trail through the first r0 rounds and a forward
differential trail through the last r2 rounds. And typeE-Sr0 should be equal
to typeT-Sr0 , while typeE-Sr0+r1 should be equal to typeT-Sr0+r1 .

4.2 Modelling the Basic DS-MITM Distinguisher

In [20], Shi et al. proposed a modelling method for the basic DS-MITM attack
based on constraints programming (CP). In this section, we review and describe
Shi et al.’s modelling method for finding DS-MITM distinguisher in a more
unified way. We encourage the readers to go through this section since new
terminologies are introduced and will be used to enhance the expressiveness of
our framework.

As defined in [20], three types (typeX, typeY, typeZ) of 0-1 variables for each
cell are introduced. Let typeX-∗, typeY-∗ and typeZ-∗ denote the type variables
in a cell or a state ∗ respectively below. Constraints over typeX variables fol-
lows the so-called forward differential propagation rule. Constraints over typeY

10



variables follows so-called backward determination propagation rule. Assume the
distinguisher is constructed on the second part of r1 rounds (r0, r0 + 1, . . . , r0 +
r1 − 1).

typeX Variables

– Generalized propagation rule for typeX variables is presented in definition 3,
and typeX variables form a so-called forward differential trail.

Definition 3 (forward differential trail). Let Si+1 = f(Si) for 0 ≤ i ≤
r − 1, where f is the round function of an iterative block cipher and Si =
(Si[0],Si[1], . . . ,Si[n−1]) is the n-cell input state of the ith round. Introduce
typeX variables for each cell: typeX-Si = (typeX-Si[0], typeX-Si[1], . . . , typeX-
Si[n − 1]) ∈ {0, 1}n, 0 ≤ i ≤ r. Define Ai = [Si[j] : typeX-Si[j] = 0, j ∈
[0, . . . , n − 1]]. We call (typeX-S0

f−→ typeX-S1
f−→ . . .

f−→ typeX-Sr) a
valid forward differential trail if for each pair of (P, P ′) satisfying P⊕P ′[j] =
0,∀j ∈ Ai, obtain

P ⊕ P ′[j] = 0,∀j ∈ Ai+1.

– typeX variables are defined with the following implications.

typeX-∗ =

{
0( )

1( )

– Informally, constraints over typeX variables follow the differential propaga-
tion rule with probability 1. And typeX-Si+1[j] = 0 indicates that Si+1[j] is
always a in-active cell (internal difference at Si+1[j] is always 0) for any pair
of (P, P ′) satisfying P ⊕ P ′[S0[j]] = 0,∀j ∈ A0. A valid forward differential
trail on the toy cipher is shown in Fig. 3. In the figure, A0 = [S0[j] : j ∈
[0, 1, 2]],A1 = [S1[3]], and typeX-S0 = (0, 0, 0, 1) −→ typeX-S1 = (1, 1, 1, 0)
is valid. Because output difference P ⊕ P ′[S1[3]], for any pair of (P, P ′) in-
active at positions specified by [S0[j] : j ∈ [0, 1, 2]], is always 0. Imposed
constraints over typeX variables following this propagation rule through all
specific operations (S-box, MC, . . . ) please refer to [20].
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Fig. 3. A valid forward differential trail on toy cipher

An opposite direction backward differential trail is also presented in defini-
tion 4 and a backward differential trail on toy cipher is shown in Fig. 4.
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Definition 4 (backward differential trail). Let Si+1 = f(Si) for 0 ≤ i ≤
r − 1, where f is the round function of an iterative block cipher and Si =
(Si[0],Si[1], . . . ,Si[n− 1]) is the n-cell input state of ith round. Introduce typeX
variables for each cell: typeX-Si = (typeX-Si[0], typeX-Si[1], . . . , typeX-Si[n −
1]) ∈ {0, 1}n, 0 ≤ i ≤ r. Define Ai = {Si[j] : typeX-Si[j] = 0, j ∈ [0, . . . , n− 1]}.
We call (typeX-S0

f−1

←− typeX-S1
f−1

←− . . .
f−1

←− typeX-Sr) a valid backward dif-
ferential trail if for any pair of (P, P ′) satisfying P ⊕ P ′[j] = 0,∀j ∈ Ai+1,
obtain

P ⊕ P ′[j] = 0,∀j ∈ Ai.
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Fig. 4. A valid backward differential trail on toy cipher

typeY Variables

– Generalized propagation rule for typeY variables is proposed in definition 5,
and typeY variables form the so-called backward determination trail.

Definition 5 (backward determination trail). Let Si+1 = f(Si) for 0 ≤
i ≤ r−1, where f is the round function of an iterative block cipher and Si =
(Si[0],Si[1], . . . ,Si[n − 1]) is the n-cell input state of ith round. Introduce
typeY variables for each cell: typeY-Si = (typeY-Si[0], . . . , typeY-Si[n−1]) ∈
{0, 1}n, 0 ≤ i ≤ r. Define Bi = {Si[j] : typeY-Si[j] = 1, j ∈ [0, . . . , n − 1]}.
We call (typeY-S0

f−→ typeY-S1
f−→ . . .

f−→ typeY-Sr) a valid backward
determination trail if for any pair of (P, P ′), each difference among

{P ⊕ P ′[j] : j ∈ Bi+1}

can be uniquely determined by

{P ⊕ P ′[j], P [j] : j ∈ Bi}.

– This variable is defined with the following implications.

typeY-∗ =

{
0( )

1( )

– Informally, typeY-Si[j] = 0 indicates that difference in each cell in Bi+1 is in-
dependent of the knowledge of Si[j]. A valid backward determination trail on
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the toy cipher is shown in Fig. 5. In the figure, B2 = [S2[j] : j ∈ [0, 2, 3]],B3 =
[S3[1]], and typeY-S2 = (1, 0, 1, 1) −→ typeY-S3 = (0, 1, 0, 0) is valid, be-
cause P ⊕P ′[S3[1]] can be uniquely determined by {P ⊕P ′[S2[j]], P [S2[j]] :
j ∈ [0, 2, 3]}. Imposed constraints over typeY variables following the propa-
gation rule through all specific operations please refer to [20].
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Fig. 5. A valid backward determination on toy cipher

An opposite direction forward determination trail is also defined in [20].

Remark 1. In the backward determination trail definition, the {P [Si[j]], j ∈ Bi}
can be omitted in case of f is a linear operation.

typeZ Variables

– This variable is imposed for each cell satisfying the rule that typeZ-∗ ( )
equals 1 if and only if typeX-* = 1 ( ) and typeY-* = 1 ( ).

Objective Function

Proposition 2 ([20]). Assume (typeX-Sr0
f−→ typeX-Sr0+1

f−→ . . .
f−→ typeX-

Sr0+r1) is a forward differential trail and (typeY-Sr0
f−→ typeY-Sr0+1

f−→
. . .

f−→ typeY-Sr0+r1) is a backward determination trail. Impose constraints
over (typeX-Si[j], typeY-Si[j],typeZ-Si[j]) for each cell following the rule that
typeZ-Si[j] = 1 if and only if typeX-Si[j] = 1 and typeY-Si[j] = 1. Let A =
Ar0 = [Sr0 [j] : typeX-Sr0 [j] = 1, j ∈ [0, . . . , n]],B = Br0+r1 = [Sr0+r1 [j] :
typeY-Sr0+r1 [j] = 1, j ∈ [0, . . . , n]]. For any constructed δ(A)-set {P 0, P 1, . . . ,
PN−1}, the output difference sequence ∆Er1(δ(A))[B] can be uniquely determined
by the following internal parameters:

{P 0[Si[j]] : typeZ-Si[j] = 1, r0 ≤ i ≤ r0 + r1 − 1, j ∈ [0, . . . , n]}.

In the basic model, the objective function can be obtained from proposi-
tion 2. The example in proposition 1 can be obtained directly from this propo-
sition 2, which is also illustrated in Fig. 6. The lookup table Tab∆Er(δ(A))[B] will
be built to save all values of ∆Er1(δ(A))[B] for all possible values of {P 0[Si[j]] :
typeZ-Si[j] = 1, r0 ≤ i ≤ r0 + r1 − 1, j ∈ [0, . . . , n]}. And the smaller the size of
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Fig. 6. A valid typeZ trail on toy cipher

the table is, the better the distinguisher is. Thus in the basic model, the objective

function of the distinguisher is constrained to Minimize (
r0+r1−1∑

i=r0

n−1∑
j=0

typeZ-Si[j]).

Remark 2. Sometimes multiset is considered instead of the output difference
sequence, i.e. an unordered set with multiplicity. The model for searching the
ordered sequence and unordered multiset are almost the same. For simplicity,
the objective function is defined for the ordered sequence below, while the ex-
periments for SKINNY are both done by considering the ordered sequence and
unordered multiset.

4.3 Modelling the Differential Enumeration Technique

The basic idea of the differential enumeration technique is to try many pairs of
messages to find one pair of (P, P ′) conforming to a specified truncated differen-
tial characteristic and construct a δ(A)-set from P . The space of the values that
the output sequence may take is reduced because of fewer internal parameters
that determine the sequence.

It is highly nontrivial to synthesize objective function, which is enabled by an
important proposition 3. Three types (typeT, typeGT, typeGZ) of 0-1 variables
for each cell are introduced. Constraints over typeT variables will follow a valid
truncated differential propagation rule. In order to automatically synthesize the
internal parameters from the combination of the basic distinguisher and trun-
cated differential trail. Two new types (typeGT, typeGZ) of 0-1 variables for
each cell are introduced to describe the internal parameters that determine the
output sequence. And the parameters whose values are bounded by the trun-
cated differential trail are represented by typeGT variables while the remaining
internal parameters are described by typeGZ variables.

typeT Variables

– Constraints over typeT variables follow the traditional valid truncated differ-
ential propagation rule in the encryption direction. typeT variable is defined
with the following implications.

typeT-∗ =

{
0( ) : if the cell is in-active in the truncated differential trail,

1( ) : if the cell is active in the truncated differential trail.
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– (typeT-S0
f−→ typeT-S1

f−→ . . .
f−→ typeT-Sr) represents a valid truncated

differential trail through the encryption round function f . A valid truncated
differential trail on the toy cipher is shown in Fig. 7.
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Fig. 7. A truncated differential trail on the toy cipher

typeGT Variables

– Generalized propagation rule for typeGT variables is proposed in definition 6
and typeGT variables form a so-called typeT-based backward determination
trail.

Definition 6 (typeT-based backward determination trail). Let Si+1 =
f(Si) for 0 ≤ i ≤ r − 1, where f is the round function of an iterative
block cipher, Si = (Si[0],Si[1], . . . ,Si[n − 1]) is the n-cell input state of ith

round, and (typeT-S0
f−→ typeT-S1

f−→ . . .
f−→ typeT-Sr) is a valid trun-

cated differential trail. Introduce typeGT variables for each cell: typeGT-Si =
(typeGT-Si[0], . . . , typeGT-Si[n−1]) ∈ {0, 1}n, 0 ≤ i ≤ r. Define Gi = [Si[j] :

typeGT-Si[j] = 1, j ∈ [0, . . . , n−1]]. We call (typeGT-S0
f−→ typeGT-S1

f−→
. . .

f−→ typeGT-Sr) a typeT-based backward determination trail if for each
pair of (P, P ′) conforming to the truncated differential trail defined by typeT
variables, obtain each difference in

{P ⊕ P ′[j] : j ∈ Gi+1}

can be uniquely determined by

{P ⊕ P ′[j], P [j] : j ∈ Gi}.

– typeGT variable for each cell is defined with the following implications.

typeGT-∗ =

{
0( )

1( )
(1)

– Informally, typeGT-Si[j] = 0 indicates whether the difference in each cell in
Gi+1 is independent of knowledge of Si[j] or Si[j] is in-active in the truncated
differential trail (typeT-Si[j] = 0), which is different from backward deter-
mination definition 5. A valid typeT-based backward determination trail on
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the toy cipher is shown in Fig. 8. In the figure, G0 = [S0[0]],G1 = [S1[j] :
j ∈ [1, 2, 3]], and typeGT-S0 = (1, 0, 0, 0) → typeGT-S1 = (0, 1, 1, 1) is
valid. {P ⊕ P ′[S1[j]] : j ∈ [1, 2, 3]} can be uniquely determined by {P ⊕
P ′[S0[0]], P [S0[0]]} because ∀j ∈ [1, 2, 3], P ⊕ P ′[S0[j]] = 0 if (P, P ′) con-
forms to the truncated differential trail defined by . From the comparison
between Fig. 5 and Fig. 8, typeT-based backward determination trail is dif-
ferent from the previous backward determination trail. This will lead to a
reduction of the internal parameters that determine the output sequence by
combining the truncated differential with the basic DS-MITM distinguisher.

– Constraints over typeGT variables following the propagation rule through
all operations can be imposed in two steps. Firstly, introduce dummy 0-1
variables for each cell: Dm-Si = (Dm-Si[0], . . . ,Dm-Si[n−1]) ∈ {0, 1}n, and
impose constraints over (Dm-Si, typeGT-Si+1) following backward deter-
mination propagation rule (definition 5). Secondly, impose constraints over
(Dm-Si[j], typeT-Si[j], typeGT-Si[j]) following the rule that typeGT-Si[j] =
1 if and only if Dm-Si[j] = typeT-Si[j] = 1, which can be easily generated
by using convex hull computation method.
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Fig. 8. A typeT-based backward determination trail on toy cipher

A typeT-based forward determination trail is also presented in definition 7.

Definition 7 (typeT-based forward determination trail). Let Si+1 =
f(Si) for 0 ≤ i ≤ r − 1, where f is the round function of an iterative block
cipher, Si = (Si[0],Si[1], . . . ,Si[n−1]) is the n-cell input state of ith round, and
(typeT-S0 → typeT-S1 → · · · → typeT-Sr) is a valid truncated differential trail.
Introduce typeGT variables for each cell: typeGT-Si = (typeGT-Si[0], . . . , typeGT-
Si[n − 1]) ∈ {0, 1}n, 0 ≤ i ≤ r. Define Gi = {Si[j] : typeGT-Si[j] = 1, j ∈
[0, . . . , n − 1]}. We call (typeGT-S0

f−1

←− typeGT-S1
f−1

←− . . .
f−1

←− typeY-Sr) a
typeT-based forward determination differential trail if for each pair of (P, P ′)
conforming to the truncated differential propagation trail defined by typeT vari-
ables, obtain each difference in

{P ⊕ P ′[j] : j ∈ Gi}

can be uniquely determined by

{P ⊕ P ′[j] : j ∈ Gi+1}, {P [j] : j ∈ Gi}.
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Fig. 9. A typeT-based forward determination trail on toy cipher

typeGZ Variables

– This variable is imposed following the rule of Eq. (2).

typeGZ-∗ =

{
1( ) : if typeZ-∗ = 1 and typeGT-∗ = 0,

0( ) : otherwise.
(2)

– These variables are utilized to consider the remaining internal parameters
that determine the output difference except those covered by typeGT vari-
ables (typeGT-* = 1). Constraints over these variables following the rule can
be easily generated by the convex hull computation method.

Objective Function Based on Differential Enumeration Technique. An
important proposition 3 is proposed based on the six types variables (typeX,
typeY, typeZ, typeT, typeGT, typeGZ). Then this proposition is applied to
automatically synthesize the objective function for the distinguisher based on
the differential enumeration technique.

The following description is based on the assumption that Sbox has differ-
ential property 1, which is usually true. And the differential property 1 will
be utilized where typeT-backward determination trail and typeT-based forward
determination trail meet. Denote RM be the round where two trails meet. Let
SRM

and SSB
RM

represent the input and output state of the SB-layer of round RM ,
respectively. To combine the basic DS-MITM distinguisher and the differential
enumeration technique, typeGT variables in RM should be initialized by typeZ
and typeT variables as shown in Eq. (3) and Eq. (4) for two reasons. Firstly,
the differential property 1 can be utilized in the active Sbox of the truncated
differential trail. Secondly, we only care about internal parameters that deter-
mine the output difference (typeZ-* = 1). For a complete search of r1 rounds
distinguisher, all possible RM should be tried. The following description of the
proposition is for an individual model with a fixed (r1, RM ).

typeGT-SRM
[j] =

{
1, if typeT-SRM

[j] = 1 and typeZ-SRM
[j] = 1,

0, otherwise.
(3)

typeGT-SSB
RM

[j] =

{
1, if typeT-SSB

RM
[j] = 1 and typeZ-SSB

RM
[j] = 1,

0, otherwise.
(4)
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The constraints over (typeGT-SRM
[j], typeT-SRM

[j], typeZ-SRM
[j]) following

the rules can be easily generated by convex hull computation method.

Proposition 3 (New Objective Function). Impose constraints over three
types (typeX,typeY,typeZ) of 0-1 variables on r1 rounds (r0, r0 +1, . . . , r0 + r1−
1). typeX variables and typeY variables form a forward differential trail and a
backward determination trail respectively. Impose constraints over (typeX-Si[j],
typeY-Si[j],typeZ-Si[j]) for each cell following the rule that typeZ-Si[j] = 1 if and

only if typeX-Si[j] = 1 and typeY-Si[j] = 1. (typeGT-Sr0
E1−→ typeGT-Sr0+1

E1−→

. . .
E1−→ typeGT-SRM

) and (typeGT-SSB
RM

E1−1←− typeGT-SRM+1
E−1
1←− . . .

E−1
1←−

typeGT-Sr0+r1) form a typeT-based backward determination trail (definition 6)
and a typeT-based forward determination trail (definition.7) respectively. typeGT-
SRM

and typeGT- SSB
RM

are initialized by Eq. (3) and Eq. (4). Define A =
[Sr0 [j] : typeX-Sr0 [j] = 1, j ∈ [0, . . . , n − 1]],B = [Sr0+r1 [j] : typeY-Sr0+r1 [j] =
1, j ∈ [0, . . . , n−1]]. Assume (P 0, P ′) conforms to the truncated differential trail
defined by typeT variables. For any δ(A)-set {P 0, P 1, . . . , PN−1} constructed
from the message P 0 (P 0 ∈ δ(A)), the output difference sequence ∆Er1(δ(A))[B]
can be uniquely determined by the following internal parameters:

{P 0 ⊕ P ′[Sr0 [j]] : typeGT-Sr0 [j] = 1, j ∈ [0, . . . , n− 1]},

{P 0 ⊕ P ′[Sr0+r1 [j]] : typeGT-Sr0+r1 [j] = 1, j ∈ [0, . . . , n− 1]},

{P 0[Si[j]] : typeGT-Si[j] = 1, r0 ≤ i ≤ r0 + r1 − 1, i ̸= RM , j ∈ [0, . . . , n− 1]},

{P 0[Si[j]] : typeGZ-Si[j] = 1, r0 ≤ i ≤ r0 + r1 − 1, j ∈ [0, . . . , n− 1]}.

(5)

Proof. According to proposition 2, the output sequence can be uniquely deter-
mined by {P 0[Sr[j]] : typeZ-Sr[j] = 1, r0 ≤ r ≤ r0+ r1−1, j ∈ [0, . . . , n−1]}, in
which all except {P 0[SRM

[j]] : typeZ-SRM
[j] = 1, j ∈ [0, . . . , n − 1]} have been

included by {P 0[Sr[j]] : typeGT-Sr[j] = 1 or typeGZ-Sr[j] = 1, r ̸= RM , j ∈
[0, . . . , n − 1]} from the definition of typeGZ variables shown in Eq. (2). If we
can prove that {P 0[SRM

[j]] : typeZ-SRM
[j] = 1, j ∈ [0, . . . , n − 1]} can be

uniquely determined by above internal parameters, the proof is complete.
Firstly, if (P 0, P ′) conforms to the truncated differential described by typeT

variables and (typeGT-Sr−1
E1−→ typeGT-Sr) forms a typeT-based backward

determination trail, then {P 0 ⊕ P ′[Sr[j]] : typeGT-Sr[j] = 1, j ∈ [0, . . . , n− 1]}
can be uniquely determined by {P 0 ⊕ P ′[Sr−1[j]] : typeGT-Sr−1[j] = 1, j ∈
[0, . . . , n − 1]} and {P 0[Sr−1[j]] : typeGT-Sr−1[j] = 1, j ∈ [0, . . . , n − 1]} (def-
inition 6). Thus iterate the process on r to obtain that {P 0 ⊕ P ′[SRM

[j]] :
typeGT-SRM

[j] = 1, j ∈ [0, . . . , n−1]} can be uniquely determined by {P 0[Sr[j]] :
typeGT-Sr[j] = 1, r0 ≤ r ≤ RM − 1, j ∈ [0, . . . , n − 1]} ∪ {P 0 ⊕ P ′[Sr0 [j]] :
typeGT-Sr0 [j] = 1, j ∈ [0, . . . , n− 1]}.

Secondly, if (P 0, P ′) conforms to the truncated differential trail described

by typeT variables and (typeGT-Sr
E−1
1←− typeGT-Sr+1) forms a typeT-based

forward determination trail (definition 7). Then {P 0 ⊕ P ′[Sr] : typeGT-Sr[j] =
1, j ∈ [0, . . . , n−1]} can be uniquely determined by {P 0⊕P ′[Sr+1[j]] : typeGT-Sr+1[j] =
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1, j ∈ [0, . . . , n − 1]} and {P 0[Sr[j]] : typeGT- Sr[j] = 1, j ∈ [0, . . . , n − 1]}. It-
erate this process on r to obtain that {P 0 ⊕ P ′[SSB

RM
[j]] : typeGT-SSB

RM
[j] =

1, j ∈ [0, . . . , n−1]} can be uniquely determined by {P 0[Sr[j]] : typeGT-Sr[j] =
1, RM + 1 ≤ r ≤ r0 + r1 − 1, j ∈ [0, . . . , n − 1]} ∪ {P 0 ⊕ P ′[Sr0+r1 [j]] :
typeGT-Sr0+r1 [j] = 1, j ∈ [0, . . . , n− 1]}.

Apply differential property 1 on (P 0 ⊕ P ′[SRM
[j]], P 0 ⊕ P ′[SSB

RM
[j]]) to de-

duce {P 0[SRM [j]] : typeGT-SRM
[j] = 1, j ∈ [0, . . . , n − 1]}. Thus {P 0[SRM

[j]] :
typeZ-SRM

[j] = 1, j ∈ [0, . . . , n−1]} are uniquely determined with the remaining
parameters of {P 0[SRM

[j]] : typeGZ-SRM
[j] = 1, j ∈ [0, . . . , n− 1]}.

The objective function is constrained to Minimize OBJ , where

OBJ =

i=r0+r1−1∑
i=r0

j=n−1∑
j=0

typeGZ-Si[j] +

i=r0+r1−1∑
i=r0,i̸=RM

j=n−1∑
j=0

typeGT-Si[j]

+
∑

i∈{r0,r0+r1}

j=n−1∑
j=0

typeGT-Si[j].

(6)

Remark 3. The above objective function is a unified expression for the gener-
alized model with the differential enumeration technique. The actual objective
function OBJDis of the distinguisher is OBJ minus the reduced space by the
key-dependent-sieve or non-full key-addition techniques et al.. Details of the at-
tack phase on SKINNY will be given in proposition 4 as an example of the proof,
which can be automatically deduced by proposition 3.

4.4 Modelling Key-Dependent-Sieve Technique

Some round keys can be deduced from the internal parameters that determine
the output difference sequence. The key-dependent-sieve technique is to utilize
the dependent relations on these round keys to reduce the possible values space
of the internal parameters, which is an important technique and has not been
included in the previous automatic search model in [20].

One type typeV of 0-1 variable for each state cell and one type typeK of
0-1 variable for each round-key cell will be introduced to describe whether the
round-key cell can be deduced from the internal parameters listed in Eq. (5) that
determine the output difference sequence. We will give a description of modelling
the technique on a regular round function. Assume Sr+1 = L(SSB

r )⊕RKr, where
L is a linear transformation matrix and RKr is the round-key.

typeV Variables

– This variable is imposed following the rule listed in Eq. (7).

typeV-∗ =

{
1 : if typeGZ-∗ = 1 or typeGT-∗ = 1,

0 : otherwise.
(7)
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According to proposition 3, the internal parameter satisfying typeGZ-∗ = 1 or
typeGT-∗ = 1 is needed to determine the output sequence, which is unified by
typeV-∗ = 1.

typeK Variables

– Describe RKr[j] as Sr+1[j] ⊕ L(SSB
r [j0],S

SB
r [j1], . . . ,S

SB
r [js]]). A new type

typeK of 0-1 variables are introduced for each round-key cell following the
rule listed in Eq. (8).

typeK-RKr[j] =

{
1( ) : if typeV-Sr+1[j] = 1, typeV-SSB

r [ji] = 1,∀i,
0( ) : otherwise.

(8)

The possible values space of the internal parameters can be reduced by the
number of relations on these deduced round-key cells satisfying typeK-RKr[j] =
1. And the various relations for specified cipher can be included in the model
dynamically.

Model of Key-Dependent-Sieve for SKINNY. For SKINNY described in
Section 2.4, each round-key cell RKr[j] is related to only one position of each
master tweakey array TKz.RKr[j] can be uniquely determined by {TKz[PT r[j]] :
z ∈ {1, . . . , t/n}}. PT r (PT−r respectively) represents the composite permuta-
tion of PT ◦· · ·◦PT (PT−1◦· · ·◦PT−1 respectively). For each j ∈ {0, 1, . . . , 15},
{RKr[PT−r[j]] : r ∈ {r0, . . . , r0+r1−1}} are uniquely determined by {TKz[j] :
z ∈ {1, . . . , t/n}}. In attack figures, j will be listed in each round-cellRKr[PT−r[j]].
Assume Nj cells in {RKr[PT−r[j]] : r ∈ {r0, . . . , r0 + r1 − 1}} will be de-
duced from the internal parameters that determine the output sequence. Then

Nj =
r0+r1−1∑
r=r0

typeK-RKr[PT−r[j]]. Each relation on these Nj round-key cells

can be converted to a relation on those internal parameters. As {RKr[PT−r[j]] :
r ∈ {r0, . . . , r0+r1−1}} are uniquely determined by {TKz[j] : z ∈ {1, . . . , t/n}},
the possible values space of internal parameters can be reduced by Nj− t/n cells
from Nj − t/n independent relations on these Nj round-keys if Nj > t/n.

Introduce an integer variable Cutkeysievej for each position j to represent the

reduced cells. Constraints over {Cutkeysievej ,
r0+r1−1∑
r=r0

typeK-RKr[PT−r[j]]} are

imposed satisfying Cutkeysievej = Max (0,
r0+r1−1∑
r=r0

typeK-RKr[PT−r[j]]− t/n).

Then the overall reduced cells by key-dependent-sieve technique are
15∑
j=0

Cutkeysievej

and denoted by Cutkeysieve listed in attack figures.

4.5 Modelling the Non-full Key-Addition Technique

The non-full key-addition exploits the relations on the parameters that deter-
mine the output difference sequence and proposition 3 shows that these in-
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ternal parameters satisfy typeGT-* = 1 or typeGZ-* =1. And typeGT-* =
1 or typeGZ-* =1 has been unified by typeV-∗ = 1 in Section 4.4. Property
2 shows how to exploit all possible dependencies within parameters. Introduce
an integer variable Cutr for each round to represent the reduced cells, restrict
(typeV-Sr[0], . . . , typeV-Sr[n − 1], typeV-Sr+1[s] . . . , typeV-Sr+1[n − 1], Cutr)
to take values in the subset of all possible values of (gr[0], . . . , gr[2n − 1 −

s],
2n−1−s∑

j=0

gr[j]−βgr ) shown in property 2. Constraints over these variables can be

imposed by a system of linear inequalities by using the convex hull computation
method.

Model of Non-full Key-Addition for SKINNY. The round function of
SKINNY is a little different from that defined in property 2. The technique
can be also considered in a similar way. For SKINNY, the first two rows of
state before the ShiftRows will be updated by XORing the round-keys. We
will model the technique for each column of SKINNY, and the property for
all columns are the same. Thus each column of SKINNY can be simply de-
scribed by (y0, y1, y2, y3) = L(x0 ⊕ rk0, x1 ⊕ rk1, x2, x3), where L = MC ◦ SR
is the composite linear transformation matrix. For example, yi = Sr+1[4 · i] and
xi = SSB

r [4 · i + (−i)%4] for 0th column. In SKINNY case, introduce vector
g = (g[0], . . . , g[5]) ∈ F6

2 corresponding to (x2, x3, y0, y1, y2, y3). For each pos-
sible value of g, obtain the rank βg of matrix consisting of {L−1

j : g[j − 2] =

1, j ∈ [2, 3]} and {−→ej : g[j + 2] = 1, j ∈ [0, . . . , 3]}. Introduce an integer Cut1
for each column to describe the reduced cells. According to property 2, restrict
(typeV-x2, typeV-x3, typeV-y0, . . . , typeV-y3, Cut1) to take values in the subset

of all possible values of (g[0], . . . , g[5],
5∑

j=0

g[j] − βg). The reduced cells in each

column of SKINNY by this technique are listed below of MC in attack figures
of SKINNY. The overall reduction number by utilizing the technique is denoted
by Cutnonfull in attack figures.

4.6 Modelling the Tweak-Difference Cancellation Technique

For tweakable block cipher, the attack considers the output sequence of the asso-
ciated δ(A)-set by encrypting a plaintext-tweak combination {(P 0, TW 0), . . . , (PN ,
TWN )}, where TWN represents the selected tweak for P i. The tweak differences
can be controlled to cancel the state difference in one round, then differences of
the δ(A)-set at more internal cells will be zero, which leads to fewer internal
parameters that determine the output sequence. The tweak-difference is proved
to be an effective technique for attacks of SKINNY and has not been included
in the previous automatic search model in [20].

Assume the tweak difference will be injected to the state by tweak addi-
tion. The tweak addition operation and tweak schedule should be considered
when imposing constraints over typeX variables following the forward differen-
tial propagation rule (informally differential propagation with probability 1). We
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need to introduce typeX variables for each tweak cell, and impose the constraints
over typeX variables through each tweak addition following forward differential
propagation rule in definition 3 except for the round with tweak-difference can-
cellation. For the round with tweak-difference cancellation, the tweak materials
are controlled to cancel state difference. Assume the tweak addition operation is
expressed by y = x ⊕ rT , where rT represents the tweak material input to the
internal state cell.

The propagation rules for the round with tweak-difference cancellation is

typeX-y =


0 : typeX-x = typeX-rT = 0,

1 : typeX-x⊕ typeX-rT = 1,

0 or 1 : typeX-x = typeX-rT = 1,

(9)

while the propagation rule for other rounds is the forward differential prop-
agation rule presented in definition 3:

typeX-y =

{
0 : typeX-x = typeX-rT = 0,

1 : others.
(10)

The constraints over (typeX-x, typeX-rT, typeX-y) following the rules of Eq. (9)
or Eq. (10) can be imposed by using the convex hull computation method. Note
that tweak differences are known to attackers and can be treated as constants
except in the description of forward differential trail. In order to inject fewer
differences from the tweak, the tweak differences are usually controlled to cancel
the state difference in the first round of the distinguisher.

Model of Tweak-Difference Cancellation for SKINNY. We will intro-
duce typeX variables for each round-key cell RKr[j]. If one of {TKz[j] : z ∈
{1, . . . , t/n}} is loaded with tweak material, the tweak difference will propa-
gate to round-key RKr[PT−r[j]]. If typeX-RKr[j] = 1 ( ), at least one of
{TKz[PT r[j]] : z ∈ {1, . . . , t/n}} is loaded with tweak material. Tweak dif-
ference introduced in one position is more controllable and sufficient to cancel
state difference in the first round of distinguisher. For simplicity, we will give the
description of attacks by loading tweak material on the positions of TK1. For
example in Fig. 10 and Fig. 11, tweak materials will be loaded in TK1[1] and
are controlled to cancel state difference in 4th round.

4.7 Modelling the Key-Recovery Phase

Firstly, the key-recovery phase is to find a pair of plaintext (P, P ′) conforming to
the truncated differential trail. Secondly, guess round-keys involved in r0 rounds
to construct a δ(A)-set from P for the distinguisher. Finally, guess round-keys
involved in last r2 rounds (r0 + r1, r0 + r1 +1, . . . , r0 + r1 + r2− 1) to obtain the
value of ∆Encr1(δ(A))[B] sequence by partially decrypting the associated δ(A)-
set. The methods for modelling the last two phases please refer to Shi et al.’s
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work [20], which are achieved by introducing two new type variables following a
backward differential propagation rule through the first r0 rounds and a forward
determination propagation rule through the last r2 rounds. And a key-bridging
technique is performed for SKINNY [4].

Here we also need to model the phase of constructing a plaintext struc-
ture to find a pair of (P, P ′) conforming to the truncated differential trail of
the distinguisher. In order to construct plaintext structure and observe cipher-
text difference for each pair of plaintexts in the structure, we should propagate
the input difference of the distinguisher with probability 1 from round r0 to
plaintext and propagate the output difference of the distinguisher with prob-
ability 1 from round r0 + r1 to ciphertext. Introduce typeE type variables for
each state involved in first r0 rounds and last r2 rounds. Impose constrains over

typeE variables satisfying that (typeE-S0
E−1
1←− . . .

E−1
1←− typeE-Sr0) form a back-

ward differential trail and (typeE−Sr0+r1
E1−→ . . .

E1−→ typeE-Srr0+r1+r2
) form

a forward differential trail. Besides, typeE-Sr0 [j] = typeT-Sr0 [j] and typeE-
Sr0+r1 [j] = typeT-Sr0+r1 [j],∀j ∈ {0, . . . , n − 1} will be imposed. According to
the definition of forward and backward differential trails, we have the following
observation. The plaintext structure to find a pair conforming to the truncated
differential can be constructed by a δ(AT )-set of {P 0, P i, . . . , PN} satisfying that
P 0⊕P i[j] = 0,∀j /∈ AT , where AT = [S0[j] : typeE-S0[j] = 1, j ∈ [0, . . . , n−1]].
It is fairly straightforward to see the online phase of attacks on SKINNY in
Section 2.4 and Fig. 11.

5 Results of SKINNY Block Cipher

All of the known improvement techniques (differential enumeration, key-dependent-
sieve, non-full key-addition, tweak-difference cancellation, key-bridging) are in-
tegrated into the automatic search for the best DS-MITM attack on SKINNY.
This full-fledged automatic model for SKINNY makes full use of the ability to
choose tweaks and output the DS-MITM key-recovery attack directly.

The results are summarized in Table 1. All known DS-MITM attacks on
the respective versions of SKINNY are improved, and the data, memory, or
time complexities of some attacks are reduced even compared to previous best
attacks penetrating less rounds. The previous best 10.5-round distinguisher for
SKINNY-128-384 is also improved by 2.5 rounds by changing the objective of
the model to identify the best distinguishers, which is presented in Sections P.

5.1 Brief Illustration of Figures and Complexity Computation

The attack phase can be easily verified from all figures, and so does the attack
complexities. We would give a brief illustration of attack figures on the SKINNY
family and the unified attack complexities computation methods. We will only
give one detailed attack phase on SKINNY-128-384 (Fig. 10 and Fig. 11) to help
readers understand and check the model.
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Figure illustration in distinguisher figures.

– and form a forward differential trail (Definition 3) and a backward
determination trail (Definition 5) respectively.

– cells represent the internal parameters that determine the output difference
according to proposition 2.

– The reduced cells by applying the non-full key-addition technique on cells
of each column are listed below of the operation MC. The total reduced
number is represented by CutNonFull.

– cells denote the round-keys deduced from these cells. The CutKeysieve

represents the reduced number by utilizing the key-dependent-sieve tech-
nique on these deduced round-keys.

– The number j listed in the round-key cell represents that this round-key cell
can be uniquely determined by {TKz[j] : z ∈ {1. . . . , t/n}}. If is drawn in
this round-key cell, then TK1[j] is loaded by tweak material.

Complexity in precomputation phase. The time complexity for construct-
ing a lookup table to save all possibilities is N · 2c·OBJDis · ρ, where N is the size
of the δ(A)-set (N = |δ(A)|), c is the length of each cell, ρ is typically computed
by the number of active S-box ( ) divided by total number of S-box in attacked
rounds of SKINNY, and OBJDis is the objective function of the distinguisher
defined in remark 3. And the memory complexity is (N − 1) · (|B| · c) · 2OBJDis·c,
where |B · c| is the length of each output sequence ∆Er(δ(A))[B].

Figure illustration in the online key-recovery phase

– cells form a backward differential trail (Definition 4).
– cells denote the round-keys involved to construct a plaintext structure to

identify a δ(A)-set and obtain the output sequence by partially decrypting
the associated δ(A)-set. The key-bridging technique can be utilized in these
round-keys, which is also presented in the following attack on SKINNY-128-
384.

Complexity in the online phase. The time complexity in the online phase is
N · 2OBJKC ·c · ρ1, where N is the size of the δ(A)-set, c is the length of the cell,
ρ1 is typically computed by number of active Sbox ( ) divided by total number
of S-box, and OBJKC represents objective function of the key-recovery attack
defined by the number of guessed round-keys. The data complexity is 2Ndata·c,
where Ndata is the number of at Round 0.

5.2 25 Rounds Attack on SKINNY-128-384 (376-bit key, 8-bit
tweak)

Load the 8-bit tweak material in TK1[1], which will propagate to round-keys
RKr[PT−r[j]]: {RK0[1], RK1[9], RK2[0] . . . }.

Precomputation phase.
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Proposition 4 (11-round distinguisher on SKINNY-128-384 (Fig. 10)).
Define A = [S4[2]],B = [S15[10]]. Construct a δ(A)-set of {P 0, P 1, . . . , PN−1}
and a tweak material set of {TW 0, TW 1, . . . , TWN} satisfying that P i[S4[2]]⊕
P 0[S4[2]] = i and TW i[RK4[2]] = P i[SSB

4 [2]]⊕P 0[SSB
4 [2]],∀i ∈ {0, 1, . . . , N −1}.

Then ∆E11(δ(A))[B] sequence can only take at most (28)41 values.

Proof. After the tweak-difference cancellation, P i⊕P 0[S6[j]] = 0, j ∈ [0, . . . , 15],
∀i ∈ {1, . . . , N−1}. Then P i⊕P 0[S7[9]] = TW i⊕TW 0[RK6[4]], so {P 0, P 1, . . . , PN}
also identify a δ(A′)-set for A′ = [S7[9]]. It is trivial from proposition 2 that the
output difference sequence ∆E11(δ(A))[B] can be uniquely determined by follow-
ing 46-cell internal parameters ( ):

P 0[S7[9]], {P 0[S8[j]] : j ∈ [3, 11, 15]}, {P 0[S9[j]] : j ∈ [1, 2, 3, 7, 9, 11, 13, 15]}
{P 0[S10[j]] : j /∈ [4, 10, 12, 13]}, {P 0[S11[j]] : j /∈ [0, 4, 5, 13, 15]}
{P 0[S12[j]] : j ∈ [1, 3, 5, 8, 11, 14]}, {P 0[S13[j]] : j ∈ [1, 7, 10]}, {P 0[S14] : j ∈ [5, 8]}.

Non-full key-addition technique. According to property 2, the possible values
space of the internal parameters can be reduced by 5 bytes from following rela-
tions on internal parameters in the 9th round, 10th round, 11th round:

– 1 in {P 0[S9[15]], P
0[S10[2]], P

0[S10[14]]} as P 0[S9[15]] = P 0[S10[2]]⊕P 0[S10[14]],
– 1 in {P 0[S9[9]], P

0[S10[7]], P
0[S10[15]]} as P 0[S9[9]] = P 0[S10[7]]⊕P 0[S10[15]],

– 2 in {P 0[S10[8]], P
0[S10[15]], P

0[S11[2]], P
0[S11[6]], P

0[S11[14]]} as P 0[S10[8]] =
P 0[S11[6]]⊕ P 0[S11[14]], P

0[S10[15]] = P 0[S11[2]]⊕ P 0[S11[14]],
– 1 in {P 0[S11[11]], P

0[S11[14]], P
0[S12[1]], P

0[S12[5]]} as P 0[S11[11]]⊕P 0[S11[14]] =
P 0[S12[1]]⊕ P 0[S12[5]].

Thus ∆E11(δ(A))[B] sequence can be uniquely determined by 41-cell internal
bytes. N = |δ(A)| = 43 is enough to construct the distinguish for SKINNY, be-
cause there are 28·42 possibilities for a random 42-byte sequence. Build a lookup
table Tab∆E11(δ(A))[B] to save all of the 28·41 possibilities.

Complexity. The time complexity to construct a hash table in the precom-
putation phase to save all possibilities is 43 · 241·8 · 47

16·25 ≈ 2330.31. And the
memory complexity is 42 · 8 · 241·8 ≈ 2336.39.

Online Phase.

The 25-round attack on SKINNY-128-384 can be extended by adding 4
rounds at the start and 10 rounds at the end (Fig. 11). cells represent in-
volved guessed round-keys in the online phase.

– Query an arbitrate plaintext-tweak combination of P 0 and TW 0 such that
TW 0[RK4[2]] = 0 to obtain the corresponding ciphertext C0.

– For each possible value of these active round-keys ( ):
step 1 Deduce internal parameters of P 0 in active cells ( ): P 0[S4[2]], P

0[S3[15]],
{P 0[S2[j]] : j ∈ [0, 6, 9, 12]}, {P 0[S1[j]] : j ∈ [2, 4, 5, 7, 8, 10, 13]}.
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Fig. 10. 11-round Distinguisher of SKINNY-128-384

A = [S4[2]],B = [S15[10]]. Load tweak material in TK1[1]. The output difference can

be uniquely determined by 46-cells internal parameters ( ). 5 bytes are reduced by

the non-full key-addition technique, which are listed below of each MC. |δ(A)| = 43 is

enough to construct distinguish. As the output sequence of SKINNY-128-384 can take

at most 28·41 possible values, while there are 28·42 possibilities for a random 42-byte

sequence. Each number j listed in round-key cell represents that these round-key cells

can be uniquely determined by {TKz[j] : z ∈ {1, . . . , t/n}}. on the round-key cell

represents that the tweak material loaded in TK1[j] will propagate to this cell, where

tweak-difference may be injected.
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Fig. 11. 25-round attack on SKINNY-128-384

describe a backward differential trail to determine the plaintext structure that will

identify a δ(A)-set for the distinguisher. All internal parameters of P in cells of

Si, 1 ≤ i ≤ 4 can be deduced from plaintext by guessing values of involved round-

keys. The output sequence can deduced from the ciphertext difference by guessing

values of the involved round-keys. Two guesses for {TKz[12], TKz[15] : z ∈ {1, 2, 3}}
are saved.
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step 2 A structure of plaintext-tweak combinations {(P i, TW i) : i = 0, . . . , N−
1} satisfying that {P 0, . . . , PN−1} is a δ(A)-set (A = [S4[2]]) with
P i[S4[2]] ⊕ P 0[S4[2]] = i and TW i[RK4[2]] = P i[SSB

4 [2]] ⊕ P 0[SSB
4 [2]]

can be constructed from above internal parameters in following ways.
Firstly, deduce TW i[RK4[2]], which is P i ⊕ P 0[SSB

4 [2]] deduced from
P i ⊕ P 0[S4[2]] = i and P 0[S4[2]], then TW i loaded in TK[1] is de-
termined by the tweakey schedule. Secondly, {P i ⊕ P 0[SSR

3 [j]] : j ∈
[0, . . . , 15]} can be deduced from {P i ⊕ P 0[S4[j]] : j ∈ [0, . . . , 15]} as
MC is a linear transformation, and P i ⊕ P 0[SSR

3 [j]] = 0,∀j ̸= 14. Then
P i[S3]⊕ P 0[S3] can be uniquely determined from parameter P 0[S3[15]]
in the active cell (deduced in step 1) through the inverse of ShiftRows.
Iterate the process, P i⊕P 0 can be uniquely determined by these internal
parameters ( ) deduced in step 1.

step 3 Obtain the ciphertext {C0, . . . , CN−1} by querying the plaintext-tweak
combinations.

step 4 The output difference P i ⊕ P 0 at S15[10]] can be obtained by partially
decrypting the ciphertext difference by values of active round-keys ( ).

step 5 Check whether the output sequence in the lookup table Tab∆E11(δ(A))[B]

constructed in precomputation phase, obtain the candidate of guessed
round-keys that past the text.

– Key-bridging technique. The key-bridging technique can be utilized to re-
duce the guessed number of involved round-keys. If more than t/n cells
in these round-key cells that can be uniquely determined by {TKz[j] : z ∈
{1, . . . , t/n}}, guess the values of the master keys {TKz[j] : z ∈ {1, . . . , t/n}}
directly. Otherwise, guess the values of round-key cells directly. Thus in this
attack, guessing values of the master keys {TKz[1] : z ∈ {2, 3}} ∪ {TKz[j] :
z ∈ {1, 2, 3}, j /∈ [1, 12, 15]}, two round-key cells {RK21[3], RK23[7]} updated
from {TKz[12] : z ∈ {1, 2, 3}}, and two round-key cells {RK21[2], RK23[4]}
updated from {TKz[15] : z ∈ {1, 2, 3}} is sufficient to obtain all values of
involved round keys ( ). We also say that two cell guesses for {TKz[j] : z ∈
{1, 2, 3}, j ∈ [12, 15]} are saved in the full key space.

Complexity. The time complexity is N · 2OBJKC ·c ·ρ1, where c is the length
of the cell, ρ1 is typically computed by number of active S-box ( ) divided by
total number of S-box, which is 43 · 245·8 · 132

16·25 ≈ 2363.83. The data complexity
is 28·12 = 296.

6 Discussions.

– We also apply our method to AES. Our tool can recover the previous best
DS-MITM attacks. However no better result is obtained.

– Different results in the single-key chosen-tweak setting and single-tweak are
listed in Table 2 and Table 3 respectively, which illustrate that most of key-
recovery attacks are not extended from the best distinguishers.
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– What is more, the best key-recovery attacks on SKINNY are produced with-
out utilizing the differential enumeration technique that has been included
in the model, while the best distinguishers are produced by utilizing this
technique. The best 13-round distinguisher of SKINNY-128-384 (Fig. 42) in
the single-key single-tweak setting is presented in Sect. P, which improves
the previous best 10.5-round distinguisher by 2.5 rounds, and can not be
extended to the best attack. We guess the reason is the design of the linear
layer. The backward differential and backward determination trails through
the linear layer of SKINNY from the same input are different, while they are
the same through the linear layer of AES. Then the involved round-keys for
finding a pair of plaintexts conforming to a truncated differential trail and
for constructing a δ(A)-set are different.

– Interestingly, the time of searching for the best attack is less than that of
searching for the best distinguisher sometimes. For example, the best 25-
round key-recovery attack on SKINNY-128-384 in the single-key chosen-
tweak setting is produced in 331 seconds, while the best 13-round distin-
guisher in the single-key single-tweak setting is produced in 1012 seconds.
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Supplementary Material

Table 2. Overall Results of Attacks on SKINNY in single-key chosen-tweak setting

Cipher(Target) Rattack RDis OBJKC OBJDis Ndata

SKINNY-128-384
25 11 45 42 12
25 12 45 43 12

SKINNY-128-256

21 9 29 20 13
21 10 29 29 8
21 10 29 21 13
21 11 29 29 12
21 11 29 30 8

SKINNY-64-192

23 12 45 45 13
23 11 43 43 12
23 11 43 38 15
23 10 43 42 12
23 9 43 42 15

SKINNY-64-128
21 9 29 29 15
21 10 30 28 13

1 All numbers for OBJKC , OBJDis, Ndata in table represent the number of cells.
2 A Rattack rounds attack is extended from a RDis-round distinguisher.
∆ERDis(δ(A))[B] sequence can take at most 2c·OBJDis possible values. The number
of guessed round-keys to construct plaintexts set identifying a δ(A)-set for the distin-
guisher and obtain the output sequence by partially decrypting the associated δ(A)-set
is OBJKC . The data complexity is 2c·Ndata . c is length of the cell, which is 4 and 8 for
64 block size and 128 block size respectively. The OBJKC and OBJDis should be less
than the size of the master key.

A 21-round DS-MITM attack on SKINNY-128-256(248-
bit key, 8-bit tweak)

1. Load 8-bit tweak material in TK1[1]. A = [S4[2]],B = [S13[11]]

2. Precomputation Phase (Fig. 12). Construct a δ(A)-set with |δ(A)| = 24,
the output difference sequence at S13[11] can be uniquely determined by
22-internal parameters ( ), which can be used to distinguish from a random
23-byte sequence. The time complexity for building a lookup table to save all
possible values that the output sequence may take is 24·28·22 · 22

16·21 ≈ 2176.65.
The memory complexity is 23 · 8 · 222·8 ≈ 2183.52.
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Table 3. Overall Results of Attacks on SKINNY in single-key single-tweak setting

Cipher(Target) Rattack RDis OBJKC OBJDis Ndata mode

SKINNY-128-384

23 8 47 41 12 Multiset

23 9 46 42 12 Multiset

23 10 46 42 12 Multiset

23 11 46 43 12 Multiset

23 9 46 43 12 Sequence

23 10 46 44 12 Sequence

23 11 46 45 12 Sequence

SKINNY-128-256

20 9 31 30 12 Multiset

20 10 31 30 12 Multiset

19 8 29 24 12 Multiset

19 9 28 30 12 Multiset

19 9 30 29 7 Multiset

19 10 28 31 12 Multiset

19 10 30 30 7 Multiset

19 8 29 26 12 Sequence

19 9 29 27 12 Sequence

19 9 30 30 7 Sequence

19 10 29 31 12 Sequence

19 10 30 31 7 Sequence

SKINNY-128-128

17 7 15 13 12 Multiset

17 8 15 13 12 Multiset

17 7 15 15 12 Sequence

17 8 15 15 12 Sequence

SKINNY-64-192
21 10 45 46 8 Sequence

21 10 44 47 11 Sequence

SKINNY-64-128

19 7 31 30 14 Multiset

19 7 31 31 14 Multiset

19 6 31 26 12 Sequence

19 7 30 30 13 Sequence

19 7 31 28 12 Sequence

19 8 30 29 15 Sequence

19 8 30 31 13 Sequence

SKINNY-64-64 17 7 15 14 12 Sequence

1 All numbers for OBJKC , OBJDis, Ndata in table represent the number of cells.
2 A Rattack rounds attack is extended from a RDis rounds distinguisher. The output
sequence ∆ERDis(δ(A))[B] of the distinguisher can take at most 2c·OBJDis possible
values. The number of guessed round-keys to construct a δ(A)-set and obtain the
output sequence by partially decrypting the associated δ(A)-set is OBJKC . The data
complexity is 2c·Ndata . c is length of the cell, which is 4 and 8 for 64 block size and 128
block size respectively. The OBJKC and OBJDis should be less than the size of the
master key.
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Fig. 12. 9-round Distinguisher of SKINNY-128-256
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Fig. 13. 21-round Attack on SKINNY-128-256
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3. Online phase (Fig. 13). All round-keys marked by are guessed to construct
a plaintext structure that identifies a δ(A)-set and get the value of the out-
put difference at S13[11] by partially decrypting associated δ(A)-set. Among
all these 31-cell master key, 2-cell guesses for {TKz[12, 15] : z ∈ {1, 2}}
are saves. Thus the time complexity is 24 · 28·29 · 100

16·21 ≈ 2234.84. The data
complexity is 296.

B 21-round DS-MITM attack on SKINNY-128-256(248-
bit key, 8-bit tweak)

1. Load 8-bit tweak material in TK1[1]. A = [S4[3]],B = [S13[8]].
2. Precomputation Phase (Fig. 14). Construct a δ(A)-set with |δ(A)| = 21,

the output difference sequence at S13[8] can be uniquely determined by 19-
internal values ( ), which can be used to distinguish from a random 20-byte
sequence. The time complexity for building a lookup table to save all possible
values that the output sequence may take is 21 · 28·19 · 19

16·21 ≈ 2152.25. The
memory complexity is 20 · 8 · 219·8 ≈ 2159.32.

3. Online phase (Fig. 15). All round-keys marked by are guessed to construct
a plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S13[11] by partially decrypting associated δ(A)-set. Among all
these 31-cell master key, 2-cell guesses can be saved for {TKz[8], TKz[11] :
z ∈ {1, 2}}. Thus the time complexity is 21 · 28·29 · 102

16·21 ≈ 2234.67. The data
complexity is 2104.

C 21-round DS-MITM attack on SKINNY-128-256(248-
bit key, 8-bit tweak)

1. Load 8-bit tweak material in TK1[14]. A = [S3[3]],B = [S13[11]].
2. Precomputation Phase (Fig. 16). Construct a δ(A)-set with |δ(A)| = 30,

the output difference sequence at S13[11] can be uniquely determined by 30-
internal parameters ( ). Among the 30-internal parameters, 1-cell can be re-
duced by utilizing the non-full key-addition technique on {S7[14],S8[1],S8[13]}.
1-cell can be reduced by relations on round-keys updated from TK2[14] by
utilizing the key-dependent-sieve technique. Thus the output difference se-
quence can be uniquely determined by 28 internal parameters, which can
be used to distinguish from a random 29-byte sequence. The time complex-
ity for building a lookup table to save all possible values that the output
sequence may take is 30 · 28·28 · 30

16·21 ≈ 2225.42. The memory complexity is
29 · 8 · 228·8 ≈ 2231.86.

3. Online phase (Fig. 17). All round-key marked by are guessed to construct a
plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S13[11] by partially decrypting associated δ(A)-set. Among all
these 31-cell master key, 2-cell guesses can be saved for {TKz[12], TKz[15] :
z ∈ {1, 2}}. Thus the time complexity is 30 · 28·29 · 89

16·21 ≈ 2234.99. The data
complexity is 264.
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Fig. 14. 9-round Distinguisher of SKINNY-128-256
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Fig. 15. 21-round Attack on SKINNY-128-256

38



OBJDis: 28 CutNonfull: 1 CutKeysieve:1

1
0 0 0 0

0
0 0 0 0

0
0 0 0 0

1
0 0 0 0

3
0 1 0 0

8
0 0 0 0

7
0 0 0 0

6
0 0 0 0

3
0 0 0 0

2

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 3 Round 4

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 5 Round 6

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 7 Round 8

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 9 Round 10

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 11 Round 12

Round 13

15 11 9 14

8 12 10 13

7 3 1 6

0 4 2 5

11 13 15 12

9 10 8 14

3 5 7 4

1 2 0 6

13 14 11 10

15 8 9 12

5 6 3 2

7 0 1 4

14 12 13 8

11 9 15 10

6 4 5 0

3 1 7 2

12 10 14 9

13 15 11 8

Fig. 16. 10-round Distinguisher of SKINNY-128-256
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Fig. 17. 21-round Attack on SKINNY-128-256
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D 21-round DS-MITM attack on SKINNY-64-128(120-bit
key, 8-bit tweak)

1. Load 8-bit tweak material in TK1[0], TK1[1].A = [S4[2],S4[4]],B = [S13[11]].

2. Precomputation Phase (Fig. 18). Construct a δ(A)-set with |δ(A)| = 29,
the output difference sequence can be uniquely determined by 28 internal
parameters ( ). Among the 28 internal parameters, 1-cell can be reduced by
utilizing the non-full key-addition technique on {S8[9],S9[7],S9[14]}. Thus
the output difference sequence can be uniquely determined by 27 internal
parameters, which can be used to distinguish from a random 28-cell sequence.
The time complexity for building a lookup table to save all possible values
that the output sequence may take is 29 · 24·27 · 28

16·21 ≈ 2109.27. The memory
complexity is 29 · 4 · 227·4 ≈ 2114.81.

3. Online phase (Fig. 19). All round-keys marked by are guessed to construct
a plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S13[11] by partially decrypting the plaintext structure. Among
all these 30-cell master key, 1-cell guess can be saved for {TK1[12], TK2[12]}.
Thus the time complexity is 29 · 24·29 · 116

16·21 ≈ 2119.32. The data complexity
is 260.

E 23-round DS-MITM attack on SKINNY-64-192
(176-bit key, 16-bit tweak)

1. Load 16-bit tweak material in {TK1[j] : j ∈ [1, 5, 13, 4]}.A = [S3[3],S3[7]],B =
[S13[11]].

2. Precomputation Phase (Fig. 20). Construct a δ(A)-set with |δ(A)| = 45,
the output difference sequence at S13[11] can be uniquely determined by
61-internal values ( ). Among the 61 internal parameters, 15-cell can be
reduced by utilizing the non-full key-addition technique (marked by num-
ber under the operation MC). 3-cell can be reduced by relations on round-
keys generated from {TKz[j] : z ∈ {2, 3}, j ∈ [5, 13, 14]} by utilizing the
key-dependent-sieve technique. Thus the output difference sequence can be
uniquely determined by 43 internal parameters, which can be used to dis-
tinguish from a random 44-cell sequence. The time complexity for building
a lookup table to save all possible values that the output sequence may take
is 45 · 24·43 · 61

16·23 ≈ 2174.9. The memory complexity is 44 · 4 · 24·43 ≈ 2179.46.

3. Online phase (Fig. 21). All round-key marked by are enough to construct a
plaintext structure that identifies a δ(A)-set and get the value of output dif-
ference at S13[11] by partially decrypting the plaintext structure. Among all
these 44 cells master key, 2-cell guesses can be saved for {TKz[12], TKz[15] :
z ∈ {1, 2, 3}} . Thus the time complexity is 45 · 24·42 · 137

16·23 ≈ 2172.07. The
data complexity is 256.
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Fig. 18. 9-round Distinguisher of SKINNY-64-128
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Fig. 19. 21-round Attack on SKINNY-64-128
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Fig. 20. 10-round Distinguisher of SKINNY-64-192
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Fig. 21. 23-round Attack on SKINNY-64-192
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F 23-round DS-MITM attack on SKINNY-64-192
(184-bit key, 8-bit tweak)

1. Load 8-bit tweak material in TK1[1], TK1[5].A = [S2[0],S2[3]],B = [S13[11]].
2. Precomputation Phase (Fig. 22). Construct a δ(A)-set with |δ(A)| = 46,

the output difference sequence at S13[11] can be uniquely determined by 56
internal parameters ( ). Among the 56 internal parameters, 11-cell can be
reduced by utilizing the non-full key-addition technique (marked by number
under the operation MC). 1-cell can be reduced on relations on round-keys
generated from {TKz[5] : z ∈ {2, 3}} by utilizing the key-dependent-sieve
technique. Thus the output difference sequence can be uniquely determined
by 44 internal parameters, which can be used to distinguish from a random
45-cell sequence. The time complexity for building a lookup table to save all
possible values that the output sequence may take is 46·24·44 · 56

16·23 ≈ 2178.81.
The memory complexity is 45 · 4 · 24·46 ≈ 2183.49.

3. Online phase (Fig. 23). All round-key marked by are guessed to construct a
plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S13[11] by partially decrypting the plaintext structure. Among
all these 46-cell master key, 2-cell guesses can be saved for {TKz[12, 15] :
z ∈ {1, 2, 3}}. Thus the time complexity is 46 ·24·44 · 119

16·23 ≈ 2179.9. The data
complexity is 232.

G 23-round DS-MITM attack on SKINNY-128-384(384-
bit key, 0-bit tweak)

1. A = [S4[3]],B = [S13[8]].
2. Precomputation Phase (Fig. 24). Construct a δ(A)-set with |δ(A)| = 45,

the output difference sequence can be uniquely determined by 50 internal
parameters ( ). Among the 50 internal parameters, 7 cells can be reduced
by utilizing the non-full key-addition technique (marked by number under
the operation MC). Thus the output difference sequence can be uniquely
determined by 43 internal parameters, which can be used to distinguish
from a random 44-byte sequence. The time complexity for building a lookup
table to save all possible values that the output sequence may take is 45 ·
28·43 · 50

16·23 ≈ 2346.61. The memory complexity is 44 · 8 · 243·8 ≈ 2352.46.
3. Online phase (Fig. 25). All round-key marked by are guessed to construct

a plaintext structure that identifies a δ(A)-set and get the value of output
difference at S13[8] by partially decrypting the plaintext structure. Among all
these 48-cell master key, 2-cell guesses can be saved for {TKz[8], TKz[11] :
z ∈ {1, 2, 3}}. Thus the time complexity is 45 · 28·46 · 131

16·23 ≈ 2372. The data
complexity is 296.

H 20-round DS-MITM Attack on SKINNY-128-256(256-
bit key, 0-bit tweak)

1. A = [S3[12]],B = [S12[10]].
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Fig. 22. 11-round Distinguisher of SKINNY-64-192
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Fig. 23. 23-round Attack on SKINNY-64-192
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Fig. 24. 9-round Distinguisher of SKINNY-128-384
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Fig. 25. 23-round Attack on SKINNY-128-384
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Fig. 26. 9-round Distinguisher of SKINNY-128-256
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Fig. 27. 20-round Attack on SKINNY-128-256
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2. Precomputation Phase (Fig. 26). Construct a δ(A)-set with |δ(A)| = 28, the
output difference multiset at S12[10] can be uniquely determined by 37 in-
ternal cells ( ). Among the 37 internal parameters, 5 cells can be reduced by
utilizing the non-full key-addition technique (marked by number under the
operation MC). 2 cells can be reduced by relations on round-key generated
by {TKz[4], TKz[12] : z ∈ {1, 2}}. Thus the output difference multiset can
be fully determined by 30 internal cells, which can be used to distinguish
from a random 255-byte multiset. The time complexity for constructing a
lookup table to save all possible values that output difference may take is
28 · 28·30 · 37

16·20 ≈ 2244.89. The memory complexity is 255 · 8 · 28·30 ≈ 2250.99.
3. Online phase (Fig. 27). All round-key marked by are guessed to construct a

plaintext structure that identifies a δ(A)-set and get the value of the output
multiset at S12[10] by partially decrypting the plaintext structure. Among
all these 32 cells of master key, 1-cell guesses can be saved for {TKz[5] :
z ∈ {1, 2}}. Thus the time complexity is 28 · 28·31 · 97

16·20 ≈ 2254.28. The data
complexity is 296.

I 19-round DS-MITM Attack on SKINNY-128-256(256-
bit key, 0-bit tweak)

1. A = [S4[0]],B = [S11[13]].
2. Precomputation Phase (Fig. 28). Construct a δ(A)-set with |δ(A)| = 27, the

output difference sequence at S11[13] can be uniquely determined by 27 in-
ternal cells ( ). Among the 27 internal parameters, 2 cells can be reduced
by utilizing the non-full key-addition technique (marked by number under
the operation MC). Thus the output difference sequence can be fully deter-
mined by 25 internal cells, which can be used to distinguish from a random
26-byte sequence. The time complexity for building a lookup table to save all
possible values that the output sequence may take is 27·28·25 · 27

16·19 ≈ 2201.26.
The memory complexity is 26 · 8 · 28·29 ≈ 2207.7.

3. Online phase (Fig. 29). All round-key marked by are guessed to construct a
plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S11[13] by partially decrypting the plaintext structure. Among
all these 32 cells of master key, 2-cell guesses can be saved for {TKz[j] :
z ∈ {1, 2}, j ∈ [10, 11, 13]} by utilizing the key-bridging technique. Thus the
time complexity is 27 · 28·29 · 85

16·19 ≈ 2235.05. The data complexity is 296.

J 21-round DS-MITM Attack on SKINNY-64-192(192-bit
key, 0-bit tweak)

1. A = [S4[0]],B = S11[13].
2. Precomputation Phase (Fig. 30). Construct a δ(A)-set with |δ(A)| = 36, the

output difference sequence at S12[13] can be uniquely determined by 41 in-
ternal cells ( ). Among the 41 internal parameters, 7 cells can be reduced
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Fig. 28. 7-round Distinguisher of SKINNY-128-256
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Fig. 29. 19-round Attack on SKINNY-128-256
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Fig. 30. 9-round Distinguisher of SKINNY-64-192
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Fig. 31. 21-round Attack on SKINNY-64-192
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by utilizing the non-full key-addition technique (marked by number under
the operation MC). Thus the output difference sequence can be fully deter-
mined by 34 internal cells, which can be used to distinguish from a random
35-cell sequence. The time complexity for building a lookup table to save all
possible values that the output sequence may take is 36·24·34 · 41

16·21 ≈ 2138.14.
The memory complexity is 35 · 4 · 24·34 ≈ 2143.13.

3. Online phase (Fig. 31). All round-key marked by are guessed to construct
a plaintext structure that identifies a δ(A)-set and get the output differ-
ence at S11[13] by partially decrypting the plaintext structure. Among all
these 48 cells of master key, 3-cell guesses can be saved from {TKz[j] : z ∈
{1, 2, 3}, j ∈ [10, 11, 13]} by utilizing the key-bridging technique. Thus the
time complexity is 36 · 24·45 · 131

16·21 ≈ 2183.81. The data complexity is 260.

K 21-round DS-MITM Attack on SKINNY-64-192(192-
bit key, 0-bit tweak)

1. A = [S3[3],S3[4]],B = [S12[9]].
2. Precomputation Phase (Fig. 32). Construct a δ(A)-set with |δ(A)| = 48, the

output difference sequence at S12[9] can be uniquely determined by 58 in-
ternal cells ( ). Among the 58 internal parameters, 11 cells can be reduced
by utilizing the non-full key-addition technique (marked by number under
the operation MC). 1 cells can be reduced by relation on round-key gener-
ated by {TKz[6] : z ∈ {1, 2, 3}}. Thus the output difference sequence can
be fully determined by 46 internal cells, which can be used to distinguish
from a random 47-cell sequence. The time complexity for constructing a
hash table to save all possible values that the output difference may take is
48 · 24·46 · 58

16·21 ≈ 2187.05. The memory complexity is 47 · 4 · 24·46 ≈ 2191.55.
3. Online phase (Fig. 33). All round-key marked by are guessed to construct

a plaintext structure that identifies a δ(A)-set and get the output difference
at S12[9] by partially decrypting the plaintext structure. Among all these 48
cells of master key, 4-cell guesses can be saved for {TKz : z ∈ {1, 2, 3}, j ∈
[8, 10, 12, 15]} by utilizing the key-bridging technique. Thus the time com-
plexity is 48 · 24·44 · 113

16·21 ≈ 2180.01. The data complexity is 244.

L 17-round DS-MITM Attack on SKINNY-128-128(128-
bit key, 0-bit tweak)

1. A = [S4[7]],B = [S11[11]].
2. Precomputation Phase (Fig. 34). Construct a δ(A)-set with |δ(A)| = 16, the

output difference sequence at S11[11] can be uniquely determined by 15 inter-
nal cells ( ). Among the 15 internal parameters, 1 cells can be reduced from
round-key generated by {TK1[11]}. Thus the output difference sequence can
be fully determined by 14 internal cells, which can be used to distinguish
from a random 15-byte sequence. The time complexity for constructing a

58



OBJDis: 46 CutNonfull: 11 CutKeysieve:1

2
0 0 0 0

4
0 0 0 1

6
0 0 2 0

11
0 1 2 1

13
0 2 1 0

11
1 0 0 0

6
0 0 0 0

3
0 0 0 0

2

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 3 Round 4

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 5 Round 6

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 7 Round 8

SB,AC

AK,SR

MC SB,AC

AK,SR

MC

Round 9 Round 10

SB,AC

AK,SR

MC

Round 11 Round12

15 11 9 14

8 12 10 13

7 3 1 6

0 4 2 5

11 13 15 12

9 10 8 14

3 5 7 4

1 2 0 6

13 14 11 10

15 8 9 12

5 6 3 2

7 0 1 4

14 12 13 8

11 9 15 10

6 4 5 0

3 1 7 2

Fig. 32. 9-round Distinguisher of SKINNY-64-192
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Fig. 33. 21-round Attack on SKINNY-64-192
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Fig. 34. 7-round Distinguisher of SKINNY-128-128
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Fig. 35. 17-round Attack on SKINNY-128-128
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hash table to save all possible values that the output difference may take is
16 · 28·14 · 15

16·17 ≈ 2111.82. The memory complexity is 15 · 8 · 28·14 ≈ 2118.91.
3. Online phase (Fig. 35). All round-key marked by are guessed to construct

a plaintext structure that identifies a δ(A)-set and get the value of output
difference at S11[11] by partially decrypting the plaintext structure. Among
all these 16 cells of master key, 1-cell guesses can be saved for {TK1[14]}.
Thus the time complexity is 16 · 28·15 · 71

16·17 ≈ 2122.06. The data complexity
is 296.

M 19-round DS-MITM attack on SKINNY-64-128(128-
bit key, 0-bit tweak)

1. A = [S3[1],S3[14]],B = [S11[11]].
2. Precomputation Phase (Fig. 36). Construct a δ(A)-set with |δ(A)| = 31, the

output difference sequence can be uniquely determined by 37 internal cells
( ). Among the 37 internal parameters, 4 cells can be reduced by utilizing
the non-full key-addition technique (marked by number under the opera-
tion MC). 4 cells can be reduced by relations on round-key generated by
{TKz[j] : z ∈ {1, 2}, j ∈ [3, 11, 13]}. Thus the output difference sequence
can be fully determined by 29 internal cells, which can be used to distin-
guish from a random 30-cell sequence. The time complexity for building a
lookup table to save all possible values that the output sequence may take
is 31 · 24·29 · 37

16·19 ≈ 2117.92. The memory complexity is 30 · 4 · 229·4 ≈ 2122.91.
3. Online phase (Fig. 37). All round-key marked by are guessed to construct

a plaintext structure that identifies a δ(A)-set at S4 and get the output
difference at S11[11] by partially decrypting the plaintext structure. Among
all these 32-cell master key, 2-cell guesses can be saved for {TKz[j] : z ∈
{1, 2}, j ∈ [9, 14]}. Thus the time complexity is 31 ·24·30 · 104

16·19 ≈ 2123.41. The
data complexity is 260.

N 19-round DS-MITM attack on SKINNY-64-128(128-bit
key, 0-bit tweak)

1. A = [S4[1],S4[11]],B = [S11[11]].
2. Precomputation Phase (Fig. 38). Construct a δ(A)-set with |δ(A)| = 32, the

output difference sequence can be uniquely determined by 35 internal cells
( ). Among the 35 internal parameters, 3 cells can be reduced by utilizing
the non-full key-addition technique (marked by number under the operation
MC) and 2 cells can be reduced by relations on round-keys generated by
{TKz[3], TKz[13] : z ∈ {1, 2}}. Thus the output difference sequence can be
fully determined by 30 internal cells, which can be used to distinguish from a
random 31-cell sequence. The time complexity for building a lookup table to
save all possible values that the output sequence may take is 32·24·30 · 35

16·19 ≈
2121.88. The memory complexity is 31 · 4 · 230·4 ≈ 2126.95.
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Fig. 36. 8-round Distinguisher of SKINNY-64-128
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Fig. 37. 19-round Attack on SKINNY-64-128
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Fig. 38. 7-round Distinguisher of SKINNY-64-128
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Fig. 39. 19-round Attack on SKINNY-64-128
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3. Online phase (Fig. 39). All round-keys marked by are guessed to con-
struct a plaintext structure that identifies a δ(A)-set and get the value of
the output difference at S11[11] by partially decrypting the plaintext struc-
ture. Among all these 32-cell master key, 2-cell guesses can be saved for
{TKz[9], TKz[14] : zı{1, 2}}. Thus the time complexity is 32 · 24·30 · 102

16·19 ≈
2123.43. The data complexity is 252.

O 17-round DS-MITM attack on SKINNY-64-64
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Fig. 40. 7-round Distinguisher of SKINNY-64-64

1. A = [S4[7]],B = [S11[11]].
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Fig. 41. 17-round Attack on SKINNY-64-64
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2. Precomputation Phase (Fig. 40). Construct a δ(A)-set with |δ(A)| = 16, the
output difference sequence can be uniquely determined by 15 internal cells
( ). Among these 15 internal parameters, 1 cell can be reduced by relations
on round-key generated from TK1[11] by utilizing the key-sieve-dependent
technique. Thus the output difference sequence can be fully determined by
14 internal cells, which can be used to distinguish from a random 15-cell
sequence. The time complexity for building a lookup table to save all possible
values that the output sequence may take is 16 · 214·4 · 15

16·17 ≈ 255.82. The
memory complexity is 15 · 4 · 214·4 ≈ 261.91.

3. Online phase (Fig. 41). All round-key marked by are guessed to construct a
plaintext structure that identifies a δ(A)-set and get the value of the output
difference at S11[11] by partially decrypting the plaintext structure. Among
all these 16-cell master key, 1-cell guesses can be saved for {TK1[14]} by
utilizing the key-bridging technique. Thus the time complexity is 16 · 215·4 ·
80

16·17 ≈ 262.06. The data complexity is 248.

P 13-round Distinguisher on SKINNY-128-384

1. Assume (P 0, P ′) conforms to the truncated differential trail described by
(Fig. 42). Let A = [S0[13]],B = [S12[5]⊕S12[9]⊕S12[13]]. Construct a δ(A)-
set from P 0 with |δ(A)| = 49. The output difference sequence can be uniquely
determined by 77 internal parameters (P ⊕ P ′[S1[3]], P ⊕ P ′[S13[9]], P ⊕
P ′[S13[14]], and of Sr, r ̸= 6 ) from proposition 3 with RM = 6. 26
cells can be reduced by utilizing the non-full key-addition technique (listed
below of operation MC), and 4 cells can be reduced by relations on round-
keys generated by {TKz[j] : j ∈ [6, 9, 12, 14]}. Thus the output difference
sequence can be uniquely determined by 47 internal parameters, which can be
used to distinguish from a random 48-byte sequence. The time complexity for
building a lookup table to save all possible values that the output sequence
may take is 49 ·247·8 · 93

16·12 ≈ 2380.57. The memory complexity is 48 ·8 ·247·8 ≈
2384.59.
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Fig. 42. 13-round Distinguisher on SKINNY-128-384
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