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#### Abstract

In this paper, we study the design of efficient signature and public-key encryption (PKE) schemes in the presence of both leakage and tampering attacks. Firstly, we formalize the strong leakage and tamperresilient (sLTR) security model for signature, which provides strong existential unforgeability, and deals with bounded leakage and restricted tampering attacks, as a counterpart to the sLTR security introduced by Sun et al. (ACNS 2019) for PKE. Then, we present direct constructions of signature and chosen-ciphertext attack (CCA) secure PKE schemes in the sLTR model, based on the matrix decisional Diffie-Hellman (MDDH) assumptions (which covers the standard symmetric external DH (SXDH) and $k$-Linear assumptions) over asymmetric pairing groups. Our schemes avoid the use of heavy building blocks such as the true-simulation extractable non-interactive zero-knowledge proofs (tSE-NIZK) proposed by Dodis et al. (ASIACRYPT 2010), which are usually needed in constructing schemes with leakage and tamper-resilience. Especially, our SXDHbased signature and PKE schemes are more efficient than the existing schemes in the leakage and tamper-resilient setting: our signature scheme has only 4 group elements in the signature, which is about $5 \times \sim 8 \times$ shorter, and our PKE scheme has only 6 group elements in the ciphertext, which is about $1.3 \times \sim 3.3 \times$ shorter. Finally, we note that our signature scheme is the first one achieving strong existential unforgeability in the leakage and tamper-resilient setting, where strong existential unforgeability has important applications in building more complex primitives such as signcryption and authenticated key exchange.


Keywords: digital signature, public-key encryption, leakage attacks, tampering attacks

## 1 Introduction

Traditionally, when analyzing and proving security of cryptographic schemes, it is always assumed that the only way for an adversary to get information
about the secret keys is through black-box access to the cryptographic devices. In reality, however, an adversary may go far beyond black-box access, and obtain secret key information by directly accessing/tampering with the memory or the internal computation of the devices. To deal with these threats, leakage and tamper-resilient cryptography emerges with the aim of designing provably secure cryptographic schemes in such scenarios.

Leakage-resilient security. The motivation for leakage-resilient cryptography is the increasing popularity of various side-channel attacks [23, 29, 28], including timing measurements, power analysis, electromagnetic measurements and microwave attacks, through which an adversary can recover partial information about the secret keys. Such a capability is usually formulated by a leakage oracle, which allows the adversary to specify arbitrary leakage functions $L$ and obtain the results $L(s k)$ of applying $L$ to the secret key $s k$. Leakage-resilient security requires that the cryptographic schemes remain secure even for the adversary who has access to the leakage oracle. In this work, we focus on the bounded leakageresilient security $[1,32]$, where the total amount $|L(s k)|$ of leakage information is less than the whole secret key $|s k|$ and in particular bounded.

Tamper-resilient security. The attacks that leakage-resilient cryptography considers are in fact passive attacks, while the adversary may also launch active attacks such as fault injection and memory tampering attacks [6, 19], through which the adversary can force the cryptographic devices to operate under a different but related secret key, and observe the input-output behaviour of the device under the modified secret key. The theoretical treatment of such attacks was initiated by Bellare and Kohno [3], where the capability of adversaries is modeled by a class of tampering functions $\mathcal{T}$ on the secret key space. Tamperresilient security stipulates that the cryptographic schemes remain secure even for the adversary who has access to the schemes executed under the related keys $T(s k)$, with $T \in \mathcal{T}$ chosen by the adversary.

As observed by Gennaro et al. [21], it is impossible to achieve tamper-resilient security against any polynomial number of arbitrary tampering queries, without making further assumptions, such as key-updating or self-destruct mechanism ${ }^{1}$.

Leakage and Tamper-resilient public-key cryptography. In light of the fact that physical attacks in the real world include both passive and active attacks, Kalai et al. [26] initiate the study of designing public-key cryptographic schemes that are resilient to both leakage and tampering attacks.

Up to now, there are several models for leakage and tamper-resilient security. The first model is proposed by Kalai et al. [26] and considers continual tampering and leakage (i.e., the CTL model). This model provides a very strong security guarantee, but at the price of inevitably relying on key-updating or self-destruct mechanism. Kalai et al. [26] construct a signature scheme in the CTL model using a true-simulation extractable non-interactive zero-knowledge (tSE-NIZK)

[^0]proof system [12] as a building block. As shown in [12], tSE-NIZK can be built generically from a chosen-ciphertext attack (CCA) secure public-key encryption (PKE) and a regular NIZK. However, even using the efficient Groth-Sahai NIZK [22], it would lead to a tSE-NIZK with proof consisting of at least 20 group elements, and so does the signature of the resulting signature scheme. Kalai et al. [26] also present a PKE scheme with chosen-plaintext attack (CPA) secure in the CTL model, meaning that the adversary is not allowed to observe the effect of tampering on the decryption oracle. Fujisaki et al. [18] further investigate how to construct CCA-secure PKE in the CTL model, and present a scheme based on the one-time lossy filter technique [33]. The ciphertext of their PKE scheme consists of about 8 group elements.

The second model is introduced by Damgård et al. [10] and considers both bounded leakage and bounded tampering (i.e., the BLT model). Here bounded tampering means that the adversary is only allowed to make a limited number of tampering queries, and consequently, it does not need key-updating or selfdestruct mechanisms. To achieve BLT security, they propose a novel approach which reduces tampering to leakage. The benefit of this approach is that it could achieve tampering-resilience against arbitrary function class $\mathcal{T}$. However, the approach suffers from two disadvantages, one being that the amount of leakage tolerated by the leakage-resilience is largely decreasing, and the other being that for PKE it does not allow "post-challenge" tampering queries ${ }^{2}$. Under this approach, Damgård et al. [10] propose a signature scheme from $\Sigma$-protocol via the Fiat-Shamir heuristic [17] in the random oracle model and a CCA-secure PKE scheme from tSE-NIZK [12]. Faonio et al. [15] also follow the approach, and prove that the leakage-resilient signature scheme in [12] and the leakageresilient CCA-secure PKE scheme in [33] are secure in the BLT model. However, the signature scheme also uses tSE-NIZK, and its signature consists of more than 34 group elements. Their PKE scheme avoids the use of NIZK, but the ciphertext is over composite order groups and has a length of more than 5000 bits at the 128 -bit security level, which corresponds to about 19 group elements in typical prime order groups (where each group element is about 256 bits).

The third model is formalized by Sun et al. [36] and is called the leakage and tampering-resilient (LTR) model. This model also considers bounded leakage, but for tampering, it allows an unbounded number of tampering queries, while the tampering functions are restricted in a predefined function class $\mathcal{T}$, the same as the tampering-resilient security introduced by Bellare and Kohno [3]. Similar to the BLT model, the LTR model does not need key-updating or self-destruct mechanisms, and not only that, it also allows "post-challenge" tampering queries for PKE. Subsequently, Sun et al. [35] strengthen the LTR model to the strong $L T R$ (sLTR) model, by imposing only minimal restrictions on the adversary's decryption queries. These two works $[36,35]$ focus on PKE, and construct CCAsecure PKE schemes from tSE-NIZK and new variants of hash proof systems [9] in the LTR model and the sLTR model, respectively. Their schemes achieve

[^1]tamper-resilience against affine function class. However, due to the inefficiency of tSE-NIZK, the ciphertext of their schemes would consist of at least 20 group elements. Accordingly, Sun et al. [35] leave the construction of CCA-secure PKE in the sLTR model without using $t S E-N I Z K$ as an interesting future work.

The fourth model is due to Chakraborty and Rangan [7] and extends the BLT model in the presence of split-state mechanism ${ }^{3}$. This model is called the post-challenge $B L T$ ( $p c B L T$ ) model, since it serves as an alternative way to make "post-challenge" tampering (and also leakage) queries for PKE possible. Chakraborty and Rangan [7] also focus on PKE and construct a CCA-secure PKE scheme from tSE-NIZK in the pcBLT model. Similarly, the ciphertext of their scheme would consist of at least 20 group elements.

There are also other models such as the line of research which protects cryptosystems against leakage and tampering attacks by leveraging (leakage-resilient) non-malleable codes $[13,30,16,25]$. However, these works usually rely on hardware requirements such as key-updating, self-destruct or split-state mechanisms, and the proposed schemes are more like feasibility results and less efficient.

Our Contributions. In this work, we study the design of efficient signature and PKE schemes in the sLTR model, without using tSE-NIZK (or other heavy building blocks). Our contributions are three-fold.

- We formalize the strong LTR (sLTR) model for signature schemes, as a counterpart to the sLTR model for PKE introduced in [35]. Here "strong" means the strong existential unforgeability of signatures, which even guarantees that the adversary cannot forge a new signature for an already signed message. Moreover, for the adversary to win, we impose only minimal restrictions on the forgery produced by the adversary, thus our security provides a very strong guarantee (see Remark 1 for more discussions).
- We give direct constructions of signature and CCA-secure PKE schemes in the sLTR model. Both of the schemes are designed in the standard model, over asymmetric pairing groups and without using tSE-NIZK, thus accomplishing the interesting future work left by Sun et al. [35].

Both of our schemes are proven secure based on the standard matrix decisional Diffie-Hellman (MDDH) assumptions [14], which cover the standard symmetric external DH (SXDH) ${ }^{4}$ and $k$-Linear assumptions. Our signature scheme achieves leakage-resilience with leakage rate ${ }^{5} \frac{1}{4}-o(1)$ and our PKE scheme with leakage rate $\frac{1}{3}-o(1)$. Both of our schemes achieve tamperresilience against affine function class, the same as the existing schemes $[36,35]$ in the (s)LTR model.

[^2]Our SXDH-based schemes are more efficient than the existing schemes in the leakage and tamper-resilient setting (i.e., no matter in the CTL, BLT, LTR, sLTR, or pcBLT model) [26, 18, 10, 15, 36, 35, 7]. More precisely, our signature scheme has only 4 group elements in the signature, which is about $5 \times \sim 8 \times$ shorter, and our PKE scheme has only 6 group elements in the ciphertext, which is about $1.3 \times \sim 3.3 \times$ shorter. We refer to Remark 2 and Remark 4 for a detailed efficiency analysis of our schemes.

- To our best knowledge, our signature scheme is the first one achieving strong existential unforgeability in the leakage and tamper-resilient setting. We note that strong existential unforgeability has important applications in building more complex primitives such as signcryption [2] and authenticated key exchange (AKE) [11], where it can help signcryption to achieve ciphertext integrity [4] and AKE to achieve strong notion of "matching conversations" security [5]. We also stress that the Generalized Boneh-Shen-Waters (GBSW) transform [34], which converts a (non-strongly) secure signature scheme to a strongly secure one with the help of chameleon hash, does not work in the presence of leakage and tampering. The reason is, the resulting signature scheme contains the trapdoor of chameleon hash in its secret key, thus the leakage and tampering of secret key means the leakage and tampering of trapdoor, which is not supported by the security of chameleon hash.


## 2 Preliminaries

Notations. Let $\lambda \in \mathbb{N}$ denote the security parameter throughout the paper, and all algorithms, distributions, functions and adversaries take $1^{\lambda}$ as an implicit input. If $x$ is defined by $y$ or the value of $y$ is assigned to $x$, we write $x:=y$. For a set $\mathcal{X}$, denote by $x \leftarrow \mathcal{X}$ the procedure of sampling $x$ from $\mathcal{X}$ uniformly at random. If $\mathcal{D}$ is distribution, $x \leftarrow \mathcal{D}$ means that $x$ is sampled according to $\mathcal{D}$. All our algorithms are probabilistic unless stated otherwise. We use $y \leftarrow \mathcal{A}(x)$ to define the random variable $y$ obtained by executing algorithm $\mathcal{A}$ on input $x$. If $\mathcal{A}$ is deterministic we write $y \leftarrow \mathcal{A}(x)$. "PPT" abbreviates probabilistic polynomial-time. Denote by negl some negligible function. By $\operatorname{Pr}_{i}[\cdot]$ we denote the probability of a particular event occurring in game $\mathrm{G}_{i}$.

For two random variables $X$ and $Y$, the min-entropy of $X$ is defined as $\mathbf{H}_{\infty}(X):=-\log \left(\max _{x} \operatorname{Pr}[X=x]\right)$, and the statistical distance between $X$ and $Y$ is defined as $\Delta(X, Y):=\frac{1}{2} \cdot \sum_{x}|\operatorname{Pr}[X=x]-\operatorname{Pr}[Y=x]|$.
Lemma 1 (Leftover Hash Lemma [24]). Let $\mathcal{H}=\{H: \mathcal{X} \rightarrow \mathcal{Y}\}$ be a family of universal hash functions, i.e., for any $x_{1} \neq x_{2} \in \mathcal{X}, \operatorname{Pr}\left[H\left(x_{1}\right)=H\left(x_{2}\right)\right] \leq$ $1 /|\mathcal{Y}|$, where $H \leftarrow \mathcal{H}$. Then for any random variable $X$ on $\mathcal{X}$, it holds that $\Delta((H, H(X)),(H, U)) \leq \sqrt{|\mathcal{Y}| \cdot 2^{-\mathbf{H}_{\infty}(X)}}$, where $H \leftarrow \mathcal{H}$ and $U \leftarrow \mathcal{Y}$.

### 2.1 Digital Signatures

Definition 1 (SIG). A digital signature (SIG) scheme SIG = (Setup, Gen, Sign, Vrfy) with message space $\mathcal{M}$ consists of four PPT algorithms:
$-\mathrm{pp} \leftarrow{ }_{\odot}$ Setup: The setup algorithm outputs a public parameter pp , which serves as an implicit input of other algorithms.
$-(v k, s k) \leftarrow{ }^{\circ} \mathrm{Gen}(\mathrm{pp}):$ Taking pp as input, the key generation algorithm outputs a pair of verification key and signing key $(v k, s k)$.
$-\sigma \leftarrow \operatorname{Sign}(s k, m):$ Taking as input a signing key sk and a message $m \in \mathcal{M}$, the signing algorithm outputs a signature $\sigma$.
$-0 / 1 \leftarrow \operatorname{Vrfy}(v k, m, \sigma):$ Taking as input a verification key $v k$, a message $m \in$ $\mathcal{M}$ and a signature $\sigma$, the deterministic verification algorithm outputs a bit indicating whether $\sigma$ is a valid signature for $m$ w.r.t. vk.

Correctness requires that for all $\mathrm{pp} \leftarrow \leftarrow_{\text {s }}$ Setup, $(v k, s k) \leftarrow{ }_{\$} \operatorname{Gen}(\mathrm{pp})$ and $m \in \mathcal{M}$, it holds that $\operatorname{Pr}[\sigma \leftarrow \mathrm{Sign}(s k, m): \operatorname{Vrfy}(v k, m, \sigma)=1] \geq 1-\operatorname{negl}(\lambda)$.

### 2.2 Public-Key Encryption

Definition 2 (PKE). A public-key encryption (PKE) scheme PKE = (Setup, Gen, Enc, Dec) with message space $\mathcal{M}$ consists of four PPT algorithms:
$-\mathrm{pp} \leftarrow_{\$}$ Setup: The setup algorithm outputs a public parameter pp , which serves as an implicit input of other algorithms.
$-(p k, s k) \leftarrow \mathrm{Gen}^{\mathrm{G}}(\mathrm{pp}):$ Taking pp as input, the key generation algorithm outputs a pair of public key and secret key ( $p k, s k$ ).
$-c t \leftarrow_{s} \operatorname{Enc}(p k, m):$ Taking as input a public key $p k$ and a message $m \in \mathcal{M}$, the encryption algorithm outputs a ciphertext ct.
$-m / \perp \leftarrow \operatorname{Dec}(s k, c t):$ Taking as input a secret key sk and a ciphertext ct, the deterministic decryption algorithm outputs either a message $m \in \mathcal{M}$ or a special symbol $\perp$ indicating the failure of decryption.

Correctness requires that for all $\mathrm{pp} \leftarrow \leftarrow_{\mathrm{s}} \operatorname{Setup},(p k, s k) \leftarrow \leftarrow_{\mathrm{Gen}}(\mathrm{pp})$ and $m \in \mathcal{M}$, it holds that $\operatorname{Pr}[c t \leftarrow \& \operatorname{Enc}(p k, m): \operatorname{Dec}(s k, c t)=m] \geq 1-\operatorname{negl}(\lambda)$.

### 2.3 Collision-Resistant Hash Functions

Definition 3 (Collision-resistant hash functions). A family of hash functions $\mathcal{H}$ is collision-resistant, if for any PPT adversary $\mathcal{A}$, it holds that
$\operatorname{Adv}_{\mathcal{H}, \mathcal{A}}^{\mathrm{cr}}(\lambda):=\operatorname{Pr}\left[H \leftarrow \& \mathcal{H},\left(x_{1}, x_{2}\right) \leftarrow \mathcal{A}(H): x_{1} \neq x_{2} \wedge H\left(x_{1}\right)=H\left(x_{2}\right)\right] \leq \operatorname{neg}(\lambda)$.

### 2.4 Pairing Groups and MDDH Assumptions

Let PGGen be a PPT algorithm outputting a description of pairing group gpar = $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e, P_{1}, P_{2}, P_{T}\right)$, where $\mathbb{G}_{1}, \mathbb{G}_{2}$ and $\mathbb{G}_{T}$ are additive cyclic groups of prime order $p>2^{2 \lambda}, e: \mathbb{G}_{1} \times \mathbb{G}_{2} \longrightarrow \mathbb{G}_{T}$ is a non-degenerated bilinear pairing, and $P_{1}, P_{2}, P_{T}$ are generators of $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$, respectively, with $P_{T}:=e\left(P_{1}, P_{2}\right)$. We assume that the operations in $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$ and the pairing $e$ are efficiently computable. We consider Type-III asymmetric pairing group, where $\mathbb{G}_{1} \neq \mathbb{G}_{2}$
and there is no efficient homomorphism between them. We require gpar to be an implicit input of other algorithms.

We use implicit representation of group elements as in [14]. For $s \in\{1,2, T\}$ and $a \in \mathbb{Z}_{p}$, denote by $[a]_{s}=a P_{s} \in \mathbb{G}_{s}$ as the implicit representation of $a$ in $\mathbb{G}_{s}$. Similarly, for a matrix $\mathbf{A}=\left(a_{i, j}\right) \in \mathbb{Z}_{p}^{n \times m}$ we define $[\mathbf{A}]_{s}$ as the implicit representation of $\mathbf{A}$ in $\mathbb{G}_{s}$. $\operatorname{Span}(\mathbf{A}):=\left\{\mathbf{A r} \mid \mathbf{r} \in \mathbb{Z}_{p}^{m}\right\} \subseteq \mathbb{Z}_{p}^{n}$ denotes the linear span of $\mathbf{A}$, and similarly $\operatorname{Span}\left([\mathbf{A}]_{s}\right):=\left\{[\mathbf{A r}]_{s} \mid \mathbf{r} \in \mathbb{Z}_{p}^{m}\right\} \subseteq \mathbb{G}_{s}^{n}$. Note that given $\mathbf{A},[\mathbf{B}]_{s},[\mathbf{C}]_{s}$ and $\mathbf{D}$ with matching dimensions, one can efficiently compute $[\mathbf{A B}]_{s},[\mathbf{B}+\mathbf{C}]_{s},[\mathbf{C D}]_{s}$, and given $[\mathbf{A}]_{1}$ and $[\mathbf{B}]_{2}$, we let $e\left([\mathbf{A}]_{1},[\mathbf{B}]_{2}\right):=[\mathbf{A B}]_{T}$.

Let $\ell, k \in \mathbb{N}$ be integers with $\ell>k$. A probabilistic distribution $\mathcal{D}_{\ell, k}$ is called a matrix distribution, if it outputs matrices in $\mathbb{Z}_{p}^{\ell \times k}$ of full rank $k$ in polynomial time. Without loss of generality, we assume that the first $k$ rows of $\mathbf{A} \leftarrow{ }_{\$} \mathcal{D}_{\ell, k}$ form an invertible matrix. Let $\mathcal{D}_{k}:=\mathcal{D}_{k+1, k}$. Denote by $\mathcal{U}_{\ell, k}$ the uniform distribution over all matrices in $\mathbb{Z}_{p}^{\ell \times k}$. Let $\mathcal{U}_{k}:=\mathcal{U}_{k+1, k}$.
Definition 4 ( $\mathcal{D}_{\ell, k}$-MDDH Assumption). Let $s \in\{1,2\}$. The $\mathcal{D}_{\ell, k}-M D D H$ assumption holds over group $\mathbb{G}_{s}$, if for any PPT adversary $\mathcal{A}$, it holds that $\operatorname{Adv}_{\mathcal{D}_{\ell, k}, \mathbb{G}_{s}, \mathcal{A}}^{\mathrm{mddh}}(\lambda):=\left|\operatorname{Pr}\left[\mathcal{A}\left([\mathbf{A}]_{s},[\mathbf{A w}]_{s}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left([\mathbf{A}]_{s},[\mathbf{u}]_{s}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)$, where the probability is over $\mathbf{A} \leftarrow{ }_{\delta} \mathcal{D}_{\ell, k}, \mathbf{w} \leftarrow s \mathbb{Z}_{p}^{k}$ and $\mathbf{u} \leftarrow s \mathbb{Z}_{p}^{\ell}$.

MDDH assumption covers many well-studied assumptions, such as the DDH and the $k$-Linear ( $k$-LIN) assumptions, by specifying the matrix distribution as $\mathcal{L I N}_{1}$ and $\mathcal{L I}^{\prime} \mathcal{N}_{k}$ respectively [14], where $\mathcal{L I} \mathcal{N}_{k}: \quad \mathbf{A}=\left(\begin{array}{llll}a_{1} & & \\ & \ddots & \\ & & & \\ 1 & \cdots & 1\end{array}\right) \in \mathbb{Z}_{p}^{(k+1) \times k}$. MDDH also covers the standard symmetric external DH (SXDH) assumption, which simply requires the DDH assumption to hold both in $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$.

Several relations among MDDH assumptions parameterized by different matrix distributions were established in [14, 20].

Lemma 2 ( $\mathcal{D}_{\ell, k}$ - MDDH $\Rightarrow \mathcal{U}_{k}$-MDDH [14] $\Rightarrow \mathcal{U}_{\ell^{\prime}, k}$-MDDH [20]). For any PPT adversary $\mathcal{A}$, there exists a PPT B s.t. $\operatorname{Adv}_{\mathcal{U}_{k}, \mathbb{G}_{s}, \mathcal{A}}^{\text {mddh }}(\lambda) \leq \operatorname{Adv}_{\mathcal{D}_{\ell, k}, \mathbb{G}_{s}, \mathcal{B}}^{m d d h}(\lambda)$.

For any PPT $\mathcal{A}$, there exists a PPT $\mathcal{B}$ s.t. $\operatorname{Adv}_{\mathcal{U}_{\ell^{\prime}, k}, \mathbb{G}_{s}, \mathcal{A}}^{\operatorname{mddh}}(\lambda) \leq \operatorname{Adv}_{\mathcal{U}_{k}, \mathbb{G}_{s}, \mathcal{B}}^{m \operatorname{ddt}}(\lambda)$.
Consequently, for any $\ell>k, \mathcal{U}_{\ell, k}-\mathrm{MDDH}$ assumption is tightly implied by the $k$-LIN assumption (i.e., $\mathcal{L I} \mathcal{N}_{k}$-MDDH).

We also define the $\mathcal{D}_{\ell, k}$-Kernel Matrix $\mathrm{DH}\left(\mathcal{D}_{\ell, k}\right.$-KerMDH) assumption according to [31] which is a natural search variant of the $\mathcal{D}_{\ell, k}$ - MDDH assumption.

Definition 5 ( $\mathcal{D}_{\ell, k}$-KerMDH Assumption). Let $s \in\{1,2\}$. The $\mathcal{D}_{\ell, k}-K e r M D H$ assumption holds over group $\mathbb{G}_{s}$, if for any PPT adversary $\mathcal{A}$, it holds that $\operatorname{Adv}_{\mathcal{D}_{\ell, k}, \mathbb{G}_{s}, \mathcal{A}}^{\mathrm{kmd}}(\lambda):=\operatorname{Pr}\left[[\mathbf{x}]_{3-s} \in \mathbb{G}_{3-s}^{\ell} \leftarrow s \mathcal{A}\left([\mathbf{A}]_{s}\right): \mathbf{x}^{\top} \mathbf{A}=\mathbf{0} \wedge \mathbf{x} \neq \mathbf{0}\right] \leq$ $\operatorname{negl}(\lambda)$, where the probability is over $\mathbf{A} \leftarrow \mathcal{D}_{\ell, k}$.

The following lemma shows that the $\mathcal{D}_{\ell, k}$-KerMDH assumption is implied by the $\mathcal{D}_{\ell, k}$ - MDDH assumption, since one can use a non-zero $[\mathbf{x}]_{3-s}$ satisfying $\mathbf{x}^{\top} \mathbf{A}=\mathbf{0}$ to test membership in Span $\left([\mathbf{A}]_{S}\right)$.

Lemma 3 ( $\mathcal{D}_{\ell, k}$ - MDDH $\Rightarrow \mathcal{D}_{\ell, k}$-KerMDH [31]). For any PPT adversary $\mathcal{A}$, there exists a PPT $\mathcal{B}$ s.t. $\operatorname{Adv}_{\mathcal{D}_{\ell, k}, \mathbb{G}_{s}, \mathcal{A}}^{\mathrm{kmdh}^{\prime}}(\lambda) \leq \operatorname{Adv}_{\mathcal{D}_{\ell, k}, \mathbb{G}_{s}, \mathcal{B}}^{\text {mddh }}(\lambda)+1 /(p-1)$.

## 3 More Efficient SIG with Leakage and Tamper-Resilience

In this section, we present a direct and efficient construction of signature scheme with leakage and tamper-resilience, over asymmetric pairing groups based on the MDDH assumptions.

Concretely, in Subsect. 3.1, we formalize the leakage and tamper-resilient security for signature schemes, i.e., the strong LTR-CMA (sLTR-CMA) security, and then in Subsect. 3.2 and Subsect. 3.3, we present our signature scheme and its security proof, respectively.

### 3.1 Definition of sLTR-CMA Security

The standard security notion for signatures is existential unforgeability under chosen-message attacks (EUF-CMA). Here we extend it to ( $\kappa, \mathcal{T}$ )-sLTR-CMA, parameterized by an integer $\kappa$ and a function set $\mathcal{T}$ : it additionally considers leakages attacks, where the total amount of leakage is bounded by $\kappa$ bits, and tampering attacks, where the tampering functions are chosen from $\mathcal{T}$. Moreover, it provides strong existential unforgeability which further guarantees that the adversary cannot even forge a new signature for a message that it has ever queried. Below we present the formal definition of $(\kappa, \mathcal{T})$-sLTR-CMA security.

Definition 6 (sLTR-CMA Security for SIG). Let $\kappa=\kappa(\lambda) \in \mathbb{N}$, and $\mathcal{T}$ be a set of functions from $\mathcal{S K}$ to $\mathcal{S K}$ where $\mathcal{S K}$ is the secret key space. A signature scheme $\mathrm{SIG}=($ Setup, Gen, Sign, Vrfy$)$ is $(\kappa, \mathcal{T})$-sLTR-CMA secure, if for any PPT adversary $\mathcal{A}$, it holds that $\operatorname{Adv}_{\operatorname{SIG}, \mathcal{A}, \kappa, \mathcal{T}}^{\mathrm{Str}-\mathrm{cma}}(\lambda):=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}, \kappa, \mathcal{T}}^{\mathrm{str}-\mathrm{cma}} \Rightarrow 1\right] \leq \operatorname{negl}(\lambda)$, where the experiment $\operatorname{Exp}_{\mathrm{SIG}, \mathcal{A}, \kappa, \mathcal{T}}^{\operatorname{slt}-\mathrm{T}}$ is defined in Fig. 1.

| Exp ${ }_{\text {SIG }, \mathcal{A}, \kappa, \mathcal{T}}^{\text {str-cma }}$ : | $\mathcal{O}_{\text {SIGN }}(T, m):$ |
| :---: | :---: |
| $\mathrm{pp} \leftarrow$ Setup, $(v k, s k) \leftarrow$ Gen $(\mathrm{pp})$ | If $T \notin \mathcal{T}$ : Return $\perp$ |
| $\mathcal{Q}_{\text {id }}:=\emptyset \quad / /$ Record the signing queries | $\sigma \leftarrow ¢ \operatorname{Sign}(T(s k), m)$ |
| // under the identity function | If $T=\mathrm{id}: \mathcal{Q}_{\text {id }}:=\mathcal{Q}_{\text {id }} \cup\{(m, \sigma)\}$ |
| $\ell:=0 \quad / /$ Record the leakage length | Return $\sigma$ |
| $\left(m^{*}, \sigma^{*}\right) \leftarrow ¢ \mathcal{A}^{\mathcal{O}_{\text {Sign }}(\cdot, \cdot), \mathcal{O}_{\text {Leak }}(\cdot)}(\mathrm{pp}, v k)$ | $\underline{\mathcal{O}_{\text {Leak }}(L): / / a t ~ m o s t ~} \kappa$ leakage bits |
| If $\left(\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }}\right) \wedge\left(\operatorname{Vrfy}\left(v k, m^{*}, \sigma^{*}\right)=1\right):$ | If $\ell+\|L(s k)\|>\kappa$ : Return $\perp$ |
| Return 1; | $\ell:=\ell+\|L(s k)\|$ |
| Else: Return 0 | Return $L(s k)$ |

Fig. 1. The $(\kappa, \mathcal{T})$-sLTR-CMA security experiment $\operatorname{Expsich}_{\text {SIG }, \mathcal{A}, \kappa, \mathcal{T}}^{\text {stra }}$ for SIG, where id denotes the identity function and $|L(s k)|$ denotes the bit-length of $L(s k)$.

Remark 1 (On the formalization of sLTR-CMA security). In the experiment $\operatorname{Exp} \underset{\mathrm{SIG}, \mathcal{A}, \kappa, \mathcal{T}}{\text { sItr-cma }}$ defined in Fig. 1, oracle $\mathcal{O}_{\text {SIGN }}$ captures the ability of the adversary to implement tampering attacks and obtain signatures under tampered signing keys $T(s k)$ with $T \in \mathcal{T}$, and oracle $\mathcal{O}_{\text {Leak }}$ captures the ability of the adversary to implement leakage attacks and obtain bounded leakage information $L(s k)$ about the signing key.

For the adversary to win, the condition $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }}$ is the minimal restriction on the adversary's forgery, since otherwise the adversary can query $\mathcal{O}_{\text {SIGN }}\left(\right.$ id,$\left.m^{*}\right)$ for an arbitrary message $m^{*}$ to obtain a signature $\sigma^{*}$ and simply output ( $m^{*}, \sigma^{*}$ ) as the forgery, and as a result, the adversary would trivially win and it is impossible to achieve the above security.

If we replace the condition $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }}$ with a stronger one, namely requir$\operatorname{ing} m^{*}$ to be different from all messages that the adversary has queried $\mathcal{O}_{\text {SIGN }}$, we call it (non-strong) LTR-CMA security with standard existential unforgeability. Furthermore, if $\mathcal{T}$ contains only the identity function id, we obtain the leakageresilience security, while if $\kappa=0$, we obtain the tamper-resilience security. If both $\mathcal{T}=\{i d\}$ and $\kappa=0$, we recover the standard EUF-CMA security.

### 3.2 Construction of SIG from MDDH

Now we present our direct construction of sLTR-CMA secure SIG scheme over asymmetric pairing groups based on the MDDH assumptions. Let $\mathcal{D}_{k}$ be a matrix distribution with $k \in \mathbb{N}$, and let $\mathcal{H}$ be a family of collision resistant hash functions from $\{0,1\}^{*}$ to $\mathbb{Z}_{p}$. Our SIG scheme SIG $=$ (Setup, Gen, Sign, Vrfy) is shown in Fig. 2, where the message space is $\mathcal{M}=\{0,1\}^{*}$ and the secret key space is $\mathcal{S K}=\mathbb{Z}_{p}^{(k+1) \times(k+1)}$. Correctness of SIG follows by inspection: for any honestly generated signature $\sigma=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$, we have $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow \& \mathbb{Z}_{p}^{k}$ and $[\mathbf{d}]_{1}=\mathbf{K}[\mathbf{c}]_{1}+\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}$, which directly implies $e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{c}^{\top}\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right)\right]_{1},[\mathbf{A}]_{2}\right)=e\left(\left[\mathbf{d}^{\top}\right]_{1},[\mathbf{A}]_{2}\right)$.

Moreover, since $\mathbf{U}$ output by $\mathcal{D}_{k}$ is of full rank, $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w} \neq[\mathbf{0}]_{1}$ holds as long as $\mathbf{w} \neq \mathbf{0}$ holds, which happens with overwhelming probability $1-1 / p^{k}$.

Next, we show its ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA security under $\kappa \leq \log p-\Omega(\lambda)$ bits of leakage information and under the set of affine functions

$$
\begin{equation*}
\mathcal{T}_{\text {aff }}=\left\{T_{(a, \mathbf{B})}: \mathbf{K} \in \mathcal{S K} \mapsto a \mathbf{K}+\mathbf{B} \in \mathcal{S K} \mid a \in \mathbb{Z}_{p}, \mathbf{B} \in \mathcal{S K}\right\} . \tag{1}
\end{equation*}
$$

Theorem 1 ( $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CMA Security of SIG). Let $\kappa \leq \log p-\Omega(\lambda)$ and let $\mathcal{T}_{\text {aff }}$ be the set of affine functions defined in (1). Assume that the $\mathcal{D}_{k}-M D D H$ assumption holds over both $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, and $\mathcal{H}$ is collision-resistant. Then the SIG scheme in Fig. 2 is ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA secure.

Concretely, for any PPT adversary $\mathcal{A}$ who makes at most $Q$ times of $\mathcal{O}_{\text {SIGN }}$ queries, there exist PPT adversaries $\mathcal{B}_{1}, \cdots, \mathcal{B}_{5}$, such that

$$
\begin{aligned}
\operatorname{Adv}_{\text {SIG }, \mathcal{A}, \kappa, \mathcal{T}_{\text {aff }}^{\text {str-cma }}}(\lambda) \leq & \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{1}}^{\mathrm{mddh}}(\lambda)+\operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{\text {cr }}(\lambda)+\operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{3}}^{\text {mddh }}(\lambda) \\
& +Q \cdot\left(\operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{1}, \mathcal{B}_{4}}^{\text {mddh}}(\lambda)+\operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{1}, \mathcal{B}_{5}}^{\text {mddh }}(\lambda)\right)+2^{-\Omega(\lambda)} .
\end{aligned}
$$



Fig. 2. Construction of SIG $=$ (Setup, Gen, Sign, Vrfy) based on MDDH, where the framed boxes and the gray boxes are used to help explain the intuitions behind the construction in Remark 3.

The proof of Theorem 1 is postponed to Subsect. 3.3. Before presenting the formal proof, we give a detailed efficiency analysis and explain the main intuitions of our SIG construction in the following two remarks, respectively.

Remark 2 (Efficiency of our SIG). Let $x \cdot \mathbb{G}$ denote $x$ elements in a group $\mathbb{G}$. Our SIG scheme in Fig. 2 is parameterized by the MDDH parameter $k \in \mathbb{N}$, and has public parameter $\mathrm{pp}:\left(3 k^{2}+3 k\right) \cdot \mathbb{G}_{1}+\left(3 k^{2}+3 k\right) \cdot \mathbb{G}_{2}$, verification key $v k:\left(k^{2}+k\right) \cdot \mathbb{G}_{2}$, signing key $s k:\left(k^{2}+2 k+1\right) \cdot \mathbb{Z}_{p}$ and signature $\sigma:(2 k+2) \cdot \mathbb{G}_{1}$. The verification involves $\left(2 k^{2}+2 k\right)$ pairing operations.

For $k=1$, we get an efficient SIG scheme with pp : $6 \cdot \mathbb{G}_{1}+6 \cdot \mathbb{G}_{2}$, verification key $v k: 2 \cdot \mathbb{G}_{2}$, signing key $s k: 4 \cdot \mathbb{Z}_{p}$ and signature $\sigma: 4 \cdot \mathbb{G}_{1}$, and the verification involves only 4 pairing operations. The resulting SIG scheme is ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA secure based on the standard SXDH assumption, and supports $\kappa=\log p-\Omega(\lambda)$ bits key leakage. The leakage rate (i.e., $\kappa /$ bit-length of $s k)$ is $\frac{\log p-\Omega(\lambda)}{4 \log p}=\frac{1}{4}-o(1)$ asymptotically as $p$ grows.

Remark 3 (Intuitions of our SIG). On a high level, our SIG in Fig. 2 can be parsed as two components: the terms in framed boxes (which are related to $\mathbf{K}$ ) and the terms in gray boxes (which are related to $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$ ).

Our first idea is to let $s k=\mathbf{K}$ involve only term of the first component. With such a design, to achieve sLTR-CMA security, we only need to analyze the first component in the leakage and tampering-resilient setting, while for the second component we can analyze it without being disturbed by the leakage and tampering attacks on it.

Our second idea is to integrate the two components carefully during the generation (and verification) of signatures, such that the terms $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ in the second component can trigger randomness of certain forms to hide (partial information of) the terms $\mathbf{K}[\mathbf{c}]_{1}$ in the first component, so that the signatures generated under tampered signing keys do not leak much information about $s k=\mathbf{K}$ beyond $v k$ to the adversary in the sLTR-CMA security experiment. Consequently, the signing oracle is of no use to the adversary, and the sLTR-CMA security of our SIG essentially reduces to the security against no-message attacks (i.e., where the adversary obtains no signatures) in the key leakage setting, which is much easier to achieve and is mainly guaranteed by the first component.

Below we explain the intuitions behind these two components in more detail.
Intuitions behind The First Component. Intuitively, the terms in framed boxes can be viewed as a publicly verifiable function on $\mathbb{G}_{1}^{k+1}$ :

- the function is defined by $s k=\mathbf{K}$, and it maps $[\mathbf{c}]_{1} \in \mathbb{G}_{1}^{k+1}$ to $\mathbf{K}[\mathbf{c}]_{1}$;
- given $v k=\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}$, one can verify the correctness of function value

$$
\begin{equation*}
[\mathbf{d}]_{1}=\mathbf{K}[\mathbf{c}]_{1} \tag{2}
\end{equation*}
$$

publicly via pairing equations:

$$
\begin{equation*}
e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{d}^{\top}\right]_{1},[\mathbf{A}]_{2}\right) . \tag{3}
\end{equation*}
$$

Observe that (2) and (3) are equivalent under the $\mathcal{D}_{k}$ - KerMDH assumption on $[\mathbf{A}]_{2}$ (which is further implied by the $\mathcal{D}_{k}-\mathrm{MDDH}$ assumption according to Lemma 3), since otherwise $\left[\mathbf{c}^{\top} \mathbf{K}^{\top}-\mathbf{d}^{\top}\right]_{1}$ constitutes a non-zero vector in the kernel of $[\mathbf{A}]_{2}$, which is hard to find under the $\mathcal{D}_{k}$-KerMDH assumption.

This publicly verifiable function enjoys a useful property:

- in the presence of only $v k=\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}$, the function value $\mathbf{K}[\mathbf{c}]_{1}$ of any $[\mathbf{c}]_{1} \neq[\mathbf{0}]_{1}$ retains enough entropy from $\mathbf{K}$, so that it is information-theoretically hard to produce $\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$ satisfying (2) (and thus computationally hard to satisfy (3) under MDDH assumption).

To see why this property holds more concretely, we can let $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ be a nonzero vector in the kernel of $\mathbf{A} \in \mathbb{Z}_{p}^{(k+1) \times k}$ such that $\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}$, and sample $s k=\mathbf{K} \leftarrow_{s} \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ equivalently via
where $\widetilde{\mathbf{K}} \leftarrow \& \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mathbf{k} \leftarrow{ }_{\mathrm{s}} \mathbb{Z}_{p}^{k+1}$. On the one hand, note that $\mathbf{k}$ is completely hidden in $v k$ since $v k=\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}=\left[\left(\widetilde{\mathbf{K}}^{\top}+\stackrel{\ulcorner }{\mathbf{k}}\left(\mathbf{a}^{\perp}\right)^{\top}\right) \mathbf{A}\right]_{2}=\left[\tilde{\mathbf{K}}^{\top} \mathbf{A}\right]_{2}$. On
the other hand, for any $[\mathbf{c}]_{1} \neq[\mathbf{0}]_{1}$, its function value is

$$
\mathbf{K}[\mathbf{c}]_{1}=\left(\widetilde{\mathbf{K}}+\mathbf{a}^{\perp} \mathbf{k}^{\top}\right)[\mathbf{c}]_{1}=\widetilde{\mathbf{K}}[\mathbf{c}]_{1}+\left[\begin{array}{c}
{\left[\mathbf{a}^{\perp}\left(\mathbf{k}^{\top} \mathbf{c}\right)\right.}
\end{array}\right]_{1}
$$

 has $\log p$ bits of entropy conditioned on $v k$, as shown by the term ${ }^{\ulcorner } \mathbf{a}^{\perp}\left(\mathbf{k}^{\top} \mathbf{c}\right)$, and consequently it is hard to produce $\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$ satisfying (2) and $(\overline{3})$.

Insufficiency of The First Component and Arising of The Second. The first component and the aforementioned useful property serve as the basis for the security of our SIG. In particular, if the adversary $\mathcal{A}$ does not obtain any signatures in the security experiment, then it is hard for $\mathcal{A}$ to forge a signature satisfying (3), since the function value $\mathbf{K}[\mathbf{c}]_{1}$ has enough entropy (i.e., $\log p$ bits entropy) conditioned on $v k$. Moreover, the argument holds even if the adversary obtains bounded leakage information about $s k=\mathbf{K}$, as long as the amount of leakage $\kappa$ satisfies $\log p-\kappa \geq \Omega(\lambda)$ so that there are still $\log p-\kappa \geq \Omega(\lambda)$ bits entropy left in $\mathbf{K}[\mathbf{c}]_{1}$. This shows the security against no-message attacks in the leakage setting of our SIG.

However, in the sLTR-CMA security experiment, $\mathcal{A}$ can obtain signatures as many as it wants, under tampered signing keys $T_{(a, \mathbf{B})}(s k)=a \mathbf{K}+\mathbf{B}$. So $\mathcal{A}$ will obtain multiple $(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}$ contained in the signatures $\sigma=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$, which would leak additional information about $s k=\mathbf{K}$ beyond $v k$.

To rescue the above arguments, we resort to the terms in gray boxes . Roughly speaking, we use $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ to hide (partial information of) $(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}$ in the generation of $[\mathbf{d}]_{1}$ :

$$
\begin{equation*}
[\mathbf{d}]_{1}=(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}+\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}, \tag{4}
\end{equation*}
$$

so that $\mathcal{A}$ will not learn much information about $s k=\mathbf{K}$ beyond $v k$ from the obtained signatures, and then we can use the above arguments to show the security of our SIG.

More Explanations about The Second Component. It remains to give the intuitions of the terms in gray boxes in more detail, and in particular, explain how $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ hide $(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}$ in the generation of $[\mathbf{d}]_{1}$ in (4).

From a high-level perspective, the terms in gray boxes can be viewed as the one-time simulation-sound (OTSS) NIZK scheme proposed by Kiltz and Wee [27, Section 3.3], and they essentially prove that $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ belongs to the linear subspace $\operatorname{Span}\left([\mathbf{U}]_{1}\right)$ : in the signing algorithm Sign of our SIG, the term $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ corresponds to the generation of OTSS-NIZK proof; in the
verification algorithm Vrfy, the term $e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)$ corresponds to the verification of OTSS-NIZK proof.

- On the one hand, the generation and verification of OTSS-NIZK proofs do not involve any secret key, so they do not introduce additional elements to $s k$. This is very helpful in the key leakage and tampering-resilient setting, since the leakage and tampering of $s k$ do not affect the terms in gray boxes, and we can use properties of this component without the need of considering any leakage and tampering.
- However, the OTSS property is insufficient for our purpose, since in the security experiment of SIG, the adversary can obtain multiple NIZK proofs $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ contained in the multiple signatures $\sigma=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$, rather than a single NIZK proof allowed in the OTSS property.

Instead, we resort to another property about the second component $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$, namely it can trigger randomness of certain forms in a computationally indistinguishable way, as observed in [27]. To be more concrete, we can prove that the multiple pairs of

$$
\left([\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}, \quad\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}\right)
$$

contained in the signatures that $\mathcal{A}$ obtains are computationally indistinguishable from

$$
\begin{equation*}
([\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}, \quad\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}+[_{[\underbrace{}_{-}}^{\left[\gamma \mathbf{a}^{\perp}\right]_{1}^{\prime}}{ }_{1}^{\prime}), \tag{5}
\end{equation*}
$$

where $\gamma \leftarrow \mathbb{\mathbb { Z }} \mathbb{Z}_{p}$ are randomnesses independently chosen for each pair, and $\mathbf{a}^{\perp} \in$ $\mathbb{Z}_{p}^{k+1}$ is a non-zero vector in the kernel of $\mathbf{A} \in \mathbb{Z}_{p}^{(k+1) \times k}$ such that $\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}$, even conditioned on a single pair

$$
\left(\left[\mathbf{c}^{*}\right]_{1}, \quad\left[\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}\right)
$$

contained in $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ in the case of $\tau^{*} \neq \tau$. Jumping ahead, this corresponds to the game sequence $\left\{\mathrm{G}_{4 . \eta .0}-\mathrm{G}_{4 . \eta .4}\right\}_{0 \leq \eta \leq Q-1}$ and $\mathrm{G}_{4 . Q .0}$ in our security proof in Subsect. 3.3. This property is different from OTSS and is enjoyed by this specific NIZK scheme (in other words, other OTSS-NIZK schemes may not enjoy this property).

However, this property holds only in the case of $\tau^{*} \neq \tau$, i.e., when the following bad event never occurs.

- TagColl: the tag $\tau^{*}=H\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)$ involved in $\mathcal{A}$ 's forgery ( $m^{*}, \sigma^{*}=$ $\left.\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ is identical to the $\operatorname{tag} \tau=H\left(v k^{\prime}=\left[(a \mathbf{K}+\mathbf{B})^{\top} \mathbf{A}\right]_{2}, m,[\mathbf{c}]_{1}\right)$ involved in some signatures that $\mathcal{A}$ obtains under tampered signing keys.

So to apply this property, we need to first show that the event TagColl can hardly occur. This might be the most technical part of our security proof in Subsect. 3.3 and corresponds to Claim 2 therein. Roughly speaking, we divide TagColl into three sub-cases and analyze them individually to show that they all rarely occur,
by utilizing the concrete algebraic structures of our construction, based on the collision resistance of $H$ and on the MDDH assumption.

Consequently, we can apply the above property, and show that the terms $\left[\gamma \mathbf{a}^{\perp}\right]_{1}$ triggered by $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ in (5) can be used to hide the partial information of $\left.(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}\right]$ in the generation of $[\mathbf{d}]_{1}$ in (4). To see this more concretely, again, we sample $s k=\mathbf{K}$ equivalently via

$$
\mathbf{K}:=\widetilde{\mathbf{K}}+{ }_{\substack{\left.-\mathbf{L}^{-} \mathbf{a}^{-} \mathbf{k}^{-}{ }^{\top}\right\urcorner \\ \hline \\ \hline}}
$$

where $\widetilde{\mathbf{K}} \leftarrow \mathrm{s} \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mathbf{k} \leftarrow s \mathbb{Z}_{p}^{k+1}$, and then we have

$$
\begin{aligned}
{[\mathbf{d}]_{1} } & \left.=(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}+\left[\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w} \\
& \approx\left((a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}+\left[\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}+\left[\mathbf{c}^{\perp}\right]_{1} \\
& \left.=\left(a\left(\widetilde{\mathbf{K}}+\mathbf{a}^{\perp} \mathbf{k}^{\top}\right)+\mathbf{B}\right)[\mathbf{c}]_{1}+\left[\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}+\left[\mathbf{a}^{\perp}\right]_{1} \\
& \left.=(a \widetilde{\mathbf{K}}+\mathbf{B})[\mathbf{c}]_{1}+\left[\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}+\left[a \mathbf{a}^{\perp}\left(\mathbf{k}^{\top} \mathbf{c}\right)+{ }_{\llcorner } \mathbf{a}^{\perp}\right]_{1} .
\end{aligned}
$$

Note that the term $\gamma \mathbf{a}^{\perp}$ perfectly hides $a \mathbf{a}^{\perp}\left(\mathbf{k}^{\top} \mathbf{c}\right)=\left(a \mathbf{k}^{\top} \mathbf{c}\right) \mathbf{a}^{\perp}$ by the randomness of $\gamma \leftarrow \varangle \mathbb{Z}_{p}$, thus the information of $\mathbf{k}$ is perfectly hidden in the multiple signatures generated under tampered signing keys.

Putting Two Components Together. Overall, the two components enjoy specific properties and we carefully integrate the two components in our SIG construction to achieve sLTR-CMA security: the terms $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ in the second component can trigger randomness in the form of ${ }_{[ }\left[\gamma \mathbf{a}^{\perp}\right]_{1}$, , which can then be used to hide the terms $(a \mathbf{K}+\mathbf{B})[\mathbf{c}]_{1}$ in the first component, so that the signatures generated under tampered signing keys do not leak much information about $s k=\mathbf{K}$ beyond $v k$ to the adversary, and finally the sLTR-CMA security of our SIG follows from the useful property of the first component in the key leakage setting.

### 3.3 Proof of Theorem 1

Now we present the formal proof of Theorem 1. Let $\mathcal{A}$ be any PPT adversary against the ( $\left.\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CMA security of SIG, where $\mathcal{A}$ makes $Q$ times of $\mathcal{O}_{\text {SIGN }}$ queries. We prove the theorem via a sequence of games $\mathrm{G}_{0}-\mathrm{G}_{3},\left\{\mathrm{G}_{4 . \eta .0}-\mathrm{G}_{4 . \eta .4}\right\}_{0 \leq \eta \leq Q-1}$ and $G_{4 . Q .0}$, where $G_{0}$ is the ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA experiment (cf. Fig. 1), and in $\mathrm{G}_{4 . Q .0}, \mathcal{A}$ has a negligible advantage. A brief description of differences between adjacent games is summarized in Table 1.

Game $\mathrm{G}_{0}$ : This is the ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA experiment (cf. Fig. 1).

Table 1. Brief Description of Games $\mathrm{G}_{0}-\mathrm{G}_{3},\left\{\mathrm{G}_{4 . \eta .0}-\mathrm{G}_{4 . \eta .4}\right\}_{0 \leq \eta \leq Q-1}$ and $\mathrm{G}_{4 . Q .0}$ for the ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CMA security proof of SIG, where the differences between adjacent games are highlighted in gray boxes. Here column " $\mathcal{O}_{\text {SIGN }}\left(T_{(a, \mathbf{B})} \in \mathcal{T}_{\text {aff }}, m\right)$ " suggests how a signature $\sigma=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$ is generated: sub-column " $[\mathbf{c}]_{1} \leftarrow_{8}$ " refers to the space from which $[\mathbf{c}]_{1}$ is chosen; sub-column " $[\mathbf{d}]_{1}=$ " shows the computation of $[\mathbf{d}]_{1}$, where $s k^{\prime}=\mathbf{K}^{\prime}=T_{(a, \mathbf{B})}(s k)=a \mathbf{K}+\mathbf{B}$ denotes the tampered signing key. Column " $\mathcal{O}_{\text {Leak" }}$ shows the output returned by $\mathcal{O}_{\text {Leak. }}$ Column "Win's additional check for forgery ( $m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)$ )" describes the additional check that $\mathcal{A}$ 's forgery wins, besides the routine check $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge e\left(\left[\mathbf{c}^{* \top}\right]_{1},\left[\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau^{*} \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{d}^{* \top}\right]_{1},[\mathbf{A}]_{2}\right) \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}$, where $\mathcal{Q}_{\text {tag }}$ denotes the set of $\tau$ generated in $\mathcal{O}_{\text {SIGN }}$ queries.


Let pp $=\left(\right.$ gpar, $\left.[\mathbf{U}]_{1},\left[\mathbf{K}_{0} \mathbf{U}\right]_{1},\left[\mathbf{K}_{1} \mathbf{U}\right]_{1},[\mathbf{A}]_{2},\left[\mathbf{K}_{0}^{\top} \mathbf{A}\right]_{2},\left[\mathbf{K}_{1}^{\top} \mathbf{A}\right]_{2}, H\right)$ and $(v k=$ $\left.\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}, s k=\mathbf{K}\right)$. In this game, when answering an $\mathcal{O}_{\text {SIGN }}$ query $\left(T_{(a, \mathbf{B})} \in\right.$ $\left.\mathcal{T}_{\text {aff }}, m\right)$, the challenger computes the tampered key $s k^{\prime}=\mathbf{K}^{\prime}:=T_{(a, \mathbf{B})}(s k)=$ $a \mathbf{K}+\mathbf{B}$ and $v k^{\prime}:=\left[\mathbf{K}^{\prime \top} \mathbf{A}\right]_{2}$, samples $\mathbf{w} \leftarrow_{s} \mathbb{Z}_{p}^{k}$, and computes $[\mathbf{c}]_{1}:=[\mathbf{U}]_{1} \mathbf{w}$, $\tau:=H\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right)$ and $[\mathbf{d}]_{1}:=\mathbf{K}^{\prime}[\mathbf{c}]_{1}+\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ using the tampered key $s k^{\prime}=\mathbf{K}^{\prime}$. Then, the challenger returns $\sigma:=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)$ to $\mathcal{A}$, and further puts $(m, \sigma)$ to set $\mathcal{Q}_{\text {id }}$ if $T_{(a, \mathbf{B})}$ is the identity function id. For an $\mathcal{O}_{\text {Leak }}$ query $L$, the challenger returns $L(s k)$ to $\mathcal{A}$ if the total leakage length is bounded by $\kappa$.

At the end of the game, $\mathcal{A}$ outputs a forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$. Let Win denote the event that
$\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge e\left(\left[\mathbf{c}^{* \top}\right]_{1},\left[\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau^{*} \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{d}^{* \top}\right]_{1},[\mathbf{A}]_{2}\right) \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}$,
where $\tau^{*}:=H\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)$. By definition, $\operatorname{Adv}_{\text {SIG }, \mathcal{A}, \kappa, \mathcal{T}_{\text {aff }}^{\text {sitr }}}^{\text {sicma }}(\lambda)=\operatorname{Pr}_{0}[\mathrm{Win}]$.
Game $\mathrm{G}_{1}$ : It is the same as $\mathrm{G}_{0}$, except that, when answering $\mathcal{O}_{\text {SIGN }}$ queries, the challenger computes $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}$ directly from $[\mathbf{c}]_{1}, \tau$ and $\left(\mathbf{K}^{\prime}, \mathbf{K}_{0}, \mathbf{K}_{1}\right)$, without using the vector $\mathbf{w}$ for $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$.

Since $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$, this change is conceptual and $\operatorname{Pr}_{0}[\mathrm{Win}]=\operatorname{Pr}_{1}[\mathrm{Win}]$.
Game $G_{2}$ : It is the same as $G_{1}$, except that, the event Win is now defined as

$$
\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\mathrm{id}} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}
$$

Claim 1. $\left|\operatorname{Pr}_{1}[\mathrm{Win}]-\operatorname{Pr}_{2}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{1}}^{\text {mddh }}(\lambda)+1 /(p-1)$ for a PPT adversary $\mathcal{B}_{1}$ against the $\mathcal{D}_{k}-M D D H$ assumption on $[\mathbf{A}]_{2}$.

Proof. By VrfyBad denote the event that $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ satisfying $e\left(\left[\mathbf{c}^{* \top}\right]_{1},\left[\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau^{*} \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{d}^{* \top}\right]_{1},[\mathbf{A}]_{2}\right)$ but $\left[\mathbf{d}^{*}\right]_{1} \neq$ $\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}$. Clearly, $\mathbf{G}_{2}$ is identical to $\mathbf{G}_{1}$ unless VrfyBad occurs, thus $\left|\operatorname{Pr}_{1}[\mathrm{Win}]-\operatorname{Pr}_{2}[\mathrm{Win}]\right| \leq \operatorname{Pr}_{2}[\operatorname{VrfyBad}]$. To bound $\operatorname{Pr}_{2}[\mathrm{VrfyBad}]$, observe that VrfyBad implies that

$$
e(\underbrace{\left[\mathbf{d}^{* \top}\right]_{1}-\left[\mathbf{c}^{* \top}\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau^{*} \mathbf{K}_{1}^{\top}\right)\right]_{1}}_{\neq[\mathbf{0}]_{1}},[\mathbf{A}]_{2})=[\mathbf{0}]_{T},
$$

i.e., $\left[\mathbf{d}^{* \top}\right]_{1}-\left[\mathbf{c}^{* \top}\left(\mathbf{K}^{\top}+\mathbf{K}_{0}^{\top}+\tau^{*} \mathbf{K}_{1}^{\top}\right)\right]_{1}$ is a non-zero vector in the kernel of $[\mathbf{A}]_{2}$. Thus VrfyBad rarely occurs under the $\mathcal{D}_{k}$-KerMDH assumption on $[\mathbf{A}]_{2}$, which is further implied by the $\mathcal{D}_{k}-\mathrm{MDDH}$ assumption on $[\mathbf{A}]_{2}$ according to Lemma 3. Consequently, $\operatorname{Pr}_{2}[\operatorname{VrfyBad}] \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{1}}^{\mathrm{mdd}}(\lambda)+1 /(p-1)$ and Claim 1 follows.

Game $\mathrm{G}_{3}$ : It is the same as $\mathrm{G}_{2}$, except that, when answering $\mathcal{O}_{\text {SIGN }}$ queries, the challenger also puts $\tau$ to a set $\mathcal{Q}_{\operatorname{tag}}$, and for the forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ output by $\mathcal{A}$, the event Win is now defined as

$$
\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\mathrm{id}} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1} \wedge \tau^{*} \notin \mathcal{Q}_{\mathrm{tag}}
$$

Claim 2. $\left|\operatorname{Pr}_{2}[\mathrm{Win}]-\operatorname{Pr}_{3}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{\mathrm{cr}}(\lambda)+\operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{3}}^{\mathrm{mddh}}(\lambda)+1 /(p-1)+$ $2^{-\Omega(\lambda)}$ for PPT adversaries $\mathcal{B}_{2}$ against the collision-resistance of $\mathcal{H}$ and $\mathcal{B}_{3}$ against the $\mathcal{D}_{k}-M D D H$ assumption on $[\mathbf{A}]_{2}$.

Proof. By TagColl denote the event that $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ satisfying

$$
\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1} \wedge \tau^{*} \in \mathcal{Q}_{\mathrm{tag}} .
$$

Clearly, $G_{2}$ and $G_{3}$ are the same until TagColl occurs, thus $\mid \operatorname{Pr}_{2}[$ Win $]-\operatorname{Pr}_{3}[$ Win $] \mid \leq$ $\mathrm{Pr}_{3}$ [TagColll].

To bound $\mathrm{Pr}_{3}[\mathrm{TagColll}]$, we divide TagColl into the following three cases:

- Case 1: There exists an $\mathcal{O}_{\text {SIGN }}$ query $\left(T_{(a, \mathbf{B})} \in \mathcal{T}_{\text {aff }}, m\right)$, such that

$$
\begin{array}{ll} 
& \tau^{*}=H\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=H\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right)=\tau \in \mathcal{Q}_{\mathrm{tag}} \\
\text { but } \quad & \left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right) \neq\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right)
\end{array}
$$

where $v k^{\prime}$ is the tampered verification key involved in this $\mathcal{O}_{\text {SIGN }}$ query.
Clearly, Case 1 suggests a collision of $H$, thus $\operatorname{Pr}_{3}\left[\right.$ Case 1] $\leq \operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{\mathrm{cr}}(\lambda)$.

- Case 2: There exists an $\mathcal{O}_{\text {SIGN }}$ query $\left(T_{(a, \mathbf{B})} \in \mathcal{T}_{\text {aff }}, m\right)$, such that

$$
\begin{array}{ll} 
& \tau^{*}=H\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=H\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right)=\tau \in \mathcal{Q}_{\mathrm{tag}} \\
\text { but } \quad\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right) \wedge T_{(a, \mathbf{B})}=\mathrm{id}
\end{array}
$$

where id denotes the identity function.
Since $T_{(a, \mathbf{B})}=\mathrm{id}$, the tampered signing key $s k^{\prime}=\mathbf{K}^{\prime}$ is in fact the original key $s k=\mathbf{K}$, and the tuple $\left(m, \sigma=\left([\mathbf{c}]_{1},[\mathbf{d}]_{1}\right)\right)$ involved in this $\mathcal{O}_{\text {SIGN }}$ query is added to $\mathcal{Q}_{\text {id }}$.

Now we show that this case can never occur. On the one hand, TagColl requires $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right) \notin \mathcal{Q}_{\text {id }}$ and this case requires $\left(m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=$ ( $m,[\mathbf{c}]_{1}$ ), so it follows that $\left[\mathbf{d}^{*}\right]_{1} \neq[\mathbf{d}]_{1}$. On the other hand, TagColl requires $\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}$ and this case requires $\tau^{*}=\tau$, so we have $\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}=\left[\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}=[\mathbf{d}]_{1}$, which leads to a contradiction. Therefore, this case can never occur, i.e., $\operatorname{Pr}_{3}[$ Case 2] $=0$.

- Case 3: There exists an $\mathcal{O}_{\text {SIGN }}$ query $\left(T_{(a, \mathbf{B})} \in \mathcal{T}_{\text {aff }}, m\right)$, such that

$$
\begin{array}{ll} 
& \tau^{*}=H\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=H\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right)=\tau \in \mathcal{Q}_{\mathrm{tag}} \\
\text { but } \quad\left(v k, m^{*},\left[\mathbf{c}^{*}\right]_{1}\right)=\left(v k^{\prime}, m,[\mathbf{c}]_{1}\right) \wedge T_{(a, \mathbf{B})} \neq \mathrm{id}
\end{array}
$$

Note that $v k^{\prime}=v k$ means that $\left[\mathbf{K}^{\prime \top} \mathbf{A}\right]_{2}=\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}$, where $s k^{\prime}=\mathbf{K}^{\prime}=$ $T_{(a, \mathbf{B})}(s k)=a \mathbf{K}+\mathbf{B}$ is the tampered signing key. By rearranging terms, it follows that $\left[\left((a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2}=[\mathbf{0}]_{2}$. This shows that $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}$ is a matrix in the kernel of $[\mathbf{A}]_{2}$. We claim that $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}$ is a nonzero matrix with overwhelming probability $1-2^{-\Omega(\lambda)}$, which will be shown later. Thus by the $\mathcal{D}_{k}$-KerMDH assumption on $[\mathbf{A}]_{2}$ (which is further implied
by the $\mathcal{D}_{k}$-MDDH assumption on $[\mathbf{A}]_{2}$ according to Lemma 3), this case can rarely occurs, and we have $\operatorname{Pr}_{3}[$ Case $\mathbf{3}] \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{3}}^{\mathrm{mddh}}(\lambda)+1 /(p-1)+2^{-\Omega(\lambda)}$.

It remains to show the claim that the matrix $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}$ is non-zero with overwhelming probability $1-2^{-\Omega(\lambda)}$. By the fact that $T_{(a, \mathbf{B})} \neq \mathrm{id}$, there are two sub-cases. The first sub-case is $a=1$ and $\mathbf{B} \neq \mathbf{0}$. In this sub-case, we have $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}=\mathbf{B}^{\top}$, which is clearly non-zero. The second subcase is $a \neq 1$. In this sub-case, we will show that $s k=\mathbf{K}$ contains enough entropy from $\mathcal{A}$ 's view, so that the matrix $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}$ is non-zero with overwhelming probability. To see this, let $\mathbf{u}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ (resp., $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ ) be an arbitrary non-zero vector in the kernel of $\mathbf{U}$ (resp., A) such that $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{U}=\mathbf{0}$ (resp., $\left.\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}\right)$. For the convenience of our analysis, we sample $s k=\mathbf{K} \leftarrow s \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ equivalently via

$$
\mathbf{K}:=\widetilde{\mathbf{K}}+\mu \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}
$$

where $\widetilde{\mathbf{K}} \leftarrow \& \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mu \leftarrow \& \mathbb{Z}_{p}$. Below we analyze the information about $\mu$ that $\mathcal{A}$ may obtain in $\mathrm{G}_{3}$.

- Firstly, the verification key $v k$ is

$$
\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}=\left[\left(\tilde{\mathbf{K}}^{\top}+\mu \mathbf{u}^{\perp}\left(\mathbf{a}^{\perp}\right)^{\top}\right) \mathbf{A}\right]_{2}=\left[\tilde{\mathbf{K}}^{\top} \mathbf{A}\right]_{2}
$$

thus $\mu$ is completely hidden.

- In $\mathcal{O}_{\text {Sign }}$ queries, the tampered verification key $v k^{\prime}$ is

$$
\begin{aligned}
{\left[\mathbf{K}^{\prime \top} \mathbf{A}\right]_{2} } & =\left[\left(a \mathbf{K}^{\top}+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2}=\left[\left(a\left(\tilde{\mathbf{K}}^{\top}+\mu \mathbf{u}^{\perp}\left(\mathbf{a}^{\perp}\right)^{\top}\right)+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2} \\
& =\left[\left(a \widetilde{\mathbf{K}}^{\top}+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2},
\end{aligned}
$$

thus $\mu$ is completely hidden. Moreover, since $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow \& \mathbb{Z}_{p}^{k}$, we have

$$
\begin{aligned}
{[\mathbf{d}]_{1} } & =\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}=\left(a \mathbf{K}+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{U}]_{1} \mathbf{w} \\
& =\left(a\left(\widetilde{\mathbf{K}}+\mu \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}\right)+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{U}]_{1} \mathbf{w} \\
& =\left(a \widetilde{\mathbf{K}}+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{U}]_{1} \mathbf{w},
\end{aligned}
$$

thus $\mu$ is also completely hidden.

- From $\mathcal{O}_{\text {Leak }}$ queries, $\mathcal{A}$ obtains at most $\kappa$ bits information $L(s k)=$ $L(\mathbf{K})=L\left(\widetilde{\mathbf{K}}+\mu \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}\right)$ about $s k$, and also about $\mu$.
Overall, the information about $\mu$ that $\mathcal{A}$ learns in $\mathrm{G}_{3}$ is at most $\kappa$ bits. Thus, there are still $\log p-\kappa \geq \Omega(\lambda)$ bits of entropy left in $\mu$, and also in $s k=\mathbf{K}=\widetilde{\mathbf{K}}+\mu \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}$. Consequently, the probability that the matrix $(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top}$ is non-zero is $\operatorname{Pr}\left[(a-1) \mathbf{K}^{\top}+\mathbf{B}^{\top} \neq \mathbf{0}\right]=1-\operatorname{Pr}\left[(a-1) \mathbf{K}^{\top}+\right.$ $\left.\mathbf{B}^{\top}=\mathbf{0}\right]=1-\operatorname{Pr}\left[\mathbf{K}=(1-a)^{-1} \mathbf{B}\right] \geq 1-2^{-\Omega(\lambda)}$ and the claim follows.
Putting the above three cases together, we have $\operatorname{Pr}_{3}[\operatorname{TagColll}] \leq \operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{c r}(\lambda)+$ $\operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{3}}^{\mathrm{mddh}}(\lambda)+1 /(p-1)+2^{-\Omega(\lambda)}$, and Claim 2 follows.

Next, we consider a sequence of games $\left\{\mathrm{G}_{4 . \eta .0}-\mathrm{G}_{4 . \eta .4}\right\}_{0 \leq \eta \leq Q-1}$ and $\mathrm{G}_{4 . Q .0}$.
Game $\mathrm{G}_{4 . \eta .0}, 0 \leq \eta \leq Q$ : It is the same as $\mathrm{G}_{3}$, except that, at the beginning of the game, the challenger picks a non-zero vector $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ in the kernel of $\mathbf{A}$ such that $\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}$. Moreover, when answering the first $\eta \mathcal{O}_{\text {SIGN }}$ queries, the challenger computes $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1}$ with $\gamma \leftarrow \& \mathbb{Z}_{p}$ chosen uniformly and independently for each query. As for the remaining $Q-\eta \mathcal{O}_{\text {SIGN }}$ queries, the challenger still computes $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}$.

It is clearly that $G_{4.0 .0}$ is identical to $G_{3}$, thus $\operatorname{Pr}_{3}[\mathrm{Win}]=\operatorname{Pr}_{4.0 .0}[\mathrm{Win}]$.
Game $\mathrm{G}_{4 . \eta .1}, 0 \leq \eta \leq Q-1$ : It is the same as $\mathrm{G}_{4 . \eta .0}$, except that, when answering the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, the challenger samples $[\mathbf{c}]_{1} \leftarrow_{\infty} \mathbb{G}_{1}^{k+1}$ uniformly at random, instead of computing $[\mathbf{c}]_{1}:=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow \leftarrow_{\mathbb{Z}}^{k}$.

It is clearly that $G_{4 . \eta .0}$ and $G_{4 . \eta .1}$ are computationally indistinguishable to $\mathcal{A}$, under the $\mathcal{D}_{k}-\mathrm{MDDH}$ assumption on $[\mathbf{U}]_{1}$. Therefore, we have $\mid \operatorname{Pr}_{4 . \eta .0}[\mathrm{Win}]-$ $\operatorname{Pr}_{4 . \eta .1}[\mathrm{Win}] \mid \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{1}, \mathcal{B}_{4}}^{\mathrm{mddh}}(\lambda)$ for a PPT adversary $\mathcal{B}_{4}$.

Game $\mathrm{G}_{4 . \eta \cdot 2}, 0 \leq \eta \leq Q-1$ : It is the same as $\mathrm{G}_{4 . \eta .1}$, except that, the event Win is now defined as
$\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1} \wedge \tau^{*} \notin \mathcal{Q}_{\operatorname{tag}} \wedge\left[\mathbf{c}^{*}\right]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$.
Claim 3. $\left|\operatorname{Pr}_{4 . \eta .1}[\mathrm{Win}]-\operatorname{Pr}_{4 . \eta .2}[\mathrm{Win}]\right| \leq 1 / p$.
Proof. By CBad denote the event that $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ satisfying
$\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1} \wedge \tau^{*} \notin \mathcal{Q}_{\mathrm{tag}} \wedge\left[\mathbf{c}^{*}\right]_{1} \notin \operatorname{Span}\left([\mathbf{U}]_{1}\right)$.
Clearly, $\mathrm{G}_{4 . \eta .1}$ and $\mathrm{G}_{4 . \eta .2}$ are the same until CBad occurs, thus $\mid \operatorname{Pr}_{4 . \eta .1}[\mathrm{Win}]$ $\operatorname{Pr}_{4 . \eta .2}[\mathrm{Win}] \mid \leq \mathrm{Pr}_{4 . \eta .2}[\mathrm{CBad}]$.

Next, we analyze $\operatorname{Pr}_{4 . \eta .2}[\mathrm{CBad}]$. Let $\mathbf{u}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ be a non-zero vector in the kernel of $\mathbf{U}$ such that $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{U}=\mathbf{0}$ but $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}^{*} \neq 0$. For the convenience of our analysis, we sample $\mathbf{K}_{0}, \mathbf{K}_{1} \leftarrow s \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ equivalently via

$$
\mathbf{K}_{0}:=\widetilde{\mathbf{K}_{0}}+\mu_{0} \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}, \quad \mathbf{K}_{1}:=\widetilde{\mathbf{K}_{1}}+\mu_{1} \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}
$$

where $\widetilde{\mathbf{K}_{0}}, \widetilde{\mathbf{K}_{1}} \leftarrow_{s} \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mu_{0}, \mu_{1} \leftarrow s \mathbb{Z}_{p}$. Below we analyze the information about $\mu_{0}$ and $\mu_{1}$ that $\mathcal{A}$ may obtain in $\mathrm{G}_{4 . \eta .2}$.

- Firstly, the public parameter pp contains $\left[\mathbf{K}_{0} \mathbf{U}\right]_{1},\left[\mathbf{K}_{1} \mathbf{U}\right]_{1},\left[\mathbf{K}_{0}^{\top} \mathbf{A}\right]_{2},\left[\mathbf{K}_{1}^{\top} \mathbf{A}\right]_{2}$. Due to the facts that $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{U}=\mathbf{0}$ and $\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}$, it is easy to see that

$$
\left[\mathbf{K}_{0} \mathbf{U}\right]_{1}=\left[\widetilde{\mathbf{K}_{0}} \mathbf{U}\right]_{1},\left[\mathbf{K}_{1} \mathbf{U}\right]_{1}=\left[\widetilde{\mathbf{K}_{1}} \mathbf{U}\right]_{1},\left[\mathbf{K}_{0}^{\top} \mathbf{A}\right]_{2}=\left[\widetilde{\mathbf{K}}_{0}^{\top} \mathbf{A}\right]_{2},\left[\mathbf{K}_{1}^{\top} \mathbf{A}\right]_{2}=\left[\widetilde{\mathbf{K}}_{1}^{\top} \mathbf{A}\right]_{2}
$$

Thus $\mu_{0}$ and $\mu_{1}$ are completely hidden. Moreover, the verification key $v k$ does not involve $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$, so $\mu_{0}$ and $\mu_{1}$ are also completely hidden.

- In $\mathcal{O}_{\text {SIGN }}$ queries, the tampered verification key $v k^{\prime}$ does not involve $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$, thus also does not involve $\mu_{0}$ and $\mu_{1}$. Next we analyze the information about $\mu_{0}$ and $\mu_{1}$ contained in $[\mathbf{d}]_{1}$.
* For the first $\eta \mathcal{O}_{\text {Sign }}$ queries, we have

$$
\begin{aligned}
{[\mathbf{d}]_{1} } & =\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} \\
& =\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}+\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1}
\end{aligned}
$$

Due to fact that $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow{ }_{\delta} \mathbb{Z}_{p}^{k}$, we have

$$
[\mathbf{d}]_{1}=\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} .
$$

Therefore, $\mu_{0}$ and $\mu_{1}$ are completely hidden.

* For the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, we have

$$
\begin{aligned}
{[\mathbf{d}]_{1} } & =\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1} \\
& =\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}+\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}\right)[\mathbf{c}]_{1},
\end{aligned}
$$

so the information of $\mu_{0}$ and $\mu_{1}$ contained in $[\mathbf{d}]_{1}$ is limited in $\left(\mu_{0}+\tau \mu_{1}\right)$.

* For the remaining $(Q-\eta-1) \mathcal{O}_{\text {SIGN }}$ queries, we also have $[\mathbf{d}]_{1}=\left(\mathbf{K}^{\prime}+\right.$ $\left.\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}=\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}+\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}\right)[\mathbf{c}]_{1}$. Due to fact that $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow_{\S} \mathbb{Z}_{p}^{k}$, we have $[\mathbf{d}]_{1}=\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}\right)[\mathbf{c}]_{1}$. Therefore, $\mu_{0}$ and $\mu_{1}$ are completely hidden.
- From $\mathcal{O}_{\text {Leak }}$ queries, $\mathcal{A}$ obtains leakage information about $s k=\mathbf{K}$. It does not involve $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$, thus also does not involve $\mu_{0}$ and $\mu_{1}$.

Overall, the information that $\mathcal{A}$ might learn about $\mu_{0}$ and $\mu_{1}$ is limited in $\left(\mu_{0}+\right.$ $\left.\tau \mu_{1}\right)$.

For CBad to occur, $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ should satisfy $\left(m^{*}, \sigma^{*}\right) \notin$ $\mathcal{Q}_{\mathrm{id}},\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}, \tau^{*} \notin \mathcal{Q}_{\mathrm{tag}},\left[\mathbf{c}^{*}\right]_{1} \notin \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, and
$\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}=\left[\left(\mathbf{K}+\widetilde{\mathbf{K}_{0}}+\tau^{*} \widetilde{\mathbf{K}_{1}}\right) \mathbf{c}^{*}+\left(\mu_{0}+\tau^{*} \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}^{*}\right]_{1}$.
Below we argue that $\mathcal{A}$ can hardly compute such $\left[\mathbf{d}^{*}\right]_{1}$. Since $\tau^{*} \notin \mathcal{Q}_{\mathrm{tag}}$, the term $\left(\mu_{0}+\tau^{*} \mu_{1}\right)$ is pairwise independent from the information $\left(\mu_{0}+\tau \mu_{1}\right)$ that $\mathcal{A}$ might learn, thus $\left(\mu_{0}+\tau^{*} \mu_{1}\right)$ is uniformly distributed over $\mathbb{Z}_{p}$ from $\mathcal{A}$ 's view. Moreover, $\mathbf{u}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ is chosen to satisfy $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}^{*} \neq 0$ since $\left[\mathbf{c}^{*}\right]_{1} \notin \operatorname{Span}\left([\mathbf{U}]_{1}\right)$. Therefore, $\left(\mu_{0}+\tau^{*} \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}^{*}$ is uniformly distributed over $\operatorname{Span}\left(\mathbf{a}^{\perp}\right)=\left\{\gamma^{*} \mathbf{a}^{\perp} \mid \gamma^{*} \in\right.$ $\left.\mathbb{Z}_{p}\right\}$ from $\mathcal{A}$ 's view, and consequently, $\mathcal{A}$ can compute such $\left[\mathbf{d}^{*}\right]_{1}$ with probability at most $1 / p$. This shows that $\operatorname{Pr}_{4 . \eta .2}[\mathrm{CBad}] \leq 1 / p$ and Claim 3 follows.

Game $\mathrm{G}_{4 . \eta .3}, 0 \leq \eta \leq Q-1$ : It is the same as $\mathrm{G}_{4 . \eta .2}$, except that, when answering the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, the challenger computes $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\right.$ $\left.\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1}$ with $\gamma \leftarrow_{s} \mathbb{Z}_{p}$, instead of $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}$.
Claim 4. $\left|\operatorname{Pr}_{4 . \eta .2}[\mathrm{Win}]-\operatorname{Pr}_{4 . \eta .3}[\mathrm{Win}]\right| \leq 1 / p$.

Proof. We will show that $\mathrm{G}_{4 . \eta .2}$ and $\mathrm{G}_{4 . \eta .3}$ are identically distributed, except with probability $1 / p$. To see this, let $\mathbf{u}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ be a non-zero vector in the kernel of $\mathbf{U}$ such that $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{U}=\mathbf{0}$. Similar to the proof of Claim 3, we sample $\mathbf{K}_{0}, \mathbf{K}_{1} \leftarrow{ }_{ه} \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ equivalently via $\mathbf{K}_{0}:=\widetilde{\mathbf{K}_{0}}+\mu_{0} \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}$ and $\mathbf{K}_{1}:=$ $\widetilde{\mathbf{K}_{1}}+\mu_{1} \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top}$, where $\widetilde{\mathbf{K}_{0}}, \widetilde{\mathbf{K}_{1}} \leftarrow \& \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mu_{0}, \mu_{1} \leftarrow s \mathbb{Z}_{p}$. Recall that in the proof of Claim 3, we observe that $\mu_{0}$ and $\mu_{1}$ are completely hidden in the public parameter pp , the verification key $v k$, all $\mathcal{O}_{\text {SIGN }}$ queries except the $(\eta+1)$ th $\mathcal{O}_{\text {SigN }}$ query, and $\mathcal{O}_{\text {Leak }}$ queries. Moreover, due to the game change in $\mathrm{G}_{4 . \eta .2}$, the event Win checks $\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}$ only if $\left[\mathbf{c}^{*}\right]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, and when $\left[\mathbf{c}^{*}\right]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, the check becomes

$$
\begin{aligned}
{\left[\mathbf{d}^{*}\right]_{1} } & =\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}=\left[\left(\mathbf{K}+\widetilde{\mathbf{K}_{0}}+\tau^{*} \widetilde{\mathbf{K}_{1}}\right) \mathbf{c}^{*}+\left(\mu_{0}+\tau^{*} \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}^{*}\right]_{1} \\
& =\left[\left(\mathbf{K}+\widetilde{\mathbf{K}_{0}}+\tau^{*} \widetilde{\mathbf{K}_{1}}\right) \mathbf{c}^{*}\right]_{1},
\end{aligned}
$$

where $\mu_{0}$ and $\mu_{1}$ are also completely hidden. Therefore, the only place that involves $\mu_{0}$ and $\mu_{1}$ lies in the computation of $[\mathbf{d}]_{1}$ in the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, where in $\mathrm{G}_{4 . \eta .2}$, we have

$$
\begin{equation*}
[\mathbf{d}]_{1}=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}=\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}\right)[\mathbf{c}]_{1}+\left[\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}\right]_{1} \tag{6}
\end{equation*}
$$

while in $\mathrm{G}_{4 . \eta .3}$, we have

$$
\begin{align*}
{[\mathbf{d}]_{1} } & =\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} \\
& =\left(\mathbf{K}^{\prime}+\widetilde{\mathbf{K}_{0}}+\tau \widetilde{\mathbf{K}_{1}}\right)[\mathbf{c}]_{1}+\left[\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}+\gamma \mathbf{a}^{\perp}\right]_{1}, \tag{7}
\end{align*}
$$

with $\gamma \leftarrow s \mathbb{Z}_{p}$. Note that due to the game change in $\mathrm{G}_{4 . \eta .1}$, in the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, $[\mathbf{c}]_{1}$ is chosen uniformly from $\mathbb{G}_{1}^{k+1}$, thus except with probability $1 / p$, we have $\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c} \neq 0$, and in this case, both the term $\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}$ in (6) and the term $\left(\mu_{0}+\tau \mu_{1}\right) \mathbf{a}^{\perp}\left(\mathbf{u}^{\perp}\right)^{\top} \mathbf{c}+\gamma \mathbf{a}^{\perp}$ in (7) are uniformly distributed over $\operatorname{Span}\left(\mathbf{a}^{\perp}\right)=\left\{\gamma^{*} \mathbf{a}^{\perp} \mid \gamma^{*} \in \mathbb{Z}_{p}\right\}$, due to the randomness of $\mu_{0}$ and $\mu_{1}$. Consequently, $\mathbf{G}_{4 . \eta .2}$ (which computes $[\mathbf{d}]_{1}$ in the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query according to (6)) and $\mathrm{G}_{4 . \eta .3}$ (which computes $[\mathbf{d}]_{1}$ in the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query according to (7)) are identically distributed, except with probability $1 / p$. This shows that $\left|\operatorname{Pr}_{4 . \eta .2}[\mathrm{Win}]-\operatorname{Pr}_{4 . \eta .3}[\mathrm{Win}]\right| \leq 1 / p$, and Claim 4 follows.

Game $\mathrm{G}_{4 . \eta .4}, 0 \leq \eta \leq Q-1$ : It is the same as $\mathrm{G}_{4 . \eta \cdot 3}$, except that, the event Win is changed back to

$$
\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}_{\text {id }} \wedge\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1} \wedge\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1} \wedge \tau^{*} \notin \mathcal{Q}_{\operatorname{tag}} \wedge\left[\mathbf{c}^{*}\right]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right) .
$$

The transition from $\mathrm{G}_{4 . \eta .3}$ to $\mathrm{G}_{4 . \eta .4}$ is reverse to the transition from $\mathrm{G}_{4 . \eta .1}$ to $\mathrm{G}_{4 . \eta .2}$. Similar to Claim 3, we have the following claim.

Claim 5. $\left|\operatorname{Pr}_{4 . \eta .3}[\mathrm{Win}]-\operatorname{Pr}_{4 . \eta \cdot 4}[\mathrm{Win}]\right| \leq 1 / p$.
Now we analyze the difference between $\mathrm{G}_{4 . \eta \cdot 4}$ and $\mathrm{G}_{4 . \eta+1.0}$. The only difference is the distribution of $[\mathbf{c}]_{1}$ in the $(\eta+1)$-th $\mathcal{O}_{\text {SIGN }}$ query, where in $G_{4 . \eta .4}$,
$[\mathbf{c}]_{1} \leftarrow \leftarrow_{\mathbb{S}} \mathbb{G}_{1}^{k+1}$ is chosen uniformly at random, while in $G_{4 . \eta+1.0},[\mathbf{c}]_{1}:=[\mathbf{U}]_{1} \mathbf{w}$ with $\mathbf{w} \leftarrow_{s} \mathbb{Z}_{p}^{k}$. It is clearly that $\mathrm{G}_{4 . \eta .4}$ and $\mathrm{G}_{4 . \eta+1.0}$ are computationally indistinguishable to $\mathcal{A}$, under the $\mathcal{D}_{k}$-MDDH assumption on $[\mathbf{U}]_{1}$. Therefore, we have $\left|\operatorname{Pr}_{4 . \eta .4}[\mathrm{Win}]-\operatorname{Pr}_{4 . \eta+1.0}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{1}, \mathcal{B}_{5}}^{\mathrm{mddh}}(\lambda)$ for a PPT adversary $\mathcal{B}_{5}$.

Finally, we arrive at $G_{4 . Q .0}$, which is restated as follows.
Game $\mathrm{G}_{4 . Q .0}$ : It is the same as $\mathrm{G}_{3}$, except that, at the beginning of the game, the challenger picks a non-zero vector $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ in the kernel of $\mathbf{A}$ such that $\left(\mathbf{a}^{\perp}\right)^{\top} \mathbf{A}=\mathbf{0}$. Moreover, when answering all $\mathcal{O}_{\text {SIGN }}$ queries, the challenger computes $[\mathbf{d}]_{1}:=\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1}$ with $\gamma \leftarrow_{8} \mathbb{Z}_{p}$ chosen uniformly and independently for each query.

We have the following claim regarding $\operatorname{Pr}_{4 . Q .0}[\mathrm{Win}]$.
Claim 6. $\operatorname{Pr}_{4 . Q .0}[\mathrm{Win}] \leq 2^{-\Omega(\lambda)}$.
Proof. For the convenience of our analysis, we sample $s k=\mathbf{K} \leftarrow s \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ equivalently via

$$
\mathbf{K}:=\widetilde{\mathbf{K}}+\mathbf{a}^{\perp} \mathbf{k}^{\top}
$$

where $\widetilde{\mathbf{K}} \leftarrow \& \mathbb{Z}_{p}^{(k+1) \times(k+1)}$ and $\mathbf{k} \leftarrow s \mathbb{Z}_{p}^{k+1}$. Below we analyze the information about $\mathbf{k}$ that $\mathcal{A}$ may obtain in $\mathrm{G}_{4 . Q .0}$.

- Firstly, the verification key $v k$ is

$$
\left[\mathbf{K}^{\top} \mathbf{A}\right]_{2}=\left[\left(\tilde{\mathbf{K}}^{\top}+\mathbf{k}\left(\mathbf{a}^{\perp}\right)^{\top}\right) \mathbf{A}\right]_{2}=\left[\tilde{\mathbf{K}}^{\top} \mathbf{A}\right]_{2}
$$

thus $\mathbf{k}$ is completely hidden.

- In $\mathcal{O}_{\text {SIGN }}$ queries, the tampered verification key $v k^{\prime}$ is

$$
\begin{aligned}
{\left[\mathbf{K}^{\prime \top} \mathbf{A}\right]_{2} } & =\left[\left(a \mathbf{K}^{\top}+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2}=\left[\left(a\left(\widetilde{\mathbf{K}}^{\top}+\mathbf{k}\left(\mathbf{a}^{\perp}\right)^{\top}\right)+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2} \\
& =\left[\left(a \widetilde{\mathbf{K}}^{\top}+\mathbf{B}^{\top}\right) \mathbf{A}\right]_{2},
\end{aligned}
$$

thus $\mathbf{k}$ is completely hidden. Moreover, due to the game change in $\mathrm{G}_{4 . Q .0}$, we have

$$
\begin{aligned}
{[\mathbf{d}]_{1} } & =\left(\mathbf{K}^{\prime}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} \\
& =\left(a \mathbf{K}+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} \\
& =\left(a\left(\widetilde{\mathbf{K}}+\mathbf{a}^{\perp} \mathbf{k}^{\top}\right)+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[\gamma \mathbf{a}^{\perp}\right]_{1} \\
& =\left(a \widetilde{\mathbf{K}}+\mathbf{B}+\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right)[\mathbf{c}]_{1}+\left[a \mathbf{a}^{\perp} \mathbf{k}^{\top} \mathbf{c}+\gamma \mathbf{a}^{\perp}\right]_{1} .
\end{aligned}
$$

Since $\gamma \leftarrow \varangle \mathbb{Z}_{p}$, the term $\gamma \mathbf{a}^{\perp}$ perfectly hides $a \mathbf{a}^{\perp} \mathbf{k}^{\top} \mathbf{c}=\left(a \mathbf{k}^{\top} \mathbf{c}\right) \mathbf{a}^{\perp}$. Consequently, $\mathbf{k}$ is also completely hidden.

- From $\mathcal{O}_{\text {Leak }}$ queries, $\mathcal{A}$ obtains at most $\kappa$ bits information $L(s k)=L(\mathbf{K})=$ $L\left(\widetilde{\mathbf{K}}+\mathbf{a}^{\perp} \mathbf{k}^{\top}\right)$ about $s k$, and also about $\mathbf{k}$.

Overall, the information about $\mathbf{k}$ that $\mathcal{A}$ learns in $\mathrm{G}_{4 . Q .0}$ is at most $\kappa$ bits.
For Win to occur, $\mathcal{A}$ 's forgery $\left(m^{*}, \sigma^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[\mathbf{d}^{*}\right]_{1}\right)\right)$ should satisfy $\left(m^{*}, \sigma^{*}\right) \notin$ $\mathcal{Q}_{\mathrm{id}},\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}, \tau^{*} \notin \mathcal{Q}_{\mathrm{tag}}$, and

$$
\left[\mathbf{d}^{*}\right]_{1}=\left[\left(\mathbf{K}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}\right]_{1}=\left[\left(\widetilde{\mathbf{K}}+\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{c}^{*}+\mathbf{a}^{\perp} \mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1} .
$$

Below we argue that such $\left[\mathbf{d}^{*}\right]_{1}$ has high entropy so that $\mathcal{A}$ can hardly compute it. We first analyze the entropy of $\left[\mathbf{d}^{*}\right]_{1}$ in the case $\kappa=0$, i.e., there is no leakage at all. In this case, $\mathbf{k}$ is uniformly distributed over $\mathbb{Z}_{p}^{k+1}$ from $\mathcal{A}$ 's view, and by $\left[\mathbf{c}^{*}\right]_{1} \neq[\mathbf{0}]_{1}$, it follows that $\mathbf{k}^{\top} \mathbf{c}^{*}$ is uniformly distributed over $\mathbb{Z}_{p}$ from $\mathcal{A}$ 's view. Therefore, $\mathbf{a}^{\perp} \mathbf{k}^{\top} \mathbf{c}^{*}$ is uniformly distributed over $\operatorname{Span}\left(\mathbf{a}^{\perp}\right)=\left\{\gamma^{*} \mathbf{a}^{\perp} \mid \gamma^{*} \in \mathbb{Z}_{p}\right\}$ from $\mathcal{A}$ 's view, and consequently, such $\left[\mathbf{d}^{*}\right]_{1}$ has $\log p$ bits of entropy from $\mathcal{A}$ 's view. Next, we analyze the entropy of $\left[\mathbf{d}^{*}\right]_{1}$ for any $\kappa \leq \log p-\Omega(\lambda)$. Even in the presence of $\kappa$ bits leakage information, $\left[\mathbf{d}^{*}\right]_{1}$ still has entropy at least $\log p-\kappa \geq \Omega(\lambda)$ bits from $\mathcal{A}$ 's view. Consequently, $\mathcal{A}$ can compute such $\left[\mathbf{d}^{*}\right]_{1}$ with probability at most $2^{-\Omega(\lambda)}$. This shows that $\operatorname{Pr}_{4 . Q .0}[\mathrm{Win}] \leq 2^{-\Omega(\lambda)}$ and Claim 6 follows.

Taking all things together, Theorem 1 follows.

## 4 More Efficient PKE with Leakage and Tamper-Resilience

In this section, we present a direct and efficient construction of public-key encryption (PKE) scheme with leakage and tamper-resilience, over asymmetric pairing groups based on the MDDH assumptions.

Concretely, in Subsect. 4.1, we formalize the leakage and tamper-resilient security for PKE, i.e., the strong LTR-CCA (sLTR-CCA) security, according to [35], and then in Subsect. 4.2 and Subsect. 4.3, we present our PKE scheme and its security proof, respectively.

### 4.1 Definition of sLTR-CCA Security

Below we recall the sLTR-CCA security for PKE defined in [35].
Definition 7 (sLTR-CCA Security for PKE). Let $\kappa=\kappa(\lambda) \in \mathbb{N}$, and $\mathcal{T}$ be a set of functions from $\mathcal{S K}$ to $\mathcal{S K}$ where $\mathcal{S K}$ is the secret key space. A PKE scheme $\mathrm{PKE}=($ Setup, Gen, Enc, Dec) is $(\kappa, \mathcal{T})$-sLTR-CCA secure, if for any PPT adversary $\mathcal{A}$, it holds that $\operatorname{Adv} \operatorname{PKE,\mathcal {A},\kappa ,\mathcal {T}}, \boldsymbol{\text { sltr-ca }}(\lambda):=\left|\operatorname{Pr}[\operatorname{Exp} \underset{\operatorname{PKE}, \mathcal{A}, \kappa, \mathcal{T}}{\text { sltrca }} \Rightarrow 1]-\frac{1}{2}\right| \leq$ $\operatorname{negl}(\lambda)$, where the experiment $\operatorname{Exp}_{\mathrm{PKE}, \mathcal{A}, \kappa, \mathcal{T}}^{\text {sitr-ca }}$ is defined in Fig. 3.

In the experiment $\operatorname{Exp} \underset{\mathrm{PKE}, \mathcal{A}, \kappa, \mathcal{T}}{\mathrm{str}-\mathrm{T}}$ defined in Fig. 3, it imposes only minimal restrictions on the $\mathcal{O}_{\text {Dec }}$ queries that $\mathcal{A}$ can make, i.e., $(T, c t) \neq\left(\mathrm{id}, c t^{*}\right)$. This is formulated in [35], as a strengthening of the (non-strong) LTR-CCA security defined in [36] where $(T, c t)$ is subject to $c t \neq c t^{*}$.

|  | $\mathcal{O}_{\text {Dec }}(T, c t):$ |
| :---: | :---: |
| pp $\leftarrow$ Setup, $(p k, s k) \leftarrow \$ \operatorname{Gen}(\mathrm{pp})$ | If $T \notin \mathcal{T}$ : Return $\perp$ |
| $\ell:=0 \quad / /$ Record the leakage length | If $(T, c t)=\left(i d, c t^{*}\right):$ Return $\perp$ |
| $\left(m_{0}, m_{1}, s t\right) \leftarrow s \mathcal{A}^{\mathcal{O}_{\text {Dec }}(\cdot, \cdot), \mathcal{O}_{\text {Leak }}(\cdot)}(\mathrm{pp}, p k)$ | Return $\operatorname{Dec}(T(s k), c t)$ |
| If $\left\|m_{0}\right\| \neq\left\|m_{1}\right\|:$ Return $\perp$ |  |
| $\beta \leftarrow \&\{0,1\} \quad / /$ Challenge bit | $\underline{\mathcal{O}_{\text {Leak }}(L): ~ / / a t ~ m o s t ~} \kappa$ leakage |
| $c t^{*} \leftarrow \mathrm{Enc}\left(p k, m_{\beta}\right)$ | If $\ell+\|L(s k)\|>\kappa$ : Return $\perp$ |
| $\beta^{\prime} \leftarrow \Phi \mathcal{A}^{\mathcal{O}_{\text {Dec }}(\cdot, \cdot)}\left(s t, c t^{*}\right)$ | $\ell:=\ell+\|L(s k)\|$ |
| If $\beta^{\prime}=\beta$ : Return 1; Else: Return 0 | Return $L(s k)$ |

Fig. 3. The $(\kappa, \mathcal{T})$-sLTR-CCA security experiment $\operatorname{Exp} \mathrm{PKE}, \mathcal{A}, \kappa, \mathcal{T}_{\text {sltr-ca }}$ for PKE , where id denotes the identity function and $|L(s k)|$ denotes the bit-length of $L(s k)$.

### 4.2 Construction of PKE from MDDH

Now we present our direct construction of sLTR-CCA secure PKE scheme over asymmetric pairing groups based on the MDDH assumptions. Let $\mathcal{D}_{k}$ be a matrix distribution with $k \in \mathbb{N}$, let $\mathcal{U}_{k+2, k}$ be the uniform distribution, and let $\mathcal{H}$ be a family of collision resistant hash functions from $\{0,1\}^{*}$ to $\mathbb{Z}_{p}$. Our PKE scheme PKE $=$ (Setup, Gen, Enc, Dec) is shown in Fig. 4, where the message space is $\mathcal{M}=\mathbb{G}_{1}$ and the secret key space is $\mathcal{S K}=\mathbb{Z}_{p}^{k+2}$. Correctness of PKE follows by inspection: for any honestly generated ciphertext $c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)$, we have $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w},[d]_{1}=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}+m=\mathbf{k}^{\top}[\mathbf{c}]_{1}+m$ and $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}=$ $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}$, which implies

$$
e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{c}^{\top}\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right)\right]_{1},[\mathbf{A}]_{2}\right)=e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right) .
$$

Next, we show its $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA security under $\kappa \leq \log p-\Omega(\lambda)$ bits of leakage information and under the set of affine functions

$$
\begin{equation*}
\mathcal{T}_{\text {aff }}=\left\{T_{(a, \mathbf{b})}: \mathbf{k} \in \mathcal{S K} \mapsto a \mathbf{k}+\mathbf{b} \in \mathcal{S K} \mid a \in \mathbb{Z}_{p}, \mathbf{b} \in \mathcal{S K}\right\} \tag{8}
\end{equation*}
$$

Theorem 2 ( $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA Security of PKE). Let $\kappa \leq \log p-\Omega(\lambda)$ and let $\mathcal{T}_{\text {aff }}$ be the set of affine functions defined in (8). Assume that the $\mathcal{D}_{k}-M D D H$ assumption holds over both $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, and $\mathcal{H}$ is collision-resistant. Then the PKE scheme in Fig. 4 is $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA secure.

Concretely, for any PPT adversary $\mathcal{A}$, there exist PPT adversaries $\mathcal{B}_{1}, \cdots, \mathcal{B}_{4}$, such that

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{PKE}, \mathcal{A}, \kappa, \mathcal{T}}^{\text {slt-caa }}(\lambda) \leq & \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{1}}^{\mathrm{mdd}}(\lambda)+\operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{\mathrm{cr}}(\lambda)+\operatorname{Adv}_{\mathcal{U}_{k+2, k}, \mathbb{G}_{1}, \mathcal{B}_{3}}^{\text {mddh }}(\lambda) \\
& +\operatorname{Adv}_{\mathcal{U}_{k+2, k}, \mathbb{G}_{1}, \mathcal{B}_{4}}^{\text {mddh }}(\lambda)+2^{-\Omega(\lambda)} .
\end{aligned}
$$

The proof of Theorem 2 is postponed to Subsect. 4.3. Before presenting the formal proof, we give a detailed efficiency analysis and explain the main intuitions of our PKE construction in the following two remarks, respectively.

| pp $\leftarrow$ S Setup: | $\frac{c t \leftarrow \mathrm{~s} \operatorname{Enc}\left(p k, m \in \mathbb{G}_{1}\right):}{\mathbf{w} \leftarrow \mathbb{Z}_{p}^{k}, \quad[\mathbf{c}]_{1}:=[\mathbf{U}]_{1} \mathbf{w}} \in \mathbb{G}_{1}^{k+2} .$ |
| :---: | :---: |
| $\begin{aligned} & \text { gpar }=\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e, P_{1}, P_{2}, P_{T}\right) \leftarrow \mathrm{s} \text { PGGen. } \\ & \mathbf{U} \leftarrow \mathrm{s} \mathcal{U}_{k+2, k}, \text { where } \mathbf{U} \in \mathbb{Z}_{p}^{(+2+2) \times k} . \end{aligned}$ | $[d]_{1}:=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}+m \in \mathbb{G}_{1} .$ |
| $\mathbf{A} \leftarrow \mathcal{D}_{k}$, where $\mathbf{A} \in \mathbb{Z}_{p}^{(k+1) \times k}$. | $\tau:=H\left(p k,[\mathbf{c}]_{1},[d]_{1}\right) \in \mathbb{Z}_{p}$. |
| $\mathbf{K}_{0}, \mathbf{K}_{1} \leftarrow \mathrm{~s} \mathbb{Z}_{p}^{(k+1) \times(k+2)}$. | $[\mathbf{e}]_{1}:=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w} \in \mathbb{G}_{1}^{k+1}$. |
| $H \leftarrow \mathcal{H}$. <br> Return pp : $=\left(\right.$ gpar, $[\mathbf{U}]_{1},\left[\mathbf{K}_{0} \mathbf{U}\right]_{1},\left[\mathbf{K}_{1} \mathbf{U}\right]_{1}$, | $\text { Return } c t:=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right) \in \mathbb{G}_{1}^{k+2} \times \mathbb{G}_{1} \times \mathbb{G}_{1}^{k+1}$ |
| $\left.[\mathbf{A}]_{2},\left[\mathbf{K}_{0}^{\top} \mathbf{A}\right]_{2},\left[\mathbf{K}_{1}^{\top} \mathbf{A}\right]_{2}, H\right)$. | $\frac{m / \perp \leftarrow \operatorname{Dec}(s k, c t):}{\text { Parse } c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right) .}$ |
| $\underline{(p k, s k) \leftarrow s \mathrm{Gen}(\mathrm{pp})}$ : | $p k:=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} .$ |
| $s k:=\mathbf{k} \leftarrow s \mathbb{Z}_{p}^{k+2} .$ | $\tau:=H\left(p k,[\mathbf{c}]_{1},[d]_{1}\right) \in \mathbb{Z}_{p}$. |
| $p k:=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \in \mathbb{G}_{1}^{1 \times k} .$ | If $e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right)$ : |
| Return ( $p k, s k$ ) . | Return $m:=[d]_{1}-\mathbf{k}^{\top}[\mathbf{c}]_{1} \in \mathbb{G}_{1}$. <br> Else: Return $\perp$. |

Fig. 4. Construction of PKE $=$ (Setup, Gen, Enc, Dec) based on MDDH, where the framed boxes and the gray boxes are used to help explain the intuitions behind the construction in Remark 5.

Remark 4 (Efficiency of our PKE). Let $x \cdot \mathbb{G}$ denote $x$ elements in a group $\mathbb{G}$. Our PKE scheme in Fig. 4 is parameterized by the MDDH parameter $k \in \mathbb{N}$, and has public parameter $\mathrm{pp}:\left(3 k^{2}+4 k\right) \cdot \mathbb{G}_{1}+\left(3 k^{2}+5 k\right) \cdot \mathbb{G}_{2}$, public key $p k: k \cdot \mathbb{G}_{1}$, secret key $s k:(k+2) \cdot \mathbb{Z}_{p}$ and ciphertext $c t:(2 k+4) \cdot \mathbb{G}_{1}$. The decryption involves ( $2 k^{2}+3 k$ ) pairing operations.

For $k=1$, we get an efficient PKE scheme with pp:7• $\mathbb{G}_{1}+8 \cdot \mathbb{G}_{2}$, public key $p k: 1 \cdot \mathbb{G}_{2}$, secret key $s k: 3 \cdot \mathbb{Z}_{p}$ and ciphertext ct: $6 \cdot \mathbb{G}_{1}$, and the decryption involves only 5 pairing operations. The resulting PKE scheme is $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA secure based on the standard SXDH assumption, and supports $\kappa=\log p-\Omega(\lambda)$ bits key leakage. The leakage rate is $\frac{\log p-\Omega(\lambda)}{3 \log p}=\frac{1}{3}-o(1)$ asymptotically as $p$ grows.

Remark 5 (Intuitions of our PKE). Similar to our SIG scheme proposed in Subsect. 3.2, our PKE in Fig. 4 can also be parsed as two components: the terms in framed boxes (which are related to $\mathbf{k}$ ) and the terms in gray boxes
(which are related to $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$ ).
Our first idea is to let $s k=\mathbf{k}$ involve only term of the first component, similar to our SIG scheme, so that we only need to analyze the first component in the leakage and tampering-resilient setting.

Our second idea is to use the first component to mask the message during the generation of ciphertext, while use the second component to prove the wellformedness of ciphertext. More concretely, the first component can be viewed as the CPA-secure variant of the Cramer-Shoup PKE scheme [8] (which corresponds to the $[\mathbf{c}]_{1},[d]_{1}$ in our $c t$ ), and the second component can be viewed as the onetime simulation-sound (OTSS) NIZK scheme proposed by Kiltz and Wee [27]
(which corresponds to the $[\mathbf{e}]_{1}$ in our ct and essentially proves that $[\mathbf{c}]_{1}$ belongs to the linear subspace $\left.\operatorname{Span}\left([\mathbf{U}]_{1}\right)\right)$. The efficiency of our PKE scheme benefits from the efficiency of their schemes. For example, the Kiltz-Wee OTSS-NIZK has a very short proof, which is much shorter than the tSE-NIZK [12] usually required when constructing schemes in the leakage and tamper-resilient setting. However, the sLTR-CCA security of our PKE scheme does not simply follow from the CPA-security of the Cramer-Shoup PKE variant and the OTSS of the Kiltz-Wee NIZK. In fact, our sLTR-CCA security proof also relies on the concrete algebraic structures of the schemes and involves many subtleties similar to the sLTR-CMA security proof of our SIG scheme in Subsect. 3.2, as explained later.

Below we explain the intuitions behind these two components in more detail.
Intuitions behind The First Component. Intuitively, the terms in framed boxes can be viewed as the CPA-secure variant of the Cramer-Shoup PKE scheme [8]:

- the secret key is $s k=\mathbf{k}$ and the public key is $p k=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1}$;
- the ciphertext of message $m \in \mathbb{G}_{1}$ is simply

$$
\begin{equation*}
\left([\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w},[d]_{1}=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}+m\right), \quad \text { with } \mathbf{w} \leftarrow \mathrm{s} \mathbb{Z}_{p}^{k} \tag{9}
\end{equation*}
$$

and the decryption simply computes $m=[d]_{1}-\mathbf{k}^{\top}[\mathbf{c}]_{1}$.
It is worthwhile to briefly recall why this component is CPA secure. Its CPA security proof consists of two main steps.

- Firstly, we change the generation of the challenge ciphertext as follows

$$
\begin{equation*}
\left(\left[\mathbf{c}^{*}\right]_{1} \leftarrow \mathbb{\mathbb { G } _ { 1 } ^ { k + 2 }},\left[d^{*}\right]_{1}=\left[\mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1}+m\right) \tag{10}
\end{equation*}
$$

Observe that (10) is computationally indistinguishable from (9) under the $\mathcal{U}_{k+2, k}$-MDDH assumption on $[\mathbf{U}]_{1}$ (which is further implied by the $\mathcal{D}_{k^{-}}$ MDDH assumption according to Lemma 2).

- Since $\left[\mathbf{c}^{*}\right]_{1} \leftarrow \leftarrow_{1}^{k+2}$ is uniformly chosen, the mapping $\mathbf{k} \mapsto\left[\mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1}$ indexed by $\left[\mathbf{c}^{*}\right]_{1}$ is a universal hash function.

Note that in the presence of only $p k=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1}$, where $\mathbf{U} \in \mathbb{Z}_{p}^{(k+2) \times k}$, $s k=\mathbf{k}$ retains $2 \log p$ bits of entropy, so it can be extracted by the universal hash function to yield a (statistically close to) uniform element $\left[\mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1} \in$ $\mathbb{G}_{1}$ in (10) (according to the leftover hash lemma, i.e., Lemma 1). Consequently, the term $\left[\mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1}$ in (10) hides the message $m$.

Insufficiency of The First Component and Arising of The Second.
The first component and its CPA security proof serve as the basis for the security of our PKE. Moreover, the first component is in fact resilient to bounded key
leakage, as noted by Naor and Segev in [32]. This is because the above argument for CPA security holds even if the adversary obtains bounded leakage information about $s k=\mathbf{k}$, as long as the amount of leakage $\kappa$ satisfies $\log p-\kappa \geq \Omega(\lambda)$ so that there are still $2 \log p-\kappa \geq \log p+\Omega(\lambda)$ bits entropy left in $\mathbf{k}$ to extract a uniform group element $\left[\mathbf{k}^{\top} \mathbf{c}^{*}\right]_{1} \in \mathbb{G}_{1}$. This shows the CPA security in the leakage setting of our PKE.

However, in the sLTR-CCA security experiment, $\mathcal{A}$ has also access to a decryption oracle, through which $\mathcal{A}$ can obtain the decryption results of multiple ciphertexts, under tampered secret keys $T_{(a, \mathbf{b})}(s k)=a \mathbf{k}+\mathbf{b}$. So the decryption oracle would leak additional information about $s k=\mathbf{k}$ beyond $p k$.

To rescue the above arguments, we resort to the terms in gray boxes . Roughly speaking, we use $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ as a OTSS-NIZK, as shown in [27], to prove the well-formedness of ciphertexts. This guarantees that the decryption result of a ciphertext $c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)$ is not $\perp$, i.e., $[\mathbf{e}]_{1}$ satisfies $e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=$ $e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right)$, only when one of the following two cases occur:

- Case 1: $[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, or
- Case 2: the tag $\tau=H\left(p k^{\prime}=\left[(a \mathbf{k}+\mathbf{b})^{\top} \mathbf{U}\right]_{1},[\mathbf{c}]_{1},[d]_{1}\right)$ is identical to the $\operatorname{tag} \tau^{*}=H\left(p k=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1},\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1}\right)$ involved in the challenge ciphertext $c t^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1},\left[\mathbf{e}^{*}\right]_{1}\right)$.
If Case 1 occurs, i.e., $[\mathbf{c}]_{1}=[\mathbf{U}]_{1} \mathbf{w}$ for some $\mathbf{w} \in \mathbb{Z}_{p}^{k}$, then the decryption result under tampered secret key $T_{(a, \mathbf{b})}(s k)=a \mathbf{k}+\mathbf{b}$ would be $m=[d]_{1}-$ $\left(a \mathbf{k}^{\top}+\mathbf{b}^{\top}\right)[\mathbf{c}]_{1}=[d]_{1}-\left(a\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}+\mathbf{b}^{\top}[\mathbf{c}]_{1}\right)$, which leaks no information about $s k=\mathbf{k}$ beyond $p k=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1}$ to $\mathcal{A}$.

However, for all decryption queries made by $\mathcal{A}$, the OTSS property can only ensure either Case 1 or Case 2 occur. So, it is important for us to prove that Case 2 can hardly occur and it is always Case 1 that occurs, then we can use the above argument to show that the decryption oracle does not leak any information about $s k$ beyond $p k$ to $\mathcal{A}$.

To show that Case 2 hardly occurs, we can use similar techniques as the analysis of TagColl in the security proof of our SIG, i.e., dividing Case 2 into three sub-cases and analyzing them individually to show that they all rarely occur, by utilizing the concrete algebraic structures of our construction, based on the collision resistance of $H$ and on the MDDH assumption.

Putting Two Components Together. Overall, we carefully design our PKE construction so that the two components interplay with each other properly and help us to achieve sLTR-CCA security: the terms $\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}$ in the second component ensure that the decryption oracle under tampered secret keys do not leak any information about $s k=\mathbf{k}$ beyond $p k$ to the adversary, so that the decryption oracle is of no use to the adversary, and then the sLTR-CCA security of our PKE follows from the CPA security of the first component in the key leakage setting.

### 4.3 Proof of Theorem 2

Now we present the formal proof of Theorem 2. Let $\mathcal{A}$ be any PPT adversary against the $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA security of PKE, where $\mathcal{A}$ makes $Q$ times of $\mathcal{O}_{\text {Dec }}$ queries. We prove the theorem via a sequence of games $G_{0}-G_{6}$, where $G_{0}$ is the $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA experiment, and in $\mathrm{G}_{6}, \mathcal{A}$ has no advantage. A brief description of differences between adjacent games is summarized in Table 2.

Table 2. Brief Description of Games $\mathrm{G}_{0}-\mathrm{G}_{6}$ for the ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CCA security proof of PKE, where the differences between adjacent games are highlighted in gray boxes. Here column "Challenge ciphertext $c t^{*}$ " suggests how the challenge ciphertext $c t^{*}=\left(\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1},\left[\mathbf{e}^{*}\right]_{1}\right)$ is generated: sub-column " $\left[\mathbf{c}^{*}\right]_{1} \leftarrow \Phi$ " refers to the space from which $\left[\mathbf{c}^{*}\right]_{1}$ is chosen; sub-columns " $\left[d^{*}\right]_{1}=$ " and " $\left[\mathbf{e}^{*}\right]_{1}=$ " show the computation of $\left[d^{*}\right]_{1}$ and $\left[\mathbf{e}^{*}\right]_{1}$ respectively, where $\tau^{*}:=H\left(p k,\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1}\right)$. Column " $\mathcal{O}_{\text {Dec }}$ 's additional check" describes the additional check made by $\mathcal{O}_{\text {Dec }}$ upon a decryption query $\left(T_{(a, \mathbf{b})} \in \mathcal{T}_{\text {aff }}, c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right)$, besides the routine check $\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right) ; \mathcal{O}_{\text {Dec }}$ outputs $\perp$ if the check fails. Column " $\mathcal{O}_{\text {Leak }}$ " shows the output returned by $\mathcal{O}_{\text {Leak }}$. Recall that $\mathcal{A}$ is not allowed to query $\mathcal{O}_{\text {Leak }}$ after receiving the challenge ciphertext.

|  | Challenge ciphertext $c t^{*}$ |  |  | $\begin{aligned} \mathcal{O}_{\mathrm{DEC}}\left(T_{(a, \mathbf{b})}\right. & \left.\in \mathcal{T}_{\text {aff }}, c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right) \text { 's } \\ & \text { additional check } \end{aligned}$ | $\mathcal{O}_{\text {Leak }}(L)$ | Justification/Assumption |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left[\mathrm{c}^{*}\right]_{1} \leftarrow \mathrm{~s}$ | $\left[d^{*}\right]_{1}=$ | $\left[\mathrm{e}^{*}\right]_{1}=$ |  |  |  |
| $\mathrm{G}_{0}$ | Span ([U] ${ }_{1}$ ) | $\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}^{*}+m_{\beta}$ | $\left[\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}^{*}$ |  | $L(s k)$ | $\left(\kappa, \mathcal{T}_{\text {aff }}\right)$-sLTR-CCA experiment |
| $\mathrm{G}_{1}$ | Span ([U] ${ }_{1}$ ) | $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ |  | $L(s k)$ | $\mathrm{G}_{0}=\mathrm{G}_{1}$ |
| $\mathrm{G}_{2}$ | Span ([U] ${ }_{1}$ ) | $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ | $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}$ | $L(s k)$ | $\mathcal{D}_{k}$-KerMDH on $[\mathbf{A}]_{2}$ |
| $\mathrm{G}_{3}$ | Span ([U] ${ }_{1}$ ) | $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ | $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}, \tau \neq \tau^{*}$ | $L(s k)$ | $\begin{aligned} & \text { Collision-resistance of } \mathcal{H} \\ & \& \mathcal{U}_{k+2, k} \text {-KerMDH on }[\mathbf{U}]_{1} \end{aligned}$ |
| $\mathrm{G}_{4}$ | $\mathbb{G}_{1}^{k+2}$ | $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ | $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}, \tau \neq \tau^{*}$ | $L(s k)$ | $\mathcal{U}_{k+2, k}-\mathrm{MDDH}$ on $[\mathbf{U}]_{1}$ |
| $\mathrm{G}_{5}$ | $\mathbb{G}_{1}^{k+2}$ | $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ | $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}, \tau \neq \tau^{*},[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$ | $L(s k)$ | Statistical arguments using the leftover entropy in $\mathbf{K}_{0}, \mathbf{K}_{1}$ |
| $\mathrm{G}_{6}$ | $\mathbb{G}_{1}^{k+2}$ | random | $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ | $[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}, \tau \neq \tau^{*},[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$ | $L(s k)$ | Statistical arguments using the leftover entropy in $\mathbf{K}$ |
|  |  |  |  |  |  | $\operatorname{Pr}[\mathrm{Win}]=\frac{1}{2}$ in $\mathrm{G}_{6}$ |

Game $\mathrm{G}_{0}$ : This is the ( $\kappa, \mathcal{T}_{\text {aff }}$ )-sLTR-CCA experiment (cf. Fig. 3). Let Win denote the event that $\beta^{\prime}=\beta$. By definition, $\operatorname{Adv}_{\operatorname{PKE}, \mathcal{A}, \kappa, \mathcal{T}}^{\text {sitr ca }}(\lambda)=\left|\operatorname{Pr}_{0}[\mathrm{Win}]-\frac{1}{2}\right|$.

Let $\mathrm{pp}=\left(\right.$ gpar, $\left.[\mathbf{U}]_{1},\left[\mathbf{K}_{0} \mathbf{U}\right]_{1},\left[\mathbf{K}_{1} \mathbf{U}\right]_{1},[\mathbf{A}]_{2},\left[\mathbf{K}_{0}^{\top} \mathbf{A}\right]_{2},\left[\mathbf{K}_{1}^{\top} \mathbf{A}\right]_{2}, H\right)$ and $(p k=$ $\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1}, s k=\mathbf{k}$ ). In this game, the challenge ciphertext $c t^{*}$ that encrypts $m_{\beta}$ is generated as follows. The challenger samples $\mathbf{w}^{*} \leftarrow_{\&} \mathbb{Z}_{p}^{k}$, computes $\left[\mathbf{c}^{*}\right]_{1}:=$ $[\mathbf{U}]_{1} \mathbf{w}^{*},\left[d^{*}\right]_{1}:=\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1} \mathbf{w}^{*}+m_{\beta}, \tau^{*}:=H\left(p k,\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1}\right) \in \mathbb{Z}_{p},\left[\mathbf{e}^{*}\right]_{1}:=\left[\left(\mathbf{K}_{0}+\right.\right.$ $\left.\left.\tau^{*} \mathbf{K}_{1}\right) \mathbf{U}\right]_{1} \mathbf{w}^{*}$, and returns the challenge ciphertext $c t^{*}:=\left(\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1},\left[\mathbf{e}^{*}\right]_{1}\right)$ to $\mathcal{A}$. Upon an $\mathcal{O}_{\text {Dec }}$ query $\left(T_{(a, \mathbf{b})} \in \mathcal{T}_{\text {aff }}\right.$, $\left.c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right)$, the challenger computes the tampered key $s k^{\prime}=\mathbf{k}^{\prime}:=T_{(a, \mathbf{b})}(s k)=a \mathbf{k}+\mathbf{b}$ and $p k^{\prime}:=\left[\mathbf{k}^{\prime \top} \mathbf{U}\right]_{1}$, computes $\tau:=H\left(p k^{\prime},[\mathbf{c}]_{1},[d]_{1}\right)$, and checks whether $\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge$ $e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right)$ holds. If the check passes, the challenger computes $m:=[d]_{1}-\mathbf{k}^{\prime \top}[\mathbf{c}]_{1}$ using the tampered key $s k^{\prime}=\mathbf{k}^{\prime}$ and returns
$m$ to $\mathcal{A}$; otherwise, the challenger returns $\perp$. For an $\mathcal{O}_{\text {Leak }}$ query $L$, the challenger returns $L(s k)$ to $\mathcal{A}$ if the total leakage length is bounded by $\kappa$. Recall that $\mathcal{A}$ can query $\mathcal{O}_{\text {Dec }}$ throughout the game, but is only allowed to query $\mathcal{O}_{\text {Leak }}$ before receiving the challenge ciphertext.

Game $\mathrm{G}_{1}$ : It is the same as $\mathrm{G}_{0}$, except that, when generating the challenge ciphertext $c t^{*}$, the challenger computes $\left[d^{*}\right]_{1}:=\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ and $\left[\mathbf{e}^{*}\right]_{1}:=$ $\left(\mathbf{K}_{0}+\tau^{*} \mathbf{K}_{1}\right)\left[\mathbf{c}^{*}\right]_{1}$ directly from $\left[\mathbf{c}^{*}\right]_{1}, m_{\beta}, \tau^{*}$ and $\left(\mathbf{k}, \mathbf{K}_{0}, \mathbf{K}_{1}\right)$, without using the vector $\mathbf{w}^{*}$ for $\left[\mathbf{c}^{*}\right]_{1}=[\mathbf{U}]_{1} \mathbf{w}^{*}$.

Since $\left[\mathbf{c}^{*}\right]_{1}=[\mathbf{U}]_{1} \mathbf{w}^{*}$, the changes are conceptual and $\operatorname{Pr}_{0}[\mathrm{Win}]=\operatorname{Pr}_{1}[\mathrm{Win}]$.
Game $\mathrm{G}_{2}$ : It is the same as $\mathrm{G}_{1}$, except that, when answering $\mathcal{O}_{\mathrm{DEC}}\left(T_{(a, \mathbf{b})} \in\right.$ $\left.\overline{\mathcal{T}}_{\text {aff }}, c t=\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right)$, the challenger returns $\perp$ to $\mathcal{A}$ directly if the following check fails:

$$
\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1}
$$

Claim 7. $\left|\operatorname{Pr}_{1}[\mathrm{Win}]-\operatorname{Pr}_{2}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{D}_{k}, \mathbb{G}_{2}, \mathcal{B}_{1}}^{\text {mddh }}(\lambda)+1 /(p-1)$ for a PPT adversary $\mathcal{B}_{1}$ against the $\mathcal{D}_{k}-M D D H$ assumption on $[\mathbf{A}]_{2}$.

Proof sketch. The proof is similar to the proof of Claim 1. Clearly, $\mathrm{G}_{2}$ is identical to $G_{1}$ unless that $\mathcal{A}$ ever makes a $\mathcal{O}_{\text {Dec }}$ query such that

$$
e\left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\mathbf{K}_{0}^{\top}+\tau \mathbf{K}_{1}^{\top}\right) \mathbf{A}\right]_{2}\right)=e\left(\left[\mathbf{e}^{\top}\right]_{1},[\mathbf{A}]_{2}\right) \wedge[\mathbf{e}]_{1} \neq\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1} .
$$

We denote such an event by DecBad. Similar to the proof of Claim 1, DecBad rarely happens under the $\mathcal{D}_{k}$-KerMDH assumption on $[\mathbf{A}]_{2}$ (which is further implied by the $\mathcal{D}_{k}-\mathrm{MDDH}$ assumption on $[\mathbf{A}]_{2}$ according to Lemma 3). Consequently, Claim 7 follows.

Game $\mathrm{G}_{3}$ : It is the same as $\mathrm{G}_{2}$, except that, when answering $\mathcal{O}_{\mathrm{DeC}}\left(T_{(a, \mathbf{b})} \in\right.$ $\left.\overline{\mathcal{T}_{\text {aff }}, c t=}\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right)$, the challenger now returns $\perp$ to $\mathcal{A}$ directly if the following check fails:

$$
\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1} \wedge \tau \neq \tau^{*}
$$

where $\tau:=H\left(p k^{\prime},[\mathbf{c}]_{1},[d]_{1}\right)$ and $\tau^{*}:=H\left(p k,\left[\mathbf{c}^{*}\right]_{1},\left[d^{*}\right]_{1}\right)$ are the tags involved in this $\mathcal{O}_{\text {Dec }}$ query and in the challenge ciphertext $c t^{*}$, respectively.

Claim 8. $\left|\operatorname{Pr}_{2}[\mathrm{Win}]-\operatorname{Pr}_{3}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{H}, \mathcal{B}_{2}}^{\mathrm{cr}}(\lambda)+\operatorname{Adv}_{\mathcal{U}_{k+2, k}, \mathbb{G}_{1}, \mathcal{B}_{3}}^{\operatorname{mddh}}(\lambda)+1 /(p-1)+$ $2^{-\Omega(\lambda)}$ for PPT adversaries $\mathcal{B}_{2}$ against the collision-resistance of $\mathcal{H}$ and $\mathcal{B}_{3}$ against the $\mathcal{U}_{k+2, k}-M D D H$ assumption on $[\mathbf{U}]_{1}$.

Proof sketch. The proof is similar to the proof of Claim 2. Clearly, $\mathrm{G}_{3}$ is identical to $G_{2}$ unless that $\mathcal{A}$ ever makes a $\mathcal{O}_{\text {Dec }}$ query such that

$$
\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1} \wedge \tau=\tau^{*}
$$

We denote such an event by TagColl. Similar to the proof of Claim 2, we can divide the event TagColl into three cases, analyze them individually and finally obtain Claim 8.

Game $G_{4}$ : It is the same as $G_{3}$, except that, when generating the challenge ciphertext $c t^{*}$, the challenger samples $\left[\mathbf{c}^{*}\right]_{1} \leftarrow s \mathbb{G}_{1}^{k+2}$ uniformly at random, instead of computing $\left[\mathbf{c}^{*}\right]_{1}:=[\mathbf{U}]_{1} \mathbf{w}^{*}$ with $\mathbf{w}^{*} \leftarrow{ }_{\delta} \mathbb{Z}_{p}^{k}$.

By the $\mathcal{U}_{k+2, k}$-MDDH assumption on $[\mathbf{U}]_{1}, \mathrm{G}_{3}$ and $\mathrm{G}_{4}$ are computationally indistinguishable, and we have $\left|\operatorname{Pr}_{3}[\mathrm{Win}]-\operatorname{Pr}_{4}[\mathrm{Win}]\right| \leq \operatorname{Adv}_{\mathcal{U}_{k+2, k}, \mathbb{G}_{1}, \mathcal{B}_{4}}^{\mathrm{mdda}}(\lambda)$ for a PPT adversary $\mathcal{B}_{4}$.

Game $\mathrm{G}_{5}$ : It is the same as $\mathrm{G}_{4}$, except that, when answering $\mathcal{O}_{\mathrm{DeC}}\left(T_{(a, \mathbf{b})} \in\right.$ $\left.\overline{\mathcal{T}_{\text {aff }}, c t=}\left([\mathbf{c}]_{1},[d]_{1},[\mathbf{e}]_{1}\right)\right)$, the challenger now returns $\perp$ to $\mathcal{A}$ directly if the following check fails:
$\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1} \wedge \tau \neq \tau^{*} \wedge[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$.
Claim 9. $\left|\operatorname{Pr}_{4}[\mathrm{Win}]-\operatorname{Pr}_{5}[\mathrm{Win}]\right| \leq Q / p$.
Proof sketch. The proof is similar to the proof of Claim 3. Clearly, $\mathrm{G}_{5}$ is identical to $G_{4}$ unless that $\mathcal{A}$ ever makes a $\mathcal{O}_{\text {Dec }}$ query such that

$$
\left(T_{(a, \mathbf{b})}, c t\right) \neq\left(\mathrm{id}, c t^{*}\right) \wedge[\mathbf{e}]_{1}=\left[\left(\mathbf{K}_{0}+\tau \mathbf{K}_{1}\right) \mathbf{c}\right]_{1} \wedge \tau \neq \tau^{*} \wedge[\mathbf{c}]_{1} \notin \operatorname{Span}\left([\mathbf{U}]_{1}\right) .
$$

We denote such an event by CBad. Similar to the proof of Claim 3, we can analyze the information about $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$ that $\mathcal{A}$ may obtain in $\mathrm{G}_{5}$, and use the leftover entropy in $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$ to show that CBad occurs in a particular $\mathcal{O}_{\text {Dec }}$ query with probability at most $1 / p$. Consequently, by a union bound over $Q$ times of $\mathcal{O}_{\text {Dec }}$ queries, Claim 9 follows.

Game $\mathrm{G}_{6}$ : It is the same as $\mathrm{G}_{5}$, except that, when generating the challenge $\overline{\text { ciphertext } c t^{*}}$, the challenger samples $\left[d^{*}\right]_{1} \leftarrow \& \mathbb{G}_{1}$ uniformly at random, instead of computing $\left[d^{*}\right]_{1}:=\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$.

Claim 10. $\left|\operatorname{Pr}_{5}[\mathrm{Win}]-\operatorname{Pr}_{6}[\mathrm{Win}]\right| \leq 2^{-\Omega(\lambda)}$.
Proof. We will show that the $\left[d^{*}\right]_{1}:=\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ in $G_{5}$ is statistically close to the $\left[d^{*}\right]_{1} \leftarrow \mathbb{G}_{1}$ in $G_{6}$, with statistical distance at most $2^{-\Omega(\lambda)}$.

For the convenience of our analysis, we sample $s k=\mathbf{k} \leftarrow s \mathbb{Z}_{p}^{k+2}$ equivalently via

$$
\mathbf{k}:=\widetilde{\mathbf{k}}+\mathbf{U}^{\perp} \cdot \mathbf{r}
$$

where $\widetilde{\mathbf{k}} \leftarrow \& \mathbb{Z}_{p}^{k+2}$ and $\mathbf{r} \leftarrow \& \mathbb{Z}_{p}^{2}$ are uniformly sampled, and $\mathbf{U}^{\perp} \in \mathbb{Z}_{p}^{(k+2) \times 2}$ is a non-zero vector in the kernel of $\mathbf{U} \in \mathbb{Z}_{p}^{(k+2) \times k}$ such that $\left(\mathbf{U}^{\perp}\right)^{\top} \cdot \mathbf{U}=\mathbf{0}$. Below we analyze the information about $\mathbf{r}$ that $\mathcal{A}$ may obtain in $G_{5}$ (except for the challenge ciphertext $c t^{*}$ ).

- Firstly, the public key $p k$ is

$$
\left[\mathbf{k}^{\top} \mathbf{U}\right]_{1}=\left[\left(\widetilde{\mathbf{k}}^{\top}+\mathbf{r}^{\top} \cdot\left(\mathbf{U}^{\perp}\right)^{\top}\right) \mathbf{U}\right]_{1}=\left[\widetilde{\mathbf{k}}^{\top} \mathbf{U}\right]_{1}
$$

thus $\mathbf{r}$ is completely hidden.

- In $\mathcal{O}_{\text {Dec }}$ queries, the tampered public key $p k^{\prime}$ is

$$
\left[\mathbf{k}^{\prime \top} \mathbf{U}\right]_{1}=\left[\left(a \mathbf{k}^{\top}+\mathbf{b}^{\top}\right) \mathbf{U}\right]_{1}=\left[\left(a\left(\widetilde{\mathbf{k}}^{\top}+\mathbf{r}^{\top} \cdot\left(\mathbf{U}^{\perp}\right)^{\top}\right)+\mathbf{b}^{\top}\right) \mathbf{U}\right]_{1}=\left[\left(a \widetilde{\mathbf{k}}^{\top}+\mathbf{b}^{\top}\right) \mathbf{U}\right]_{1},
$$

thus $\mathbf{r}$ is completely hidden. Moreover, due to the game change in $G_{5}$, the challenger will not output $m:=[d]_{1}-\mathbf{k}^{\top \top}[\mathbf{c}]_{1}$ unless $[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, and for $[\mathbf{c}]_{1} \in \operatorname{Span}\left([\mathbf{U}]_{1}\right)$, we have

$$
\begin{aligned}
m & =[d]_{1}-\mathbf{k}^{\prime \top}[\mathbf{c}]_{1}=[d]_{1}-\left(a \mathbf{k}^{\top}+\mathbf{b}^{\top}\right)[\mathbf{c}]_{1} \\
& =[d]_{1}-\left(a\left(\widetilde{\mathbf{k}}^{\top}+\mathbf{r}^{\top} \cdot\left(\mathbf{U}^{\perp}\right)^{\top}\right)+\mathbf{b}^{\top}\right)[\mathbf{c}]_{1} \\
& =[d]_{1}-\left(a \widetilde{\mathbf{k}}^{\top}+\mathbf{b}^{\top}\right)[\mathbf{c}]_{1},
\end{aligned}
$$

thus $\mathbf{r}$ is also completely hidden.

- From $\mathcal{O}_{\text {Leak }}$ queries, $\mathcal{A}$ obtains at most $\kappa$ bits information $L(s k)=L(\mathbf{k})=$ $L\left(\widetilde{\mathbf{k}}+\mathbf{U}^{\perp} \cdot \mathbf{r}\right)$ about $s k$, and also about $\mathbf{r}$.

Overall, the information about $\mathbf{r}$ that $\mathcal{A}$ learns in $G_{5}$ (except for the challenge ciphertext $\left.c t^{*}\right)$ is at most $\kappa$ bits. Thus, there are still $2 \log p-\kappa=\log p+(\log p-$ $\kappa) \geq \log p+\Omega(\lambda)$ bits of entropy left in $\mathbf{r}$, and also in $s k=\mathbf{k}=\widetilde{\mathbf{k}}+\mathbf{U}^{\perp} \cdot \mathbf{r}$.

On the other hand, for the challenge ciphertext $c t^{*}$, note that $\left[\mathbf{c}^{*}\right]_{1}$ is uniformly chosen from $\mathbb{G}_{1}^{k+2}$ due to the game change in $\mathrm{G}_{4}$, thus the mapping $\mathbf{k} \mapsto \mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}$ indexed by $\left[\mathbf{c}^{*}\right]_{1}$ is a universal hash function. By the leftover hash lemma (i.e., Lemma 1 ), $\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}$ is statistically close to the uniform distribution over $\mathbb{G}_{1}$, with statistical distance at most $\sqrt{p \cdot 2^{-(\log p+\Omega(\lambda))}}=\sqrt{2^{-\Omega(\lambda)}}$, which is also $2^{-\Omega(\lambda)}$. Consequently, the $\left[d^{*}\right]_{1}:=\mathbf{k}^{\top}\left[\mathbf{c}^{*}\right]_{1}+m_{\beta}$ in $\mathrm{G}_{5}$ is also statistically close to the uniform distribution, with statistical distance at most $2^{-\Omega(\lambda)}$. Therefore, $\mathrm{G}_{5}$ and $\mathrm{G}_{6}$ are statistically indistinguishable to $\mathcal{A}$, and Claim 10 follows.

Finally in $\mathrm{G}_{6},\left[d^{*}\right]_{1}$ is uniformly chosen regardless of the value of $\beta$, thus the challenge bit $\beta$ is completely hidden to $\mathcal{A}$. Then $\operatorname{Pr}_{6}[\mathrm{Win}]=\frac{1}{2}$.

Taking all things together, and noting that by Lemma 2 , the $\mathcal{U}_{k+2, k}-\mathrm{MDDH}$ assumption is implied by the $\mathcal{D}_{k}-\mathrm{MDDH}$ assumption, Theorem 2 follows.
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[^0]:    ${ }^{1}$ Key-updating mechanism enables the secret key to be periodically updated. Selfdestruct mechanism enables the cryptographic device to blow up and erase all internal states, including $s k$, once a tampering attempt is detected.

[^1]:    ${ }^{2}$ Namely, the adversary is not allowed to make any tampering queries after it receives the challenge ciphertext.

[^2]:    ${ }^{3}$ Split-state mechanism ensures that the secret key is split into two (or more) disjoint parts and the adversary can obtain leakages from each of the secret key parts independently and tamper each of the parts independently.
    ${ }^{4} \mathrm{SXDH}$ is a standard assumption that simply requires the DDH assumption to hold in both source groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ of the asymmetric pairing groups.
    ${ }^{5}$ Leakage rate is defined as the ratio of the leakage amount that can be tolerated to the secret key size.

