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Abstract. In this paper, we show a new set of cryptographic primitives
that generically leads to chosen ciphertext secure (CCA secure) public-
key encryption (PKE). Specifically, we show how a (non-interactive, pub-
licly verifiable) batch argument (BARG) for NP can be combined with a
chosen plaintext secure PKE scheme to achieve a CCA secure one. The
requirement of the succinctness of the proof size of a BARG in our result
is rather mild: The proof size is O(kϵ) for some non-negative constant
ϵ < 1 when the correctness of k statements is simultaneously proved.

1 Introduction

The most basic security notion for public-key encryption (PKE) is indistin-
guishability against chosen plaintext attacks (CPA security, for short) [GM82].
Intuitively, CPA security guarantees that an adversary can obtain no informa-
tion about a message from its encryption, except for its length. However, in
practice, PKE schemes should satisfy the stronger notion of indistinguishabil-
ity against chosen ciphertext attacks (CCA security, for short) [NY90,RS92].
CCA security implies non-malleability [DDN91,BDPR98], and provides security
guarantees against active adversaries [Ble98].

Since CCA security is stronger than CPA security, the existence of CCA
secure PKE implies that of CPA secure one. However, the implication of the
opposite direction is not known. While a partial negative result was shown by
Gertner, Malkin, and Myers [GMM07], the question whether a CCA secure PKE
scheme can be constructed from a CPA secure one has still been standing as a
major open question in cryptography.1

To gain insights towards solving the above open question, we tackle a re-
lated question: When combined with a CPA secure PKE scheme, what additional
generic primitive and/or security/structural property is sufficient to obtain a
CCA secure PKE scheme? A number of works have (implicitly or explicitly)
tackled this question, and we review some of them in Section 1.2. The hope is
that such an additional generic primitive and/or property that is sufficient for

1 Interestingly, the results by Kitagawa and Matsuda [KM19,KM20] show that such
a CPA-to-CCA transformation is possible for key-dependent message (KDM) se-
curity [BRS03] which considers security of encryptions that could be encrypting
messages dependent on a secret key. In this paper, we focus on the standard indis-
tinguishability notion. [GM82].



constructing a CCA secure PKE scheme in combination with a CPA secure one,
and the techniques and ideas behind such constructions, will ultimately lead to
answering the above fundamental open question.

In this paper, we will show that a (non-interactive) batch argument system
for NP [KPY19,CJJ21], often abbreviated as “BARG”, also serves as such an
additional generic primitive for obtaining a CCA secure PKE scheme. A BARG
is a non-interactive argument (i.e. computationally sound proof) system in which
the correctness of multiple statements of an NP language can be proved in one
shot, and furthermore it has a special succinctness property regarding the proof
size: When the correctness of k statements each of which is of length at most
n is simultaneously proved, the size of a proof π is sublinear in k, namely,
|π| = poly(n, λ)·o(k) where λ denotes the security parameter. Importantly, unlike
a closely related primitive of non-interactive succinct argument system (SNARG)
[GW11] whose proof size is sublinear in the length of the proved statement (and
witness), the proof size of a BARG could be a polynomial of the length n of
each statement whose correctness is being proved (and hence also polynomial
in the length of the corresponding witness). Hence, in terms of the existence,
BARGs are strictly weaker than SNARGs. In fact, while the security (soundness)
of SNARGs cannot be proved from any assumption via black-box reductions
[GW11], such an impossibility does not exist for BARGs, and a number of recent
works have shown BARGs based on the hardness of various concrete number-
theoretic problems (e.g. [CJJ21,KVZ21,CJJ22,HJKS22,WW22,KLVW23].).

We believe that it is natural to study the power of the combination of a CPA
secure PKE scheme and a BARG for obtaining a CCA secure PKE scheme, since
a BARG is one form of proof systems, and the well-known constructions of a
CCA secure PKE scheme from the combination of a CPA secure PKE scheme
and a non-interactive zero-knowledge (NIZK) proof system [NY90,DDN91] are
also the combination of a CPA secure PKE scheme and a proof system. A natural
question left from our work is what other generic primitive, and in particular
whether a CPA secure PKE scheme, is sufficient for achieving a BARG.

1.1 Our Contribution

The main result of this paper can be informally stated as follows:

Theorem 1 ((Informal)). If there exists a CPA secure PKE scheme and a
BARG for NP with semi-adaptive soundness and kϵ-succinctness for some non-
negative constant ϵ < 1, then there exists a CCA secure PKE scheme.

Here, the ℓ(k)-succinctness means that the size of a proof π generated for proving
the correctness of k statements each with length n by the BARG satisfies |π| =
poly(n, λ) · ℓ(k), where λ denotes the security parameter2, and semi-adaptive

2 The definition of succinctness of most existing works on BARGs also require the
succinctness of the size of a common reference string (CRS) and the running time
of the verification algorithm. We do not pose these additional requirements (other
than that the CRS size is poly(n, k.λ) and that the verification algorithm is PPT).
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soundness is a soundness requirement specific to a BARG, which lies somewhere
between non-adaptive and adaptive soundness. For the formal definitions for
these properties, see Section 3.1.

We achieve our main result by constructing a tag-based encryption (TBE)
scheme [Kil06] satisfying the security notion called indistinguishability against
selective-tag weak chosen ciphertext attacks, which we simply abbreviate as
wCCA security. Constructing a wCCA secure TBE scheme is sufficient for our
purpose since it can be combined with a one-time signature scheme to obtain a
CCA secure PKE.

More specifically, we construct a wCCA secure TBE scheme from the combi-
nation of a CPA secure PKE, a tag-based variant of an equivocal bit commitment
scheme [DIO98], and a BARG, among which the second primitive can be generi-
cally built from any pseudorandom generator (PRG) and thus from any one-way
function [HILL99], Technically, our proposed wCCA secure TBE construction is
based on the constructions of CCA secure PKE by Koppula and Waters [KW19]
and Kitagawa et al. [KMT19]. The former work constructs a CCA secure PKE
scheme from the combination of a CPA secure PKE scheme and a special type of
a PRG called a hinting PRG; The latter work is based on the Koppula-Waters
construction, and can be seen to build a CCA secure PKE scheme from a CPA
secure PKE scheme and a symmetric-key encryption (SKE) scheme satisfying
KDM security [BRS03]. In both of the constructions [KW19,KMT19], the addi-
tional building blocks are used to check the validity of ciphertext components
in some specific way. Our proposed construction can be seen to clarify that a
BARG is sufficient for realizing the validity checking in a Koppula-Waters-type
construction. We give a more detailed technical explanation of our proposed
construction in Section 2. The formal description of our proposed wCCA secure
TBE scheme as well as its security proof are given in Section 4.

On the Succinctness Requirement for a BARG. We note that the kϵ-succinctness
property (with some constant ϵ < 1) required in our result is arguably a very
mild assumption, and satisfied by most of the existing BARG constructions
[CJJ21,KVZ21,CJJ22,HJKS22,WW22,KLVW23]. In fact, some of the existing
BARGs (e.g. [CJJ21,KLVW23]) achieve the proof size polylogarithmic in the
batch size k. Furthermore, the recent work by Kalai et al. [KLVW23] showed
how to transform a BARG with kϵ-succinctness (with any ϵ < 1) into one whose
proof size is polylogarithmic in k. However, the transformation of [KLVW23]
requires some additional property for the building block BARG and furthermore
uses an additional building block that is not known to be implied by a BARG
alone (or from a CPA secure PKE scheme).

1.2 Related Work

CCA Secure PKE from Generic Cryptographic Primitives. The very first con-
struction of a CCA secure PKE scheme was built from the combination of a CPA
secure PKE scheme and a NIZK proof system by Dolev et al. [DDN91], based
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on the earlier work by Naor and Yung [NY90] that achieved only non-adaptive
CCA (CCA1) security.

CCA secure PKE can be built from any injective trapdoor function (TDF) as
shown by Hohenberger et al. [HKW20], which subsumes the results of the earlier
works that construct CCA secure PKE from TDF with additional properties such
as lossy TDF [PW08], TDF secure under correlated products [RS09], and other
types of TDF or related primitives [MY10,KMO10,Wee10,YYHK16]. Another
line of works showed constructions of CCA secure PKE from the combination of
a CPA secure PKE scheme with a deterministic function without a trapdoor but
has some special security property: Specifically, as mentioned earlier, the con-
struction by Koppula and Waters [KW19] combines a CPA secure PKE scheme
with a hinting PRG; the construction by Matsuda and Hanaoka [MH14b] com-
bines a CPA secure PKE scheme with a hash function called UCE (universal
computational extractor) [BHK13] that tries to capture security properties a
hash function satisfied by a random oracle in the standard model.

CCA secure PKE schemes can be built also from identity-based encryp-
tion [CHK04], and a weaker primitive of (wCCA secure) TBE [Kil06] (which we
also use in this work). Another line of works [Dac14,MH16] showed how a PKE
scheme with (standard-model, statistical) plaintext-awareness-1 [BP04,MSs12],
which by itself only implies CCA1 security, can be used together with some
other security properties to achieve a CCA secure PKE scheme. Several works
[HK15,MH15,KMT19,KM19,KM20] showed the usefulness of KDM security [BRS03]
for constructing a CCA secure PKE scheme. In particular, the most recent work
in this direction by Kitagawa and Matsuda [KM20] showed that the combination
of a CPA secure PKE scheme and a bit SKE scheme with circular security (which
requires that each bit of a secret key can be securely encrypted) is sufficient for
obtaining a CCA secure PKE scheme.

The works [SW14,MH14a] showed a connection of CCA secure PKE with
cryptographic obfuscation [BGI+01], namely, a construction of a CCA secure
PKE scheme from indistinguishability obfuscation [SW14], and from an ob-
fuscation of a multi-bit-output point function with a certain security property
[MH14a].

Relation with Very Recent Works on “NIZK from BARGs”. Very recently,
Champion and Wu [CW23] and Bitansky et al. [BKP+23] showed (among other
things) how to construct a non-interactive zero-knowledge (NIZK) argument
system for NP based on a BARG. Note that once a NIZK argument system is
constructed from a BARG (possibly together with any primitive implied by a
CPA secure PKE scheme), then we can use the NIZK argument system together
with a CPA secure PKE scheme in the Naor-Yung paradigm [NY90,DDN91] to
obtain a CCA secure PKE scheme, and hence our main result (Theorem 1) be-
comes just its corollary. However, we stress that our main result is not implied
by these very recent works.

– The construction of a NIZK argument system by Champion and Wu [CW23]
uses a dual-mode commitment scheme (which is known to be implied by
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lossy encryption [BHY09]) and a local PRG (a PRG each of whose output
bits depends on a small number of input bits) as additional building blocks.
However, these additional primitives are not known to be constructed from
the combination of a CPA secure PKE scheme and a BARG. Furthermore,
the succinctness requirement on the underlying BARG is stronger than ours
(the proof size has to be polylogarithmic in the batch size k).

– There are mainly two constructions of a NIZK argument system in the work
by Bitansky et al. [BKP+23].
• The first construction uses only a BARG and a one-way function as
building blocks, and furthermore the succinctness requirement on the
underlying BARG is the same as ours (kϵ-succinctness with any con-
stant ϵ < 1). However, although the zero-knowledge property achieved
by their construction is statistical (i.e. its guarantee is against computa-
tionally unbounded adversaries), it is only inverse-polynomial, meaning
that the upper bound of the advantage of an adversary in breaking the
zero-knowledge property of their construction is bounded only by 1/p for
a pre-determined polynomial p = p(λ) that is hard-coded in their con-
struction. (We can choose any polynomial p, only after which their NIZK
argument construction is defined.) Furthermore, in this construction, the
prover algorithm is a non-uniform algorithm (i.e. it needs to use some pa-
rameter determined by the security parameter λ as an additional input).
Actually, the prover algorithm of this construction can be uniform in the
so-called distributional setting, namely, for the NP relation supported by
their construction, there exists an efficietly samplable distribution such
that the ZK property holds only when a statement/witness pair comes
from the distribution. However, this result is existential and not con-
structive, namely, their result for the uniform prover does not tell us
a concrete distribution with which the ZK property is satisfied, due to
their proof technique.

• Their second construction is a NIZK argument system with ordinary
zero-knowledge property (i.e. an adversary’s advantage can be bounded
to be negligible), however, this construction uses a dual-mode commit-
ment scheme similarly to [CW23]. We note that it is not known whether
a dual-mode commitment scheme necessary for their result is implied by
a CPA secure PKE scheme.3

1.3 Paper Organization

In Section 2, we give a technical overview of our result. In Section 3, we review
the basic notation and the definitions for primitives treated in this paper. In
Section 4, we show our main technical result: a wCCA secure TBE scheme based
on the combination of a CPA secure PKE scheme and a BARG.
3 Dual-mode commitment schemes can be constructed from lossy encryption, but the
latter cannot be constructed from a CPA secure PKE scheme due to the black-box
separation between a PKE scheme and an oblivious transfer protocol (OT), and
lossy encryption implies OT.
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2 Technical Overview

In this section, we give a technical overview of our proposed construction of a
wCCA secure TBE scheme based on a CPA secure PKE scheme and a BARG.

We first quickly recall that TBE is an extension of PKE where the encryption
and decryption algorithms take a bit-string called a tag as an additional input
[Kil06]. Throughout the paper, a tag will be denoted by t. CCA security for
TBE is also defined by extending CCA security for PKE so that an adversary
sends a tag in addition to a ciphertext when making a decryption query. Weak
CCA (wCCA) security considers adversaries that do not make a decryption
query containing the challenge tag t∗ under which the challenge ciphertext is
generated. For the formal definitions for TBE, see Section 3.3.

As mentioned in Section 1.1, our proposed wCCA secure TBE construction is
based on the constructions of [KW19,KMT19], and is built from the combination
of a CPA secure PKE scheme, a tag-based equivocal bit commitment scheme
(TBEQC, for short), and a kϵ-succinct BARG for NP (with constant ϵ < 1),
among which the second building block can be built from a PRG (and from any
CPA secure PKE scheme). In Section 4, we give a direct construction of a wCCA
secure TBE scheme from these building blocks. However, to explain the ideas
on how our wCCA secure TBE construction works, it is useful to introduce a
special type of 1-bit TBE scheme as an intermediate building block, which itself
is not wCCA secure but has several useful properties, and then describe our
proposed wCCA secure TBE using this 1-bit TBE scheme, and thus we take
such an approach in this section.

In the rest of this section, we explain the following.

– A TBEQC scheme and its required properties.
– The “base” 1-bit TBE scheme based on a CPA secure PKE scheme and a

TBEQC scheme.
– The proposed wCCA secure TBE scheme based on the base 1-bit TBE

scheme and a kϵ-succinct BARG.

Tag-Based Equivocal Bit Commitment. Informally, a TBEQC scheme is a tag-
based bit commitment scheme with the two modes of operation: the normal
mode and the EQ (equivocation) mode.

– When the EQ mode is setup, one specifies a special equivocal tag t∗, and
then an equivocal commitment key c̃k is generated together with an equiv-
ocal commitment γ̃ and a pair of randomnesses ρ̃0 and ρ̃1 such that ρ̃s is
consistent with γ̃ being consistent as a commitment of the message bit s
under the key c̃k and the tag t∗, for both s ∈ {0, 1}. The normal mode and
the EQ mode must be computationally indistinguishable, even taking the
randomness used for generating a commitment into account. That is, for
any equivocal tag t∗ and a message bit s ∈ {0, 1}, the tuple (ck, γ, ρ) where
ck is a normal commitment key, γ is a commitment of s under t∗ and ck,
and ρ is the randomness used for generating γ, is indistinguishable from the
tuple (c̃k, γ̃, ρ̃s) generated in the EQ mode set up using t∗.
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– On the other hand, statistical binding must still hold even in the EQ mode,
under all tags t with t ̸= t∗. That is, except with a negligible probability over
the set up of the EQ mode (with t∗) that generates an equivocal commitment

key c̃k, no commitment γ generated under c̃k and under any tag t ̸= t∗ can
be opened to the message bit s = 0 and message bit s = 1 simultaneously.

For the formal definition, see Section 3.4, where we also explain how it can be
constructed from any PRG.

“Base 1-bit TBE” from CPA Secure PKE and TBEQC. We now explain how
the base 1-bit TBE scheme, which we will use as an intermediate building block
for explaining our wCCA secure TBE scheme below, is constructed from the
combination of a CPA secure PKE scheme and a TBEQC scheme.

– A public key of the base 1-bit TBE scheme is of the form (pk0, pk1, ck),
where each pkv (v ∈ {0, 1}) is a public key of the CPA secure PKE scheme,
and ck is a commitment key of the TBEQC scheme. The secret key of the
base 1-bit TBE scheme is sk0 corresponding to pk0.

– To encrypt a plaintext bit s ∈ {0, 1} under a tag t, we proceed as follows:
1. Pick two randomnesses r0, r1 of the CPA secure PKE scheme, and two

randomnesses ρ0, ρ1 of the TBEQC scheme.
2. Compute two PKE-ciphertexts c0 and c1 as follows

(
c0, c1

)
←


(
Enc(pk0, ρ0; r0), Enc(pk1,⊥; r1)

)
if s = 0(

Enc(pk0,⊥; r0), Enc(pk1, ρ1; r1)
)

if s = 1
,

where Enc(pk,m; r) denotes an encryption of a plaintext m using a ran-
domness r under a public key pk of the CPA secure PKE scheme, and ⊥
denotes an invalidity symbol (unambiguously encoded in the plaintext
space).

3. Compute a commitment γ of s under ck and t using ρs as the randomness
by the TBEQC scheme. We denote this process by γ = Com(ck, t, s; ρs).

4. The resulting ciphertext C of the base 1-bit TBE scheme is of the form
C = (c0, c1, γ).

To decrypt a ciphertext C = (c0, c1, γ) under a tag t and recover the encrypted
bit s, we compute

s =

{
0 if Dec(sk0, c0) = ρ0 ̸= ⊥ ∧ Com(ck, t, 0; ρ0) = γ

1 otherwise
, (1)

where Dec(sk, c) denotes the decryption of a ciphertext c using a secret key sk.
The confidentiality of the plaintext s encrypted in C in case there is no de-

cryption oracle, can be argued as follows. Suppose an adversary specifies the
challenge tag t∗ under which the challenge ciphertext is generated. By the indis-
tinguishability of the normal mode and EQ mode of the TBEQC scheme, we can
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indistinguishably switch the generation of ck, γ, and ρ0, ρ1 into (c̃k, γ̃, ρ̃0, ρ̃1) gen-
erated in the EQ mode under t∗. Then, we generate both of the PKE-ciphertexts
cv (v ∈ {0, 1}) by Enc(pkv, ρ̃v; rv), which an adversary cannot notice due to the
CPA security under the public key pk1−s. The ciphertext C = (c0, c1, γ̃) gener-
ated in this way is now independent of a plaintext bit s.

An important property of the above base 1-bit TBE construction is that it has
the special procedure for checking the “well-formedness” of a ciphertext C, using
a “witness” w that can be generated from the plaintext s and the randomness
(r0, r1, ρ0, ρ1) used to generate C. Specifically, we define the witness w by w =
(s, rs, ρs). Then, to check the well-formedness of a ciphertext C = (c0, c1, γ)
under a tag t using the witness w = (s, rs, ρs), we check whether the following
is satisfied simultaneously:

Enc(pks, ρs; rs) = cs and Com(ck, t, s; ρs) = γ. (2)

Importantly, if C satisfies Eq. (2), then C can be decrypted by the following
alternative procedure using the other secret key sk1 (corresponding to pk1):

s =

{
1 if Dec(sk1, c1) = ρ1 ̸= ⊥ ∧ Com(ck, t, 1; ρ1) = γ

0 otherwise
. (3)

The decryption result with Eq. (1) and that with Eq. (3) agree except with
negligible probability, due to the statistical binding of the TBEQC scheme. In
fact, due to the statistical binding in the EQ mode, this “interchangeability” of
sk0 and sk1 continues to work even if we setup the commitment key ck by the
EQ mode, as long as the decryption is performed under tags t that are different
from the equivocal tag t∗ used for setting up of the EQ mode.

Finally, the key feature of the base 1-bit TBE construction is that the above
argument on confidentiality continues to work even against an adversary that is

– given the witness w = (s, rs, ρs) for the challenge ciphertext, and
– even in the situation where the adversary has access to the “constrained”

decryption oracle that takes a pair (t, C = (c0, c1, γ)) with t ̸= t∗ as input,
and decrypt C under t only when C is guaranteed to be “well-formed”, i.e.
there exists a witness w = (s, rs, ρs) satisfying Eq. (2).

This is due to the above explained property of the “interchangeability” of sk0

and sk1, and the fact that the witness w does not contain r1−s, in which case we
can rely on the CPA security of the PKE scheme under pk1−s. Hence, if we can
somehow guarantee that an adversary can observe only the decryption result of
well-formed ciphertexts, we can show the wCCA security of this base 1-bit TBE
construction, and we indeed guarantee this by using a BARG, as explained next.

wCCA Secure TBE from “Base 1-bit TBE” and BARG. Here, we explain how
the above base 1-bit TBE scheme can be combined with a kϵ-succinct BARG
(with ϵ < 1) to finally construct a wCCA secure TBE scheme.
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The public key of our proposed TBE construction is a public key of the
base 1-bit TBE scheme4, a common reference string (CRS) of the BARG, and
a universal hash function H, and the secret key is that of the base 1-bit TBE
scheme.

The encryption procedure for encrypting a plaintext m under a tag t in our
proposed TBE construction proceeds as follows:

1. First, pick a random string s = (s1, . . . , sκ) ∈ {0, 1}κ, where κ = κ(λ) is some
polynomial of λ to be explained later, and λ denotes the security parameter.

2. For each i ∈ [κ], encrypt the i-th bit si ∈ {0, 1} under the tag t by the base
1-bit TBE scheme. Let Ci denote the resulting bit-encryption of si. In this
step, from the randomness used to generate Ci, we also generate the witness
wi for the fact that “Ci is well-formed” for each i ∈ [κ]. As seen above, the
base 1-bit TBE construction has such a witness.

3. Generate a BARG proof π proving that every Ci is well-formed, using the
witnesses (wi)i∈[κ]. We can ensure that the length of each statement and wit-
ness is poly(λ), independent of the batch size κ. Hence, by the kϵ-succinctness
of the BARG, there exists some polynomial p = p(λ) such that we have
|π| ≤ p · κϵ.

4. Mask the plaintext m by cm = H(s)⊕m.
5. The resulting ciphertext CwCCA of the proposed wCCA secure TBE scheme is

of the form CwCCA = ((Ci)i∈[κ], π, cm).

To decrypt CwCCA = ((Ci)i∈[κ], π, cm) under a tag t, we proceed as follows:

1. Firstly, check the validity of the BARG proof π. If π is rejected, then output
the invalidity symbol ⊥ and terminate. Otherwise (i.e. π is accepted), pro-
ceed to the next step. Intuitively, when π is accepted, the (semi-adaptive)
soundness of the BARG guarantees that every Ci is well-formed.

2. For each i ∈ [κ], decrypt each Ci under t by the decryption procedure of the
base 1-bit TBE scheme, and recover a bit si.

3. Set s = (s1, . . . , sκ).
4. Recover the plaintext m by m = cm ⊕H(s), and output m.

A high-level idea of why this construction can be proved wCCA secure is as
follows: Note that due to the verification of the BARG proof π in the decryption
procedure, a wCCA adversary against the above scheme can observe the decryp-
tion results of (Ci)i∈[κ] only in case these components are well-formed. Hence,
by the confidentiality property of the base 1-bit TBE scheme explained above,
we can switch (together with the commitment key contained in the public key)
to the situation where each ciphertext Ci is independent of the information of

4 Strictly speaking, in order for the following argument to go through, we have to
generate a public key of the base 1-bit TBE scheme for each position i ∈ [κ]. We
allow ourselves to be inaccurate about this point in this technical overview. In the
actual construction in Section 4, we in fact adopt a slight optimization to reuse the
same public key pair (pk0, pk1) for each position, so that only the commitment key
is generated for each position.
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the bit si, even if the witness wi for checking the well-formedness of Ci is visible
to the adversary, and even if the adversary has access to the decryption oracle
(of the wCCA security experiment of the proposed TBE construction). Then,
the components (Ci)i∈[κ] essentially do not leak the information of s ∈ {0, 1}κ,
and the only components in CwCCA that are still dependent on s are the BARG
proof π and the message-masking component cm. Here, when cm is excluded,
the (min-)entropy of s given π is essentially |s| − |π| ≥ κ − p · κϵ. Hence, by
choosing κ to be sufficiently large (depending on ϵ and p), we can guarantee
that s has sufficiently large entropy even given π, so that the leftover hash
lemma [HILL99,DRS04] implies that cm = H(s)⊕m statistically hides m.

As mentioned earlier, in Section 4, the proposed wCCA secure TBE construc-
tion is described in such a way that it is directly built from a CPA secure PKE
scheme, a TBEQC scheme, and a BARG. However, ideas behind the proposed
construction and our security proof rely on the explanations in this section. For
all the details, see Section 4.

3 Preliminaries

In this section, we review the basic notation and the definitions for primitives.

Basic Notation. N denotes the set of all natural numbers. For n ∈ N, we define
[n] := {1, . . . , n}. If x and y are strings, “|x|” denotes the bit-length of x, and

(x
?
= y)” is defined to be 1 if x = y and 0 otherwise. If S is a finite set,

then “x ← S” denotes that x is chosen uniform from S. If M is a probabilistic
algorithm, then “y ← M(x; r)” denotes that M computes y as output by taking
x as input and using r as randomness. If we need not make the randomness
used in M explicit, then we write it as “y ← M(x)”. If furthermore O is a
function or an algorithm, then “MO” denotes that M has oracle access to O. A
function f(·) : N→ [0, 1] is negligible if for all positive polynomials p(λ) and all
sufficiently large λ ∈ N, we have f(λ) < 1/p(λ). “poly” denotes an unspecified
positive polynomial. “PPT” stands for probabilistic polynomial time.

3.1 Non-interactive Batch Arguments

Here, we recall the definitions for a BARG. The definitions below are based on
[KLVW23], which we slightly customize (simplify) so that it is sufficient for our
purpose.

Let L ⊆ {0, 1}∗ be an NP language. A non-interactive batch argument system
in the common reference string (CRS) model (abbreviated simply as BARG)
for L consists of the three PPT algorithms (CRSG,BProve,BVerify) with the
following syntax:

CRS Generation: crs ← CRSG(1λ, k, n)
Proof Generation: π ← BProve(crs, (xi)i∈[k], (wi)i∈[k])

Verification: ⊤ / ⊥ ← BVerify(crs, (xi)i∈[k], π)
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where BVerify is deterministic, crs is a CRS, k : N→ N is a polynomial specifying
the batch size, n : N → N is the upper bound on the statement length, each xi

in BProve is a statement that belongs to L ∩ {0, 1}n(λ), each wi is a witness for
xi ∈ L, and π is a proof. Each xi in BVerify could belong to {0, 1}n(λ) \ L.

For correctness (completeness) of a BARG, we require that for all λ ∈ N,
all polynomials k = k(λ) and n = n(λ), all k valid statement/witness pairs
(x1, w1), . . . , (xk, wk) ∈ (L ∩ {0, 1}n) × {0, 1}∗, if crs ← CRSG(1λ, k, n) and
π ← BProve(crs, (xi)i∈[k], (wi)i∈[k]), then BVerify(crs, (xi)i∈[k], π) = ⊤.

Semi-adaptive Soundness. Let P = (CRSG,BProve,BVerify) be a BARG for an
NP language L. For P and an adversary A = (A1,A2), we define the semi-
adaptive soundness experiment Exptsa-soundP,A (λ) as follows.

Exptsa-soundP,A (λ) :

(k, n, i∗, st)← A1(1
λ) // k and n are polynomials, i∗ ∈ [k(λ)]

crs← CRSG(1λ, k, n)
((xi)i∈[k(λ)], π)← A2(crs, st)
If (a) ∧ (b) ∧ (c) then return 1 else return 0:
(a) BVerify(crs, (xi)i∈[k(λ)], π) = ⊤
(b) xi∗ /∈ L
(c) ∀i ∈ [k(λ)] : |xi| ≤ n(λ)

Definition 1. We say that a BARG P satisfies semi-adaptive soundness if for
all PPT adversaries A, Advsa-soundP,A (λ) := Pr[Exptsa-soundP,A (λ) = 1] is negligible.

Succinctness of the Proof Size. One of the key features required for a BARG is
succinctness. Informally, we require the proof size of a BARG to be sublinear in
the batch size k.5

Definition 2. Let ℓ : N → N. We say that a BARG (CRSG,BProve,BVerify)
is ℓ-succinct if the following holds: If crs is generated as crs← CRSG(1λ, k, n),
then a proof π generated by BProve satisfies |π| = poly(λ, n) · ℓ(k).

In this paper, we will require arguably a very mild succinctness requirement
for a BARG: We require it to be kϵ-succinct for some non-negative constant
ϵ < 1. We stress that our proposed construction works with any constant ϵ < 1.

3.2 Public-Key Encryption

A public-key encryption (PKE) scheme consists of the three PPT algorithms
(KG,Enc,Dec) with the following syntax:

Key Generation: (pk, sk)← KG(1λ)
Encryption: c ← Enc(pk,m)
Decryption: m / ⊥ ← Dec(sk, c)

5 In [KLVW23], “ℓ-succinctness” puts some requirements on the size of crs and the
running time of BVerify. We do not introduce them since they are unnecessary for
our result.
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where Dec is deterministic, (pk, sk) is a public/secret key pair, and c is a cipher-
text of a plaintext m under pk.

We require that for all λ ∈ N, all (pk, sk) output by KG(1λ), and all m, we
have Dec(sk,Enc(pk,m)) = m.

CCA and CPA Security. For a Π = (KG,Enc,Dec) and an adversary A =
(A1,A2), we define the CCA experiment ExptCCAΠ.A(λ) as follows:

ExptCCAΠ,A(λ) :

(pk, sk)← KG(1λ)

(m0,m1, st)← ADec(sk,·)
1 (pk)

b← {0, 1}
c∗ ← Enc(pk,mb)

b′ ← ADec(sk,·)
2 (c∗, st)

Return (b′
?
= b).

In the experiment, it is required that |m0| = |m1|, and A2 is not allowed to
submit the challenge ciphertext c∗ to the decryption oracle. We also define the
CPA experiment ExptCPAΠ,A(λ) in the same way as the CCA experiment, except
that A is not given access to the decryption oracle.

Definition 3. We say that a PKE scheme Π is CCA secure if for all PPT
adversaries A, AdvCCAΠ,A(λ) := 2 · |Pr[ExptCCAΠ,A(λ) = 1] − 1/2| is negligible. CPA
security of a PKE scheme is defined analogously, using the CPA experiment.

3.3 Tag-Based Encryption

Tag-based encryption (TBE) [Kil06] is a simple extension of PKE, where the
encryption/decryption algorithms take an additional input called a “tag”, and
the correctness of decryption is guaranteed in case the encryption/decryption
algorithms use the same tag.

A TBE scheme consists of the three algorithms (TKG,TEnc,TDec) with the
following syntax:

Key Generation: (pk, sk)← TKG(1λ)
Encryption: c ← TEnc(pk, t,m)
Decryption: m / ⊥ ← TDec(sk, t, c)

where TDec is deterministic, (pk, sk) is a public/secret key pair, t ∈ {0, 1}λ is a
tag, and c is a ciphertext encrypting a plaintext m under pk and t.

We require that for all λ ∈ N, all (pk, sk) output by TKG(1λ), all t ∈ {0, 1}λ,
and all m, if c← TEnc(pk, t,m), then we have TDec(sk, t, c) = m.

Weak CCA Security. Here, we recall the security definition for TBE called indis-
tinguishability against selective-tag weak chosen ciphertext attacks [Kil06], which
we call wCCA security, for short.

For a TBE scheme T = (TKG,TEnc,TDec) and an adversaryA = (A0,A1,A2),
we define the wCCA security experiment ExptwCCAT ,A(λ) as follows:

12



ExptwCCAT ,A(λ) :

(t∗, st0)← A0(1
λ)

(pk, sk)← TKG(1λ)

(m0,m1, st)← ATDec(sk·,·)
1 (pk, st0)

b← {0, 1}
c∗ ← TEnc(pk, t∗,mb)

b′ ← ATDec(sk,·,·)
2 (c∗, st)

Return (b′
?
= b).

In the experiment, it is required that |m0| = |m1|, and A1 and A2 are not allowed
to submit a decryption query (t, c) satisfying t = t∗.

Definition 4. We say that a TBE scheme T is wCCA secure if for all PPT
adversaries A, AdvwCCAT ,A(λ) := 2 · |Pr[ExptwCCAT ,A(λ) = 1]− 1/2| is negligible.

Connection to CCA Secure PKE. A wCCA secure TBE scheme can be combined
with a one-time signature scheme to construct a CCA secure PKE scheme [Kil06].
Hence, to obtain a CCA secure PKE scheme, it is sufficient to construct a wCCA
secure TBE scheme.

Theorem 2 ([Kil06]). If there exists a wCCA secure TBE scheme, then there
exists a CCA secure PKE scheme.

3.4 Tag-Based Equivocal Bit Commitment

Here, we introduce a definition of a tag-based variant of an equivocal bit com-
mitment scheme [DIO98], which we abbreviate as TBEQC. As explained in Sec-
tion 2, this primitive is useful for describing the Koppula-Waters type construc-
tion of PKE, and hence our proposed construction of a TBE scheme in Section 4.

A TBEQC scheme consists of the three PPT algorithms (CKG,Com,EQSetup)
with the following syntax:

Key Generation: ck ← CKG(1λ)
Commitment Generation: γ ← Com(ck, t, s)

EQ Mode Setup: (c̃k, γ̃, ρ̃0, ρ̃1)← EQSetup(1λ, t∗)

where ck is a commitment key, γ is a commitment of a message bit s ∈ {0, 1}
under ck and a tag t ∈ {0, 1}λ; c̃k and γ̃ are an equivocal commitment key
and an equivocal commitment, respectively, generated for a special (equivocal)
tag t∗ ∈ {0, 1}λ; ρ̃s is a randomness (for Com) that is consistent with γ̃ in the
sense that γ̃ looks like a commitment of s ∈ {0, 1} geuerated by using ρ̃s as a

randomness, under c̃k and t∗.

For a TBEQC scheme, we require that for all λ ∈ N, s ∈ {0, 1}, and t∗ ∈
{0, 1}λ, if (c̃k, γ̃, ρ̃0, ρ̃1)← EQSetup(1λ, t∗), then we have Com(c̃k, t∗, s; ρ̃s) = γ̃.
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Security. We require two kinds of security properties for a TBEQC scheme:
indistinguishability of the two modes and statistical binding in the EQ mode.

Definition 5. Let C = (CKG,Com,EQSetup) be a TBEQC scheme in which the
randomness space of Com is R. We say that C is secure if it satisfies the following
two security properties:

– (Indistinguishability of the two modes) For all PPT adversaries A =
(A1,A2),

AdvindC,A(λ) :=
∣∣∣Pr[ExptnormalC,A (λ) = 1]− Pr[ExpteqC,A(λ) = 1]

∣∣∣
is negligible, where the experiments ExptnormalC,A (λ) and ExpteqC,A(λ) are defined
as follows:

ExptnormalC,A (λ) :

(t∗, s, st)← A1(1
λ)

ck ← CKG(1λ)
ρ←R
γ ← Com(ck, t∗, s; ρ)
b′ ← A2(ck, γ, ρ, st)
Return b′.

ExpteqC,A(λ) :

(t∗, s, st)← A1(1
λ)

(c̃k, γ̃, ρ̃0, ρ̃1)← EQSetup(1λ, t∗)

b′ ← A2(c̃k, γ̃, ρ̃s, st)
Return b′.

– (Statistical binding in the EQ mode) The following quantity is negligible
in λ:

max
t∗∈{0,1}λ

Pr
(c̃k,γ̃,ρ̃0,ρ̃1)←EQSetup(1λ,t∗)

[
∃ρ0, ρ1 ∈ R and t ̸= t∗ s.t.

Com(c̃k, t, 0; ρ0) = Com(c̃k, t, 1; ρ1)

]
.

Instantiation from PRG. It is possible to construct a TBEQC scheme from
any PRG (and hence from any one-way function [HILL99]). Specifically, such a
construction appears as an “internal structure” of the constructions of a CCA
secure PKE scheme in [KW19,KMT19], which can be seen as a natural extension
of a (non-tag-based) equivocal commitment scheme based on Naor’s commitment
scheme [DIO98,Nao91] such that it supports tags. For completeness, we provide
its description and security proof in Appendix A.

Theorem 3. If there exists a one-way function, then there exists a secure TBEQC
scheme satisfying the two security properties (i.e. indistinguishability of the two
modes and statistical binding in the EQ mode).

3.5 Universal Hash Family and Leftover Hash Lemma

Average Min-entropy. Let (X ,Y) be a joint distribution. The average min-

entropy of X given Y, denoted by H̃∞(X|Y), is defined as follows:

H̃∞(X|Y) := − log2

(
E

y←Y

[
max

x
Pr[X = x|Y = y]

])
.
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Universal Hash Family. Let D and R be finite sets, and let H = {H : D → R}
be a family of functions. H is said to be a universal hash family, if for all distinct
x, x′ ∈ D, we have PrH←H[H(x) = H(x′)] ≤ |R|−1.

Leftover Hash Lemma. In this paper, we will use the following version of the
leftover hash lemma [HILL99].

Lemma 1 ([DRS04]). Let D and R be finite sets, and let H = {H : D → R}
be a universal hash family. Let (X ,Y) be a joint distribution such that X is
distributed over D. Then, for all (computationally unbounded) adversaries A,
we have∣∣∣Pr[A(DLHL-real

H,(X ,Y)) = 1]− Pr[A(DLHL-ideal
H,(X ,Y) ) = 1]

∣∣∣ ≤ 1

2

√
|R| · 2−H̃∞(X|Y),

where DLHL-real
H,(X ,Y) and DLHL-ideal

H,(X ,Y) are the distributions defined as follows:

DLHL-real
H,(X ,Y) :=

{
H ← H; (x, y)← (X ,Y); K∗ ← H(x) : (H, y,K∗)

}
,

DLHL-ideal
H,(X ,Y) :=

{
H ← H; (x, y)← (X ,Y); K∗ ← R : (H, y,K∗)

}
.

4 Chosen Ciphertext Security via BARGs

In this section, as our main technical result, we show how to construct a wCCA
secure TBE scheme from the combination of a CPA secure PKE scheme, a
TBEQC scheme, and a BARG.

4.1 Proposed Construction

The proposed TBE scheme uses the following primitives as building blocks:

– Let Π = (KG,Enc,Dec) be a PKE scheme whose plaintext space is {0, 1}λ.
For simplicity of notation and ease of understanding, we slightly abuse the
syntax and allow Enc to treat the invalidity symbol “⊥” as a plaintext.6

We denote the randomness space of Enc by Rλ, the public key size by ℓpk =
ℓpk(λ), and the ciphertext size by ℓc = ℓc(λ) when the security parameter is
λ.

– Let C = (CKG,Com,EQSetup) be a TBEQC scheme in which the randomness
space of Com is {0, 1}λ.7 We denote the commitment key size by ℓck = ℓck(λ)
and the commitment size by ℓcom = ℓcom(λ) when the security parameter is
λ.

6 This property can be generically achieved from a PKE scheme with plaintext space
{0, 1}λ+1, by putting a prefix indicator bit, say 1, to an ordinary plaintext in {0, 1}λ,
and encoding ⊥ as 0∥0λ.

7 Such a TBEQC scheme can be built from any PRG (and hence from any one-way
function). See the proof of Theorem 3.
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– Define the NP language L = {Lλ}λ∈N by

Lλ :=

{
(pk0, pk1, ck, t, c0, c1, γ)

∣∣∣∣ ∃(s, ρ, r) ∈ {0, 1} × {0, 1}λ ×Rλ s.t.
cs = Enc(pks, ρ; r) ∧ γ = Com(ck, t, s; ρ)

}
,

where pk0, pk1 ∈ {0, 1}ℓpk , ck ∈ {0, 1}ℓck , t ∈ {0, 1}λ, c0, c1 ∈ {0, 1}ℓc , and
γ ∈ {0, 1}ℓcom .
Let n (= poly(λ)) be a polynomial that denotes the bit-length of each state-
ment in Lλ. Namely, n = n(λ) := 2(ℓpk + ℓc) + ℓck + ℓcom + λ.

– Let P = (CRSG,BProve,BVerify) be a kϵ-succinct BARG (with any non-
negative constant ϵ < 1) for the above NP language L.
Since P is kϵ-succinct and n = poly(λ), there exists a polynomial p = p(λ)
such that the size of a proof π generated by BProve when proving the cor-
rectness of k statements in Lλ satisfies |π| ≤ p · kϵ.

– Let H = {H : {0, 1}κ → {0, 1}λ} be a universal hash family, where κ = κ(λ)
is any polynomial satisfying the following inequality:

κ ≥ max
{
(2p)

1
1−ϵ , 6λ

}
. (4)

Using the above building blocks, the proposed TBE scheme T = (TKG,TEnc,
TDec) with a plaintext space {0, 1}λ is constructed as in Fig. 1. We note that if
one wants to encrypt a longer plaintext, one can use the value H(s) computed in
TEnc as a key for symmetric-key encryption to encrypt the plaintext. We omit
such an extension for simplicity.

The correctness and wCCA security of the TBE scheme T is guaranteed by
the following theorems.

Theorem 4. If the PKE scheme Π and the BARG P satisfy correctness, then
so does the TBE scheme T .

Theorem 5. Assume that the PKE scheme Π is CPA secure, C is a secure
TBEQC scheme, and the BARG P satisfies semi-adaptive soundness. Then, the
TBE scheme T is wCCA secure.

The proofs of Theorems 4 and 5 are provided in Sections 4.2 and 4.3, respectively.
As a direct corollary of the above theorems and Theorems 2 and 3, we obtain

our main result: a new set of generic primitives whose existence implies the
existence of a CCA secure PKE scheme.

Theorem 6. Let ϵ < 1 be any non-negative constant. If there exist a CPA
secure PKE scheme and a kϵ-succinct BARG for NP satisfying semi-adaptive
soundness, then there exists a CCA secure PKE scheme.

4.2 Proof of Theorem 4 (Correctness)

Suppose C = ((c0i , c
1
i , γi)i, π, cm) is output by TEnc(PK, t,m), and consider the

behavior of TDec(SK, t, C). Firstly, the correctness of the BARG P implies that

16



TKG(1λ) :
∀v ∈ {0, 1} : (pkv, skv)← KG(1λ)
∀i ∈ [κ] : cki ← CKG(1λ)
crs← CRSG(1λ, κ, n)
H ← H
PK ← (pk0, pk1, (cki)i, crs,H)
SK ← (sk0, PK)
Return (PK,SK).

TEnc(PK, t,m) :
(pk0, pk1, (cki)i, crs,H)← PK
s = (s1, . . . , sκ)← {0, 1}κ
∀i ∈ [κ] :

r0i , r
1
i ←Rλ; ρ0i , ρ

1
i ← {0, 1}λ (∗)

(M0
i , M1

i )←

{
(ρ0i , ⊥) if si = 0

(⊥, ρ1i ) if si = 1

∀v ∈ {0, 1} : cvi ← Enc(pkv,Mv
i ; r

v
i )

γi ← Com(cki, t, si; ρ
si
i )

xi ← (pk0, pk1, cki, t, c
0
i , c

1
i , γi)

wi ← (si, ρ
si
i , rsii ) (†)

π ← BProve(crs, (xi)i, (wi)i)
cm ← H(s)⊕m
C ← ((c0i , c

1
i , γi)i, π, cm)

Return C.

TDec(SK, t, C) :
(sk0, PK)← SK
(pk0, pk1, (cki)i, crs,H)← PK
((c0i , c

1
i , γi)i, π, cm)← C

∀i ∈ [κ] : xi ← (pk0, pk1, cki, t, c
0
i , c

1
i , γi)

If BVerify(crs, (xi)i, π) = ⊥
then return ⊥.

∀i ∈ [κ] :

si ←

0
if Dec(sk0, c0i ) = ρ0i ̸= ⊥
∧ Com(cki, t, 0; ρ

0
i ) = γi

1 otherwise

s← (s1, . . . , sκ)
m← H(s)⊕ cm.
Return m.

Fig. 1. Construction of a wCCA secure TBE scheme based on a CPA secure PKE
scheme, a TBEQC scheme, and a BARG. The notation like (Xi)i is an abbreviation
for (Xi)i∈[κ].

(∗) ρ1−si
i is never used in an execution of TEnc, but is included to ease

the explanation in the security proof. (†) Each wi is a witness for xi ∈ Lλ.

BVerify in TDec outputs ⊤. Secondly, for the positions i ∈ [κ] for which si = 0,
c0i encrypts the commitment randomness ρ0i ∈ {0, 1}λ, and γi is a commitment
of 0 using ρ0i , and thus the correctness of the PKE scheme Π implies that TDec
recovers si = 0. Thirdly, for the positions i ∈ [κ] for which si = 1, c0i encrypts
⊥, and thus again the correctness of Π implies that TDec recovers si = 1.
Therefore, the s = (s1, . . . , sκ) ∈ {0, 1}κ recovered in TDec is exactly the same
as the one used in TEnc to generate C, which implies that TDec finally outputs
H(s)⊕ cm = m. ⊓⊔ (Theorem 4)

4.3 Proof of Theorem 5 (wCCA Security)

Let A = (A0,A1,A2) be an arbitrary PPT adversary that attacks the wCCA
security of the TBE scheme T . We will show that AdvwCCAT ,A(λ) is negligible.

For this A, we consider a sequence of the following six games.8

8 In the following, we put an asterisk (*) for the values related to the generation of
the challenge ciphertext C∗ = ((c∗0i , c∗1i , γ∗

i )i, π
∗, c∗m). Furthermore, the steps that

are not explicitly mentioned are untouched and unchanged from the previous game.
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Game 1: This game is ExptwccaT ,A(λ) itself. In the following, for each t ∈ [6], let
St be the event that A2 succeeds in guessing the challenge bit (i.e. b′ = b occurs)
in Game t. By definition, we have AdvwCCAT ,A(λ) = 2 · |Pr[S1]− 1/2|.

For completeness, we give a detailed description of Game 1. At the beginning,
(t∗, st0) ← A0(1

λ) is executed. Next, the key pair (PK,SK) is generated as
follows:

1. For each v ∈ {0, 1}, compute (pkv, skv)← KG(1λ).
2. For each i ∈ [κ], compute cki ← CKG(1λ).
3. Compute crs← CRSG(1λ, κ, n).
4. Pick H ← H.
5. Set PK = (pk0, pk1, (cki)i, crs,H) and SK = (sk0, PK).

Then, A1(PK, st0) is executed. At this point, A1 may start making decryption
queries (t, C = ((c0i , c

1
i , γi)i, π, cm)) with t ̸= t∗. Each of the decryption queries

is responded as follows:

1. For each i ∈ [κ], set xi = (pk0, pk1, cki, t, c
0
i , c

1
i , γi).

2. Run BVerify(crs, (xi)i, π). If the result is ⊥, then return ⊥ to A1.
3. For each i ∈ [κ], compute si ∈ {0, 1} as follows:

si ←

{
0 if Dec(sk0, c0i ) = ρ0i ̸= ⊥ ∧ Com(cki, t, 0; ρ

0
i ) = γi

1 otherwise
. (5)

4. Set s = (s1, . . . , sκ) ∈ {0, 1}κ.
5. Return m = H(s)⊕ cm to A1.

At some point, A1 terminates with output (m0,m1, st). Next, the challenge bit
b← {0, 1} is picked, and the challenge ciphertext C∗ = ((c∗0i , c∗1i , γ∗i )i, π

∗, c∗m) is
computed as follows:

1. Pick s∗ = (s∗1, . . . , s
∗
κ)← {0, 1}κ.

2. For each i ∈ [κ], do the following:

(a) Pick r∗0i , r∗1i ← Rλ and ρ∗0i , ρ∗1i ← {0, 1}λ.

(b) Set (M∗0i , M∗1i )←

{
(ρ∗0i , ⊥) if s∗i = 0

(⊥, ρ∗1i ) if s∗i = 1
.

(c) For both v ∈ {0, 1}, compute c∗vi ← Enc(pkv,M∗vi ; r∗vi ).

(d) Compute γ∗i ← Com(cki, t
∗, s∗i ; ρ

∗(s∗i )
i ).

(e) Set x∗i = (pk0, pk1, cki, t
∗
i , c
∗0
i , c∗1i , γ∗i ) and w∗i = (s∗i , ρ

∗(s∗i )
i , r

∗(s∗i )
i ).

3. Compute π∗ ← BProve(crs, (x∗i )i, (w
∗
i )i).

4. Compute c∗m = H(s∗)⊕mb.

5. Set C∗ = ((c∗0i , c∗1i , γ∗i )i, π
∗, c∗m).

Then, A2(C
∗, st) is executed. A2’s decryption queries are responded in the same

way as for A1. Finally, at some point, A2 terminates with its guess bit b′ for b.
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Game 2: In this game, we modify some steps for generating PK and C∗ so that
we use the EQ mode of the underlying TBEQC scheme C. Specifically, for each
i ∈ [κ], we generate cki, γ

∗
i , ρ
∗0
i , and ρ∗1i by (cki, γ

∗
i , ρ
∗0
i , ρ∗1i )← EQSetup(1λ, t∗).

Note that in both Games 1 and 2, ρ
∗(1−s∗i )
i is information-theoretically hidden

from A’s view. Hence, from A’s viewpoint, the difference between these games

lies only in how the tuple (cki, γ
∗
i , ρ
∗(s∗i )
i ) is generated. Furthermore, this tuple

is indistinguishable between Games 1 and 2 due to the indistinguishability of
the two modes of the underlying TBEQC scheme C. Hence, applying a hybrid
argument regarding the index i ∈ [κ] yields that |Pr[S1] − Pr[S2]| is negligible.
(For completeness, we provide the reduction in Appendix B.1.)

Game 3: In this game, we modify a part of the steps for generating C∗. Specif-
ically, for each i ∈ [κ], we set the pair (M∗0i ,M∗1i ) as follows:

(
M∗0i , M∗1i

)
←


(
ρ∗0i , ρ∗1i

)
if s∗i = 0(

⊥, ρ∗1i

)
if s∗i = 1

.

By the above modification, in this and subsequent games, we always have M∗1i =
ρ∗1i . (However, we have not changed how M∗0i is generated.)

In both Games 2 and 3, sk1 is never used. Furthermore, for the indices i ∈ [κ]
at which s∗i = 0 holds, r∗1i is used only to generate c∗1i , and not used as part
of the witness w∗i . Hence, by the CPA security of the underlying PKE scheme
Π under pk1, we have that |Pr[S2]−Pr[S3]| is negligible. (For completeness, we
provide the reduction in Appendix B.2.)

Game 4: In this game, we modify the decryption oracle so that it decrypts a
queried ciphertext by using sk1, instead of using sk0. Specifically, the step for
computing each si in the decryption oracle is now changed as follows:

si ←

{
1 if Dec(sk1, c1i ) = ρ1i ̸= ⊥ ∧ Com(cki, t, 1; ρ

1
i ) = γi

0 otherwise
. (6)

We will later show in Lemma 2 that |Pr[S3]−Pr[S4]| is negligible by the statistical
binding in the EQ mode of the underlying TBEQC scheme C and the semi-
adaptive soundness of the underlying BARG P.

Game 5: In this game, we again modify a part of the steps for generating C∗.
Specifically, for each i ∈ [κ], we set the pair (M∗0i ,M∗1i ) as follows, now regardless
of whether s∗i = 0 or s∗i = 1:(

M∗0i , M∗1i

)
←

(
ρ∗0i , ρ∗1i

)
.

By the above modification, we now always have M∗0i = ρ∗0i .
In both Games 4 and 5, sk0 is never used. Furthermore, for the indices i ∈ [κ]

at which s∗i = 1 holds, r∗0i is used only to generate c∗0i , and not used as part of
the witness w∗i . Hence, by the CPA security of the underlying PKE scheme Π
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under pk0, we have that |Pr[S4] − Pr[S5]| is negligible. (The reduction is very
similarly to that between Games 2 and 3, and thus omitted.)

Moreover, observe that in Game 5, c∗v is an encryption ofM∗vi = ρ∗vi for every
(i, v) ∈ [κ]× {0, 1}. Furthermore, γ∗i is generated by using EQSetup in Game 5.
These mean that the components (c∗0i , c∗1i , γ∗i )i in the challenge ciphertext C∗

do not depend on the value s∗ = (s∗1, . . . , s
∗
κ). Put differently, in Game 5, the

only components of C∗ that are dependent on s∗, are the BARG proof π∗ and
the last component c∗m = H(s∗)⊕mb.

Game 6: In this game, we further modify a part of the steps for generating
C∗. Specifically, we pick K∗ ← {0, 1}λ uniformly at random and compute c∗m ←
K∗ ⊕mb, instead of c∗m ← H(s∗)⊕mb.

Since the information of the challenge bit b is completely hidden from A’s
view in Game 6, we have Pr[S6] = 1/2.

We will later show in Lemma 3 that the leftover hash lemma (Lemma 1)
implies that |Pr[S5]− Pr[S6]| ≤ 2−λ−1 and thus is negligible.

The above completes the description of the games. To complete the proof, it
remains to show that |Pr[S3]−Pr[S4]| and |Pr[S5]−Pr[S6]| are negligible, which
we show as Lemmas 2 and 3, respectively, in the following.

Lemma 2. |Pr[S3] − Pr[S4]| is negligible by the statistical binding in the EQ
mode of the underlying TBEQC scheme C and the semi-adaptive soundness of
the underlying BARG P.

Proof of Lemma 2. For a decryption query (t, C = ((c0i , c
1
i , γi)i, π, cm)) made

by A that is not rejected by the verification of π, let ρ0i = Dec(sk0i , c
0
i ) (resp.

ρ1i = Dec(sk1i , c
1
i )), and let s0i (resp. s1i ) be the i-th bit of s computed as in

Eq. (5) (resp. Eq. (6)) for each i ∈ [κ]. Furthermore, for each i ∈ [κ], let xi =
(pk0, pk1, cki, t, c

0
i , c

1
i , γi).

Note that Games 3 and 4 behave identically unless A submits at least one
decryption query that simultaneously satisfies the following conditions (since
otherwise the answer of the decryption oracle in both games is identical):

– BVerify(crs, (xi)i, π) = ⊤.
– There exists an index j ∈ [κ] at which s0j ̸= s1j holds.

Let us call such a decryption query critical, and call the index j satisfying the
second condition the critical index.9

We further classify critical queries. We call a critical query Type-1 if (s0j , s
1
j ) =

(0, 1) holds at the critical index j, and otherwise (i.e. if (s0j , s
1
j ) = (1, 0)), we call

the query Type-2. Let us denote the events that A submits at least one critical
(resp, Type-1 critical, Type-2 critical) query in Game t ∈ {3, 4} by Qt (resp.

Q
(1)
t , Q

(2)
t ). Then, by definition, we have

|Pr[S3]− Pr[S4]| ≤ Pr[Q4] = Pr[Q3] ≤ Pr[Q
(1)
3 ] + Pr[Q

(2)
3 ].

9 If there are multiple indices j ∈ [κ] satisfying the second condition, then we focus on
the smallest one among them to make a critical index unique to each critical query.
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Below, we show that the probability that A submits either of the above types
of critical queries in Game 3 is negligible.

If A submits a Type-1 critical query, then by the definitions of Eqs. (5) and
(6), the pair ρ0j and ρ1j simultaneously satisfies ρ0j ̸= ⊥, ρ1j ̸= ⊥, and γj =

Com(ckj , t, 0; ρ
0
j ) = Com(ckj , t, 1; ρ

1
j ). However, by the statistical binding in the

EQ mode of the underlying TBEQC scheme C, the probability that such a pair
ρ0j , ρ

1
j (and the tag t ̸= t∗) exists is negligible. Hence, the chance that A can

submit a Type-1 critical query, namely Pr[Q
(1)
3 ], is negligible.

On the other hand, if A submits a Type-2 critical query, then Eq. (5) and
s0j = 1 imply that either of the following conditions (a) and (b) holds:

(a) ρ0j = ⊥.
(b) ρ0j ̸= ⊥ ∧ Com(ckj , t, 0; ρ

0
j ) ̸= γj .

Symmetrically, Eq. (6) and s1j = 0 imply that either of the following conditions
(c) and (d) holds:

(c) ρ1j = ⊥.
(d) ρ1j ̸= ⊥ ∧ Com(ckj , t, 1; ρ

1
j ) ̸= γj .

However, the combination of “(a) or (b)” AND “(c) or (d)”, implies that there
exists no tuple (s, ρ, r) ∈ {0, 1} × {0, 1}λ × Rλ that simultaneously satisfies
Enc(pks, ρ; r) = csj and Com(ckj , s; ρ) = γj , which in turn implies xj /∈ Lλ.
Hence, if A submits a Type-2 critical query with non-negligible probability, we
can use A to break the semi-adaptive soundness of the underlying BARG P
with non-negligible probability. More specifically, consider the following PPT
adversary B = (B1,B2) against the semi-adaptive soundness of the underlying
BARG P:

B1(1λ) picks i∗ ∈ [κ] uniformly at random, stores i∗ to st, and terminates
with output (κ, n, i∗, st); B2(crs, st) generates all the values (except for crs that
it received as input) as in Game 3, and simulates Game 3 for A. When A2

terminates, B2 checks if A has made a critical query whose critical index is i∗

(which can be checked by B2 itself using sk0 and sk1). If such a decryption
query has not been made, then B2 simply gives up and aborts. Otherwise, B2
sets xi = (pk0, pk1, cki, t, c

0
i , c

1
i , γi) for each i ∈ [κ] from the found critical query

and the materials used to simulate Game 3, and also extracts the BARG proof
π contained in the clear in the query. Finally, B2 terminates with output (xi)i
and π.

It is easy to see that B can simulate Game 3 perfectly for A, and there-

fore the probability that A submits a Type-2 critical query is exactly Pr[Q
(2)
3 ].

Conditioned on that A has submitted a Type-2 critical query, the probability
that its critical index is i∗, is at least 1/κ, since i∗ is information-theoretically
hidden from A. Therefore, the probability that B succeeds in breaking the semi-

adaptive soundness of P is at least (1/κ) ·Pr[Q(2)
3 ]. Since B is PPT and thus this

probability must be negligible, we can conclude that Pr[Q
(2)
3 ] is negligible.
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Putting things together, due to the statistical binding in the EQ mode of the
underlying TBEQC scheme C and the semi-adaptive soundness of the underlying

BARG P, Pr[Q(1)
3 ] + Pr[Q

(2)
3 ] is bounded to be negligible, which in turn implies

that |Pr[S3]− Pr[S4]| is negligible as well. ⊓⊔ (Lemma 2)

Lemma 3. |Pr[S5]− Pr[S6]| ≤ 2−λ−1.

Proof of Lemma 3. We will rely on the leftover hash lemma (Lemma 1). As a
preparation, consider the values s∗ ∈ {0, 1}κ and y generated by the following
procedure, which generates the key materials and the components of the chal-
lenge ciphertext except for H and c∗m in the same way as Game 5 and Game 6:

(t∗, st0)← A0(1
λ)

∀v ∈ {0, 1} : (pkv, skv)← KG(1λ)
∀i ∈ [κ] : (cki, γ

∗
i , ρ
∗0
i , ρ∗1i )← EQSetup(1λ, t∗)

crs← CRSG(1λ, κ, n)
∀(i, v) ∈ [κ]× {0, 1} :
r∗vi ← Rλ

c∗vi ← Enc(pkv, ρ∗vi ; r∗vi )
∀i ∈ [κ] : x∗i ← (pk0, pk1, cki, t

∗, c∗0i , c∗1i , γ∗i )
s∗ = (s∗1, . . . , s

∗
κ)← {0, 1}κ

∀i ∈ [κ] : w∗i ← (s∗i , ρ
∗(s∗i )
i , r

∗(s∗i )
i )

π∗ ← BProve(crs, (x∗i )i, (w
∗
i )i)

y ← (pk0, pk1, (cki)i, crs, (c
∗0
i , c∗1i , γ∗i )i, π

∗, sk1, st0)

Now, let S∗ (resp. Y) denote the distribution of s∗ (resp. y) generated by
the above procedure. Then, (S∗,Y) forms a joint distribution such that the only

component of y that is dependent on s∗ is π∗. Hence, we have H̃∞(S∗|Y) ≥
κ − |π∗|. Furthermore, due to the kϵ-succinctness of the underlying BARG P
and the definition of κ (Eq. (4)), we have |π∗| ≤ p · κϵ. Combined together, we
have

H̃∞(S∗|Y) ≥ κ− p · κϵ = κ · (1− p · κϵ−1)
(∗)
≥ κ · 1

2

(†)
≥ 3λ, (7)

where the inequality (∗) uses κ ≥ (2p)
1

1−ϵ ⇔ 1−p·κϵ−1 ≥ 1/2, and the inequality
(†) uses κ ≥ 6λ.

For the above joint distribution (S∗,Y), we consider an adversary (distin-
guisher) B that takes as input (H, y,K∗) that was generated according to one
of the two distributions DLHL-real

H,(S∗,Y) and DLHL-ideal
H,(S∗,Y) considered in Lemma 1 (and

hence, either K∗ is H(s∗) or completely random), and tries to distinguish them.
The description of B is as follows.

B receives H, y = (pk0, pk1, (cki)i, crs, (c
∗0
i , c∗1i , γ∗i )i, π

∗, sk1, st0), and K∗

as input. B then sets PK = (pk0, pk1, (cki)i, crs,H), and runs A1(PK, st0).
For decryption queries (t, C) from A1, B responds to each of them using sk1

in exactly the same way as the decryption oracle in Game 5 does. When A1

terminates with output (m0,m1, st), B picks b← {0, 1}, sets c∗m ← K∗⊕mb and
C∗ ← ((c∗0i , c∗1i , γ∗i )i, π

∗, c∗m). Then, B runs A2(C
∗, st), where A2’s decryption
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queries are answered as above. When A2 terminates with output b′, B sets β′ ←
(b′

?
= b) and terminates with output β′.

If B’s input is sampled according to DLHL-real
H,(S∗,Y), then B simulates Game 5

(where c∗m is computed as c∗m = H(s∗)⊕mb) perfectly for A. On the other hand,
if B’s input is sampled according to DLHL-ideal

H,(S∗,Y) , B simulates Game 6 (where c∗m is

computed as c∗m = K∗⊕mb with a random K∗ ∈ {0, 1}λ) perfectly for A. Since
B outputs 1 only when b′ = b occurs, we have Pr[B(DLHL-real

H,(S∗,Y)) = 1] = Pr[S5]

and Pr[B(DLHL-ideal
H,(S∗,Y)) = 1] = Pr[S6].

Then, the leftover hash lemma (Lemma 1) yields the desired inequality as
follows:∣∣∣Pr[S5]− Pr[S6]| =

∣∣∣Pr[B(DLHL-real
H,(S∗,Y)) = 1]− Pr[B(DLHL-ideal

H,(S∗,Y)) = 1]
∣∣∣

≤ 1

2
·
√
2λ · 2−H̃∞(S∗|Y)

(∗)
≤ 2−λ−1,

where the inequality (*) uses Eq. (7). ⊓⊔ (Lemma 3)

As we have seen, for every t ∈ [5], we have that |Pr[St]−Pr[St+1]| is negligible
and that |Pr[S6]− 1/2| = 0. This, together with the triangle inequality, implies
that AdvwCCAT ,A(λ) = 2 · |Pr[S1]− 1/2| is negligible as well. Hence, we can conclude
that T is wCCA secure. ⊓⊔ (Theorem 5)

Remark on Privately-Verifiable BARGs. Our proposed construction uses a BARG
that is publicly verifiable, meaning that to verify a BARG proof π, the verifica-
tion algorithm BVerify need not use any secret state (called a verification key)
that cannot be made public to satisfy its semi-adaptive soundness. Note that
any publicly-verifiable argument/proof system is also a privately-verifiable one
by considering an empty verification key, while the converse is not true in general,
and thus the latter is potentially easier to achieve/construct than the former.
Thus, it is natural to ask whether we can use a privately-verifiable BARG in our
proposed construction.

It is not hard to observe that even if we replace the publicly-verifiable BARG
in our proposed TBE construction with a privately-verifiable one so that the
verification key (generated together with crs) is included as part of a secret
key for the constructed TBE scheme, then the security proof for such modi-
fied construction still goes through, as long as the underlying privately-verifiable
BARG satisfies a reusable variant of semi-adaptive soundness, in the security
experiment of which an adversary (cheating prover) is given access to the verifi-
cation oracle (as many times as it wants) but is not given the secret verification
key itself.10 To see this, note that the only place we rely on the semi-adaptive
soundness of the underlying BARG in the proof of Theorem 5 is in the proof of
Lemma 2, and the reduction algorithm B attacking semi-adaptive soundness of

10 For completeness, we give the formal definition for a privately-verifiable BARG and
its reusable semi-adaptive soundness in Appendix C.
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the underlying BARG considered there can work (without having the secret key
verification by itself) as long as it has access to the verification oracle. There-
fore, a privately-verifiable BARG satisfying reusable semi-adaptive soundness
suffices for constructing a wCCA secure TBE scheme, and also a CCA secure
PKE scheme.

Note that any publicly-verifiable BARG with semi-adaptive soundness is also
a privately-verifiable one with reusable semi-adaptive soundness, since simulat-
ing the verification oracle is trivial in the publicly verifiable setting. At the
moment we do not know whether a privately-verifiable BARG with reusable
semi-adaptive soundness is easier to construct than a publicly-verifiable BARG,
and we would like to leave it as an interesting open problem.
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A Constructing TBEQC from PRG

Let us first quickly recall the formal definition of a PRG.

Definition 6. Let ℓ = ℓ(λ) > λ, and let G : {0, 1}∗ → {0, 1}∗ be an efficiently
computable function such that |G(x)| = ℓ(|x|) for all x ∈ {0, 1}∗. We say that G
is a secure pseudorandom generator (PRG), if for all PPT adversaries A, the
following difference is negligible:∣∣∣ Pr

x←{0,1}λ
[A(1λ,G(x)) = 1]− Pr

y←{0,1}ℓ
[A(1λ, y) = 1]

∣∣∣.
Proof of Theorem 3. Here, we show a construction of a TBEQC scheme from
a PRG, which is sufficient for the proof of Theorem 3 due to the connection
between a PRG and a one-way function [HILL99].

Let G : {0, 1}λ → {0, 1}4λ be a PRG. Using G as a building block, we
construct a TBEQC scheme C = (CKG,Com,EQSetup) in which the randomness
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CKG(1λ) :
A,B← {0, 1}4λ
ck ← (A,B)
Return ck.

Com(ck, t, s ∈ {0, 1}) :
(A,B)← ck

ρ← {0, 1}λ
γ ← G(ρ) + s · (A+ B · t)

=

{
G(ρ) if s = 0

G(ρ) + A+ B · t if s = 1

Return γ.

EQSetup(1λ, t∗) :
B← {0, 1}4λ
ρ̃0, ρ̃1 ← {0, 1}λ
A← G(ρ̃0)− G(ρ̃1)− B · t∗

c̃k ← (A,B)
γ̃ ← G(ρ̃0)

Return (c̃k, γ̃, ρ̃0, ρ̃1).

Fig. 2. Construction of a TBEQC scheme based on a PRG. In the figure, arithmetic
is over GF (24λ), and the tags are mapped to GF (24λ) by some injection.

space of Com is {0, 1}λ, as described in Fig. 2.11 In the figure, we identify {0, 1}4λ
with GF (24λ) so that arithmetic is over GF (24λ). Futhermore, we implicitly
assume that tags t ∈ {0, 1}λ are mapped to GF (24λ) by some injection.

In the following, we show that C satisfies the two security properties of a
TBEQC scheme.

Indistinguishability of the Two Modes. Let A = (A1,A2) be an arbitrary PPT
adversary. For A, we will consider a sequence of four games below where the first
(resp. last) game is exactly ExptnormalC,A (λ) (resp. ExpteqC,A(λ)), and show that the
probability that A2 finally outputs 1 in the first game is negligibly close to that
in the last game.12

Game 1: This game is ExptnormalC,A (λ) itself. In the following, for each t ∈ [4], let
Xt be the event that A2 outputs 1 in Game t. By definition, we have Pr[X1] =
Pr[ExptnormalC,A (λ) = 1].

For completeness, we describe the details of Game 1.

1. Run (t∗, s, st)← A1(1
λ).

2. Pick A,B← {0, 1}4λ, and set ck = (A,B).
3. Pick ρ← {0, 1}λ, and compute γ ← G(ρ) + s · (A+ B · t∗).
4. Run b′ ← A2(ck, γ, ρ).

Game 2: In this game, we pick ρ̃0, ρ̃1 ∈ {0, 1}λ uniformly at random, and then
generate γ as follows:

γ ← G(ρ̃s) + s · (A+ B · t∗).

Furthermore, we replace ρ in A2’s input in Game 1 with ρ̃s.
Note that the distribution of A2’s input in Game 2 is identical to that in

Game 1. Hence, we have Pr[X2] = Pr[X1].

11 If multiple commitment keys are setup, then the value B can be shared among all
the keys. We do not introduce such a variant for simplicity of exposition.

12 In the following, the steps that are not explicitly mentioned are untouched and
unchanged from the previous game.
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Game 3: In this game, we pick R ∈ {0, 1}4λ uniformly at random, and then
generate A as follows:

A←

{
G(ρ̃0)−R− B · t∗ if s = 0

R− G(ρ̃1)− B · t∗ if s = 1
.

Note that in this game, regardless of whether s = 0 or s = 1, A is distributed
uniformly and independently of any other values due to the mask by R. Hence,
the distribution of A2’s input in Game 3 is identical to that in Game 2, and we
have Pr[X3] = Pr[X2].

Game 4: In this game, we generate R by R← G(ρ̃1−s).
Note that in Game 3, ρ̃1−s is information-theoretically hidden from A’s view.

Hence, by the security of the PRG G, |Pr[X4]− Pr[X3]| is negligible.
Finally, note that Game 4 is identical to ExpteqC,A(λ). Indeed, in Game 4, A

is generated as A← G(ρ̃0)− G(ρ̃1)− B · t∗ regardless of whether s = 0 or s = 1.
Furthermore, if s = 0 then γ = G(ρ̃0) by definition. That γ = G(ρ̃0) holds even
if s = 1 can be checked as follows:

γ = G(ρ̃1) + A+ B · t∗

= G(ρ̃1) +
(
G(ρ̃0)− G(ρ̃1)− B · t∗

)
+ B · t∗

= G(ρ̃0)

Therefore, we have Pr[X4] = Pr[ExpteqC,A(λ) = 1].

By the above arguments and the triangle inequality, we can conclude that
|Pr[ExptnormalC,A (λ) = 1] − Pr[ExpteqC,A(λ) = 1]| = |Pr[X1] − Pr[X4]| is negligible.
Hence, C satisfies the indistinguishability of the two modes.

Statistical Binding in the EQ Mode. Fix arbitrarily a tag t∗ ∈ {0, 1}λ and the
values ρ̃0, ρ̃1 ∈ {0, 1}λ generated in an execution of EQSetup(1λ, t∗). Using t∗,
ρ̃0, and ρ̃1, we define the function ft∗,ρ̃0,ρ̃1

: ({0, 1}λ \{t∗})×{0, 1}λ×{0, 1}λ →
{0, 1}4λ by

ft∗,ρ̃0,ρ̃1
(t, ρ0, ρ1) :=

G(ρ0)− G(ρ1)− G(ρ̃0) + G(ρ̃1)

t− t∗
.

Now, let us call B ∈ {0, 1}4λ bad if it belongs to the image of ft∗,ρ̃0,ρ̃1
. Otherwise,

we call B good. Note that the size of the image of ft∗,ρ̃0,ρ̃1
is at most 23λ. Hence,

when EQSetup(1λ, t∗) is executed in which B ∈ {0, 1}4λ is chosen uniformly at
random, the probability that B is bad is at most 23λ/24λ = 2−λ and hence
negligible.

In the following, we show that in case c̃k = (A,B) with a good B is generated
by an execution of EQSetup(1λ, t∗), there exists no tuple (t, ρ0, ρ1) ∈ ({0, 1}λ \
{t∗})× {0, 1}λ × {0, 1}λ satisfying Com(c̃k, t, 0; ρ0) = Com(c̃k, t, 1; ρ1).
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Due to the condition that B is good, for any ρ0, ρ1 ∈ {0, 1}λ and t ∈ {0, 1}λ \
{t∗}, we have

B ̸= ft∗,ρ̃0,ρ̃1
(t, ρ0, ρ1) =

G(ρ0)− G(ρ1)− G(ρ̃0) + G(ρ̃1)

t− t∗

⇐⇒ G(ρ0) ̸= G(ρ1) +
(
G(ρ̃0)− G(ρ̃1)− B · t∗

)
+ B · t

= G(ρ1) + A+ B · t

⇐⇒ Com(c̃k, t, 0; ρ0) ̸= Com(c̃k, t, 1; ρ1).

Hence, for any t∗, unless c̃k contains a bad B, no commitment generated un-
der c̃k and t ̸= t∗ can be opened to both of 0 and 1. Furthermore, as seen
above, the probability that c̃k with a bad B is generated in an execution of
EQSetup(1λ, t∗) is negligible. Hence, C satisfies statistical binding in the EQ
mode. ⊓⊔ (Theorem 3)

B Omitted Proofs

B.1 Game 1 vs. Game 2

Here, we show that |Pr[S1]−Pr[S2]| is negligible due to the indistinguishability
of the two modes of the underlying TBEQC scheme C.

Let A = (A0,A1,A2) be the wCCA adversary considered in the proof of
Theorem 5. Using A as a building block, we construct a reduction algorithm B =
(B1,B2) attacking the indistinguishability of the two modes of the underlying
TBEQC scheme C.

B1(1λ): B1 initially runs (t∗, st0) ← A0(1
λ). Then, B1 picks s∗ = (s∗1, . . . , s

∗
κ) ∈

{0, 1}κ and u ∈ [κ] uniformly at random. Finally, B1 sets stB as all the values
known to B1, and terminates with output (t∗, s∗u, stB).

B2(ck′, γ′, ρ′, stB): B2 generates the key materials and the components of the
challenge ciphertexts C∗ (except for c∗m) as follows13:
1. For each v ∈ {0, 1}, compute (pkv, skv)← KG(1λ).

2. For each i ∈ [κ], generate (cki, γ
∗
i , ρ
∗(s∗i )
i ) as follows:

– If i < u, compute (c̃ki, γ̃i, ρ̃
0
i , ρ̃

1
i )← EQSetup(1λ, t∗), and set

(cki, γ
∗
i , ρ
∗(s∗i )
i )← (c̃ki, γ̃i, ρ̃

(s∗i )
i ).

– If i = u, set (cku, γ
∗
u, ρ
∗(s∗u)
u )← (ck′, γ′, ρ′).

– If i > u, pick ρ
∗(s∗i )
i ← {0, 1}λ, and then compute cki ← CKG(1λ)

and γ∗i ← Com(cki, t
∗, s∗i ; ρ

∗(s∗i )
i ).

3. Compute crs← CRSG(1λ, κ, n).
4. Pick H ← H.

13 Note that the values {ρ(1−s∗i )
i }i∈[κ] are not at all used in Games 1 and 2, and thus

B2 here do not generate them.
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5. Set PK = (pk0, pk1, (cki)i, crs,H) and SK = (sk0, PK).
6. For each i ∈ [κ], do the following:

(a) Pick r∗0i , r∗1i ← Rλ.

(b) Set (M∗0i , M∗1i )←

{
(ρ∗0i , ⊥) if s∗i = 0

(⊥, ρ∗1i ) if s∗i = 1
.

(c) For both v ∈ {0, 1}, compute c∗vi ← Enc(pkv,M∗vi ; r∗vi ).

(d) Set x∗i = (pk0, pk1, cki, t
∗
i , c
∗0
i , c∗1i , γ∗i ) and w∗i = (s∗i , ρ

∗(s∗i )
i , r

∗(s∗i )
i ).

7. Compute π∗ ← BProve(crs, (x∗i )i, (w
∗
i )i).

Then, B2 runs (m0,m1, st) ← A1(PK, st0), where B2 answers A1’s decryp-
tion queries using SK. B2 picks the challenge bit b ← {0, 1}, computes
c∗m ← H(s∗) ⊕ mb, and sets C∗ = ((c∗0i , c∗1i , γ∗i )i, π

∗, c∗m). B2 then runs
b′ ← A2(C

∗, st), where A2’s decryption queries are responded as before.
Finally, at some point, A2 terminates with its guess bit b′ for b. B2 sets

β′ ← (b′
?
= b), and terminates with output β′.

The above completes the description of B. It is not hard to see the following
facts:

– If B runs in ExptnormalC,B (λ) and the value u picked by B1 at the beginning is
u = 1, then B simulates Game 1 perfectly for A. Therefore, the probability
that B outputs β′ = 1 is equivalent to the probability that A succeeds in
Game 1, namely, Pr[ExptnormalC,B (λ) = 1|u = 1] = Pr[S1].

– If B runs in ExpteqC,B(λ) and the value u picked by B1 at the begining is u = κ,
then B simulates Game 2 perfectly for A. Therefore, the probability that B
outputs β′ = 1 is equivalent to the probability that A succeeds in Game 2,
namely, Pr[ExpteqC,B(λ) = 1|u = κ] = Pr[S2].

– From A’s view point, for any j ∈ {1, . . . , κ − 1}, the experiment simulated
by B in the following situations is identically distributed:
• B runs in ExptnormalC,B (λ) and the value u picked by B1 at the beginning is

u = j + 1.
• B runs in ExpteqC,B(λ) and the value u picked by B1 at the beginning is
u = j.

Hence, in these situations, the probability that A succeeds in guessing the
challenge bit, and consequently B outputs 1, is identical. That is, we have
Pr[ExptnormalC,B (λ) = 1|u = j + 1] = Pr[ExpteqC,B(λ) = 1|u = j].

Hence, we can compute B’s advantage against the indistinguishability of the
two modes as follows.

AdvindC,B(λ) =
∣∣∣Pr[ExptnormalC,B (λ) = 1]− Pr[ExpteqC,B(λ) = 1]

∣∣∣
=

∣∣∣∑
j∈[κ]

Pr[u = j] ·
(
Pr[ExptnormalC,B (λ) = 1|u = j]− Pr[ExpteqC,B(λ) = 1|u = j]

)∣∣∣
=

1

κ
·
∣∣∣Pr[ExptnormalC,B (λ) = 1|u = 1]− Pr[ExpteqC,B(λ) = 1|u = κ]

∣∣∣
=

∣∣∣Pr[S1]− Pr[S2]
∣∣∣.
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Since C satisfies the indistinguishability of the two modes, AdvindC,B(λ) is negligible,
and thus |Pr[S1]− Pr[S2]| must be negligible.

B.2 Game 2 vs. Game 3

Here, we show that |Pr[S2]−Pr[S3]| is negligible due to the CPA security of the
underlying PKE scheme Π.

Let A = (A0,A1,A2) be the wCCA adversary considered in the proof of
Theorem 5. Using A as a building block, we construct a reduction algorithm
B = (B1,B2) attacking the CPA security of the underlying PKE scheme Π.

B1(pk′): B1 initially runs (t∗, st0)← A0(1
λ). Then, B1 picks s∗ = (s∗1, . . . , s

∗
κ) ∈

{0, 1}κ and u ∈ [κ] uniformly at random. For each i ∈ [κ], B1 computes

(c̃ki, γ̃i, ρ̃
0
i , ρ̃

1
i ) ← EQSetup(1λ, t∗), and sets (cki, γ

∗
i , ρ
∗0
i , ρ∗1) ← (c̃ki, γ̃i,

ρ̃0i , ρ̃
1). Then, B1 sets m′0 = ⊥, m′1 = ρ∗1u , Finally, B1 sets stB as all the

values known to B1, and terminates with output (m′0,m
′
1, stB).

B2(c′, stB): B2 generates the remaining key materials and the components of the
challenge ciphertexts C∗ (except for c∗m) as follows:

1. Compute (pk0, sk0)← KG(1λ), and set pk1 ← pk′.
2. Compute crs← CRSG(1λ, κ, n).
3. Pick H ← H.
4. Set PK = (pk0, pk1, (cki)i, crs,H) and SK = (sk0, PK).
5. For each i ∈ [κ], do the following:

(a) Pick r∗0i , r∗1i ← Rλ.
(b) Generate (c∗0i , c∗1i ) as follows, based on the relation between i and u:

– Case i < i:
i. (M∗0i , M∗1i )← (ρ∗0i , ρ∗1i )
ii. For both v ∈ {0, 1}: c∗vi ← Enc(pkv,M∗vi ; r∗vi ).

– Case i > u:

i. (M∗0i , M∗1i )←

{
(ρ∗0i ,⊥) if s∗i = 0

(⊥, ρ∗1i ) if s∗i = 1

ii. For both v ∈ {0, 1}: c∗vi ← Enc(pkv,M∗vi ; r∗vi ).
– Case i = u:

i. c∗0u ←

{
Enc(pk0, ρ∗0u ; r∗0u ) if s∗u = 0

Enc(pk0,⊥; r∗0u ) if s∗u = 1
.

ii. c∗1u ←

{
c′ (B’s challenge ciphertext) if s∗u = 0

Enc(pk1, ρ∗1u ; r∗1u ) if s∗u = 1
.

Note that B embeds its challenge ciphertext c′ into c∗1u only
when s∗u = 0.

(c) Set x∗i = (pk0, pk1, cki, t
∗
i , c
∗0
i , c∗1i , γ∗i ) and w∗i = (s∗i , ρ

∗(s∗i )
i , r

∗(s∗i )
i ).14

6. Compute π∗ ← BProve(crs, (x∗i )i, (w
∗
i )i).

14 Note that this step does not require r∗1u in case s∗u = 0.
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Then, B2 runs (m0,m1, st) ← A1(PK, st0), where B2 answers A1’s decryp-
tion queries using SK. B2 picks the challenge bit b ← {0, 1}, computes
c∗m ← H(s∗) ⊕ mb, and sets C∗ = ((c∗0i , c∗1i , γ∗i )i, π

∗, c∗m). B2 then runs
b′ ← A2(C

∗, st), where A2’s decryption queries are responded as before.
Finally, at some point, A2 terminates with its guess bit b′ for b. B2 sets

β′ ← (b′
?
= b), and terminates with output β′.

The above completes the description of B. Let β ∈ {0, 1} denote the challenge
bit in B’s CPA security experiment. It is not hard to see the following facts:

– If β = 0 and the value u picked by B1 at the beginning is u = 1, then c∗01 B
simulates Game 2 perfectly for A. Therefore, the probability that B outputs
β′ = 1 is equivalent to the probability that A succeeds in Game 2, namely,
Pr[β′ = 1|β = 0 ∧ u = 1] = Pr[S2].

– If β = 1 and the value u picked by B1 at the begining is u = κ, then B
simulates Game 3 perfectly for A. Therefore, the probability that B outputs
β′ = 1 is equivalent to the probability that A succeeds in Game 2, namely,
Pr[β′ = 1|β = 1 ∧ u = κ] = Pr[S3].

– From A’s view point, for any j ∈ {1, . . . , κ − 1}, the experiment simulated
by B in the following situations is identically distributed:
• β = 1 and the value u picked by B1 at the beginning is u = j + 1.
• β = 0 and the value u picked by B1 at the beginning is u = j.

Hence, in these situations, the probability that A succeeds in guessing the
challenge bit, and consequently B outputs 1, is identical. That is, we have
Pr[β′ = 1|β = 0 ∧ u = j + 1] = Pr[β′ = 1|β = 1 ∧ u = j].

Hence, we can compute B’s advantage against the CPA security is as follows.

AdvCPAΠ,B(λ) =
∣∣∣Pr[β′ = 1|β = 0]− Pr[β′ = 1|β = 1]

∣∣∣
=

∣∣∣∑
j∈[κ]

Pr[u = j] ·
(
Pr[β′ = 1|β = 0 ∧ u = j]− Pr[β′ = 1|β = 1 ∧ u = j]

)∣∣∣
=

1

κ
·
∣∣∣Pr[β′ = 1|β = 0 ∧ u = 1]− Pr[β′ = 1|β = 1 ∧ u = κ]

∣∣∣
=

∣∣∣Pr[S2]− Pr[S3]
∣∣∣.

Since Π is CPA secure, AdvCPAΠ,B(λ) is negligible, and thus |Pr[S2]−Pr[S3]| must
be negligible.

C Definitions for Reusable Privately-Verifiable BARG

Here, we give the formal definitions for a privately-verifiable BARG and its
reusable semi-adaptive soundness.

Let L ⊆ {0, 1}∗ be an NP language. A privately-verifiable non-interactive
batch argument system in the common reference string (CRS) model (referred to
simply as privately-verifiable BARG) for L consists of the three PPT algorithms
(CRSG,BProve,BVerify) with the following syntax:

34



Setup: (crs, vk)← CRSG(1λ, k, n)
Proof Generation: π ← BProve(crs, (xi)i∈[k], (wi)i∈[k])

Verification: ⊤ / ⊥ ← BVerify(vk, (xi)i∈[k], π)

where vk is a verification key (corresponding to the CRS crs), and the rest of
the values are the same as in for a (publicly-verifiable) BARG in Section 3.1.

The correctness (completeness) and ℓ-succinctness of a privately-verifiable
BARG are defined analogously to those for a (publicly-verifiable) BARG in Sec-
tion 3.1, and thus omitted.

Reusable Semi-adaptive Soundness. Let P = (CRSG,BProve,BVerify) be a BARG
for an NP language L. For P and an adversary A = (A1,A2), we define the
reusable semi-adaptive soundness experiment Exptr-sa-soundP,A (λ) as follows.

Exptr-sa-soundP,A (λ) :

(k, n, i∗, st)← A1(1
λ) // k and n are polynomials, i∗ ∈ [k(λ)]

(crs, vk)← CRSG(1λ, k, n)

((xi)i∈[k(λ)], π)← ABVerify(vk,·,·)
2 (crs, st)

If (a) ∧ (b) ∧ (c) then return 1 else return 0:
(a) BVerify(vk, (xi)i∈[k(λ)], π) = ⊤
(b) xi∗ /∈ L
(c) ∀i ∈ [k(λ)] : |xi| ≤ n(λ)

Definition 7. We say that a privately-verifiable BARG P satisfies reusable
semi-adaptive soundness if for all PPT adversaries A, Advr-sa-soundP,A (λ) := Pr[Exptr-sa-soundP,A (λ) =
1] is negligible.
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