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Abstract. The Fiat-Shamir transformation is a general principle to turn any public-coin interactive proof into non-interactive one (with security then typically analyzed in the random oracle model). While initially used for 3-round protocols, many recent constructions use it for multi-round protocols. However, in general the soundness error of the Fiat-Shamir transformed protocol degrades exponentially in the number of rounds. On the positive side, it was shown that for the special class of $(k_1, \ldots, k_\mu)$-special-sound protocols the loss is actually only linear in the number of random oracle queries, and independent of the number of rounds, which is optimal.

A natural next question is whether this positive result extends to the Fiat-Shamir transformation of so-called $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound protocols, a notion recently defined and analyzed in the interactive case, with the aim to capture the most general notion of special-soundness.

We show in this work that this is indeed the case. Concretely, we show that the Fiat–Shamir transformation of any $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound interactive proof is knowledge sound under the same condition under which the original interactive proof is knowledge sound. Furthermore, also here the loss is linear in the number of random-oracle queries and independent of the number of rounds.

In light of the above, one might suspect that our argument follows as a straightforward combination of the above mentioned prior works. However, this is not the case. The approach used for $(k_1, \ldots, k_\mu)$-special-sound protocols, which is based on an extractor that samples without replacement, does not (seem to) generalize; on the other hand, the other approach, which uses an extractor based on sampling with replacement, comes with an additional loss that would blow up in the recursive multi-round analysis.

1 Introduction

1.1 Interactive Proofs and Special Sound Protocols

Interactive proofs play an important role in modern cryptography (and well beyond). They allow a prover $P$ to convince a verifier $V$ of the truth of a statement, i.e., that a certain instance $x$ is an element of a given language $L$, without revealing any additional information (zero-knowledge), or with a proof that is (much) smaller than the statement (succinctness).

A crucial property of an interactive proof is soundness, which means that no dishonest prover $P^*$ can convince the verifier $V$ of a false statement (except with small probability), i.e., make $V$ accept if $x \not\in L$. However, in many situations a stronger property is needed: knowledge soundness, which informally means that in order to make $V$ accept, not only has $x$ to be in $L$, the prover actually needs to know a witness $w$ attesting that $x \in L$ (considering $L$ to be an NP language). One then also speaks of a proof of knowledge.

More formally, knowledge soundness requires the existence of a knowledge extractor, i.e., an efficient algorithm that outputs a witness when given rewindable oracle access to a (possibly dishonest) prover $P^*$ that convinces a verifier $V$ to accept with sufficiently high probability. In certain cases, ordinary soundness could be meaningless; this happens, e.g., when the considered language $L$ is trivial, i.e., when every
instance admits a witness. In such cases, knowledge soundness is the only meaningful soundness notion. For example, consider a prover claiming to know a hash collision for a hash function $H : \{0, 1\}^* \rightarrow \{0, 1\}^n$: here, the statement that $H$ has a hash collision is vacuously true, and the nontrivial requirement is that the prover actually knows inputs $x \neq x'$ for which $H(x) = H(x')$.

Proving knowledge soundness is tricky in general; typically much harder than proving ordinary soundness. The problem is that different interactive proofs may require different extraction strategies. Thus, for a given protocol it is oftentimes unclear how to design a successful knowledge extractor, and/or how to analyze it. Furthermore, the formal definition sets a rather stringent requirement on the success probability of the extractor, which needs to hold for any dishonest prover. It is thus desirable to identify classes of interactive proofs for which there exist generic knowledge extraction results. An important example are special-sound $\Sigma$-protocols: classic results guarantee they are knowledge sound (with a soundness error determined by the size of the challenge set).

While interactive proofs studied in the past tended to be special-sound $\Sigma$-protocols, this is not the case anymore for many of the more recently proposed protocols, like Bulletproofs. Motivated by this, the original result on special-sound $\Sigma$-protocols was extended to $k$-special-sound $\Sigma$-protocols and to their multi-round variants, $(k_1, \ldots, k_\nu)$-special-sound protocols. However, many modern interactive proofs – especially those employing Merkle-tree commitments – do not satisfy $(k_1, \ldots, k_\nu)$-special-soundness for reasonable parameters (in particular, the implied knowledge soundness would be far from optimal). Motivated by this, in the recent work, the generalization of special-soundness is pushed further, and in some sense to the extreme, by introducing the notion of $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound interactive proofs. In spirit, while for $k$-special-sound $\Sigma$-protocols the special-soundness is specified by a threshold $k$, it is specified by a general access structure $\Gamma$ in the case of $\Gamma$-special-sound $\Sigma$-protocols, and correspondingly for the multi-round variants. Besides introducing the definition, proves knowledge soundness and strong parallel repetition of (certain) $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound interactive proofs. One cannot expect efficient extractability to hold for all choices of the access structures $\Gamma = (\Gamma_1, \ldots, \Gamma_\mu)$; thus, in more detail, identifies two relevant parameters $\kappa_\Gamma$ and $t_\Gamma$, determined solely by $\Gamma$, and prove knowledge soundness with knowledge error $\kappa_\Gamma$ for any $\Gamma$-special-sound interactive proof for which $t_\Gamma$ is polynomial.

1.2 The Fiat–Shamir Transformation

The Fiat–Shamir transformation is a powerful technique for turning (certain) interactive proofs, as discussed above, into non-interactive ones, or for designing signature schemes. Although originally suggested for $\Sigma$-protocols, it has become popular to apply the Fiat–Shamir transformation also to multi-round public-coin interactive proofs. Indeed, there has been a recent focus on interactive proofs with succinct communication, and those tend to have a non-constant number of rounds; the Fiat–Shamir transformation is then often used to avoid the increased round complexity (which could then actually form the bottle neck) by making the proof entirely non-interactive. Furthermore, for certain applications, it is crucial that a proof be non-interactive, making the use of the Fiat–Shamir transformation necessary.

However, the Fiat–Shamir transformation is not free. First of all, the security of the Fiat–Shamir transformed scheme is typically “only” proven in the random oracle model. Furthermore, there is often a non-trivial security loss involved. Indeed, until recently, the best reduction had a security loss on the knowledge error that is exponential in the number of rounds. More precisely, if the interactive proof $\Pi$ has a knowledge error $\kappa$ then the knowledge error of the Fiat–Shamir transformed non-interactive proof $FS[\Pi]$ can be as bad as $(Q + 1) \cdot \kappa$, where $Q$ is the number of oracle queries performed by the attacker, and $\mu$ the number of challenge rounds of the interactive proof $\Pi$. Only in the recent work, it was shown that the class of $(k_1, \ldots, k_\mu)$-special-sound interactive proofs avoid this exponential security loss under the Fiat–Shamir transformation. As a matter of fact, the knowledge error of the Fiat–Shamir transformation of such a $(k_1, \ldots, k_\mu)$-special-sound protocol was shown to be $(Q + 1) \cdot \kappa$, independent of the number of rounds, where $\kappa$ denotes the knowledge error of the interactive proof.

Unfortunately, while this notion of special-soundness covers certain interactive proofs with succinct communication, e.g., Bulletproofs, there are many interesting examples that fall outside this class. A notable example is a standard amortization technique, where a prover proves knowledge of $n$ homomorphism preimages by proving knowledge of a random linear combination of these preimages. This amortization technique is used in many (lattice-based) interactive proofs to reduce the communication complexity,
Unfortunately, it renders the corresponding threshold special-soundness parameter $k$ too large to provide reasonable security guarantees. However, the amortization technique is $\Gamma$-special-sound for a $\Gamma$ with small parameters. Second, a common design principle is to first design an interactive oracle proof (IOP) with succinct communication, and then instantiate the oracle with a hash-based Merkle-tree commitment. By construction, an interactive proof obtained via this recipe is not $(k_1, \ldots, k_\mu)$-special-sound, at least not for reasonable parameters $k_i$, whereas it can be cast as a $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound protocol with reasonable parameters.\footnote{We note that modeling the hash function used in the Merkle tree commitment as a random oracle allows for so-called straight-line extraction. Hence, in this model rewinding can be avoided, which may result in a more efficient knowledge extractor. In fact, straight-line extraction is the standard approach for analyzing IOP-based proof systems. The notion $(\Gamma_1, \ldots, \Gamma_\mu)$-special-soundness, together with its knowledge extractors, provides an alternative for analyzing their knowledge soundness.} As a final example, we note that the $t$-fold parallel repetition $\Pi^t$ of a $k$-special-sound $\Sigma$-protocol $\Pi$ is $(\lceil k - 1 \rceil^t + 1)$-special-sound, i.e., the threshold special-soundness parameter grows exponentially in $t$, and thus this property does not imply knowledge soundness. However, $\Pi^t$ is also $\Gamma$-special-sound with parameter $t_\Gamma$ growing only linearly in $t$, i.e., the $\Gamma$-special-soundness property immediately implies knowledge soundness.

Given the current situation on the Fiat–Shamir front, the natural question that we address in this work is whether the techniques and the results from $\text{AFK}22$ on the Fiat–Shamir transformation of $(k_1, \ldots, k_\mu)$-special-sound protocols extend to this general notion of $(\Gamma_1, \ldots, \Gamma_\mu)$-special-soundness introduced in $\text{AFR}23$.

The short answer is: the results generalize, but not the techniques; the long answer follows below and in the rest of the paper.

### 1.3 Our Results

Indeed, in this paper, we show that the results of $\text{AFK}22$, which show the security of the Fiat–Shamir transform of multi-round $(k_1, \ldots, k_\mu)$-special-sound protocols with a security loss independent of the number of rounds, carry over to the generalization of special-sound (multi-round) protocols considered in $\text{AFR}23$. Thus, in detail, we show that the Fiat–Shamir transformation $\text{FS}[\Pi]$ of any $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound interactive proof $\Pi$, where $\Gamma := (\Gamma_1, \ldots, \Gamma_\mu)$ is such that the parameter $t_\Gamma$ is polynomial, is knowledge sound with knowledge error

$$(Q + 1) \cdot \kappa_\Gamma,$$

where $Q$ is the number of random oracle calls made by the attacker, and $\kappa_\Gamma$ is the knowledge error of the interactive proof $\Pi$.\footnote{The definition of $\kappa_\Gamma$ is provided in $\text{AFR}23$.} We stress the independence of the bound on $\mu$, the number of challenge rounds of the protocol.

One might hope that this result can be obtained by generalizing the reasoning of $\text{AFK}22$ to this generalized notion of $(\Gamma_1, \ldots, \Gamma_\mu)$-special-soundness. But this is not the case. The extractor considered in $\text{AFK}22$ is based on sampling without replacement, and then properties of the negative hypergeometric distribution are used for the analysis; however, this use of the negative hypergeometric distribution is tailored to the threshold case and does not (seem to) generalize. Thus, a new extraction strategy is needed.

Fortunately, the extraction strategy from $\text{AFR}22$, $\text{AFR}23$ — which was so far considered in the interactive setting — comes to the rescue. These extractors work by sampling with replacement, together with an appropriately chosen, randomized stopping criteria, and using properties of the geometric distribution to analyze the success probability and the run time.

In more detail, as a first step, we show that for the 3-round case (i.e., for $\Sigma$-protocols), we can actually reduce the analysis of the considered extractor for the non-interactive Fiat–Shamir transformed protocol $\text{FS}[\Pi]$ to that of (some variant of) the underlying interactive proof $\Pi$. Simply relying on the extraction properties shown in $\text{AFK}22$, $\text{AFR}23$ for the interactive proof $\Pi$, would then settle the 3-round case, showing that the Fiat–Shamir transformation of a $\Gamma$-special-sound $\Sigma$-protocol is a proof of knowledge with knowledge soundness $\kappa_\Gamma$ if the parameter $t_\Gamma$ is polynomial.

However, the multi-round case turns out to be more subtle. A naive approach would be to follow the same strategy as in the 3-round case, and reduce the non-interactive analysis to the analysis of a multi-round interactive proof. As we will discuss in Section 2, this approach is too restrictive and will result
in an exponential security loss. For this reason, our approach is to follow a similar recursive strategy as in [AFK22], which uses the 3-round extractor and applies it recursively over the different rounds to extract the required tree of transcripts, using an “early-aborting” trick to achieve the round-independent expected runtime. Even though we can use a similar recursive approach with the same early-abort trick, we encountered multiple barriers in the analysis that we had to solve.

One problem of using the extraction strategy from [AFK22, AFR23] for the 3-round case is that the success probability of the extractor suffers a factor \( t_R \)-loss, compared to the 3-round extractor used in [AFK22]. Since we anyway have to require this parameter to be polynomial for the extractor to be efficient, this is fine for the 3-round case; however, in the recursive analysis from [AFK22] of the extractor’s success probability, the loss \( t_R \) negatively impacts the knowledge error. More precisely, this approach would introduce an additional factor \( t_R = \prod_{i=1}^{t} t_{R_i} \) loss in the knowledge error. Since \( t_R \) is required to be polynomial, this would actually be sufficient for proving knowledge soundness. However, in this work we aim to derive a tight knowledge error that is essentially equal to the trivial cheating probability of a dishonest prover.

Our solution is to apply the above recursive approach to a different base extractor for 3-round \( \Gamma \)-special-sound interactive proofs [KL22]. This base extractor is an improved variant of the ones presented in [AFK22, AFR23], which does not suffer the factor \( t_R \) loss. Since the base extractor of [KL22] has not been published yet (it was communicated via personal communication), we provide a detailed description (Section 4.3) and complete analysis (Appendix B). This approach ensures the desired success probability of our knowledge extractor for the Fiat–Shamir transformation of \((I_1, \ldots, I_n)\)-special sound interactive proof II.

To additionally achieve the required expected polynomial running time, we must however refine the running time analysis of this base extractor. This refinement is inspired by [AFK22], but requires new analysis techniques. As before, the difference is caused by the fact that our extractor uses sampling with replacement, whereas [AFK22] use sampling without replacement. The refined analysis allows us to apply the same kind of early-abort strategy as used in [AFK22], which significantly reduces the expected running time without compromising the extractor’s success probability. Altogether, this proves our main result: the Fiat–Shamir transformation of \((I_1, \ldots, I_n)\)-special sound interactive proof II is knowledge sound with knowledge error \( (Q + 1) \cdot \kappa_R \), if the parameter \( t_R \) is polynomial.

1.4 Related Work

We already discussed the related work [AFK22, AFR22, AFR23], and their relevance and relation to this work, above.

Another closely related work is [Wik18], in which Wikström introduces and studies an abstraction of the problem of knowledge extraction when considering a generalized notion of special-soundness. His generalization resembles that of \((I_1, \ldots, I_n)\)-special-soundness studied in [AFR23], except that the access structure \( I_i \) is restricted to be the set of bases of a matroid \( M_i \). The main technical result [Wik18] Theorem 1) is the existence of a so-called accepting basis extractor for a matroid tree, with bounds on (1) the extraction error (which corresponds to the knowledge error), (2) the expected number of queries, and (3) the tail bound.

A central goal of [Wik18] is establishing good tail bounds (instead of only expected query bounds) with a precise analysis. The presented bounds are “convoluted expressions” [Wik18, p. 12] (and depend on tweakable parameters of the extractor). While an interpretation of the bounds is given, no simplifications are provided. This, together with the non-standard language and formalism used in [Wik18], makes a comparison of [Wik18] and [AFR23] that goes beyond the high-level similarities challenging.

In [Wik21], Wikström extends the language and results of [Wik18] to the Fiat–Shamir transformation. This amplifies the difficulties in comparing our work (which extends [AFR23]) with [Wik21] (which extends [Wik18]). In fact, we argue that the relative simplicity of our language, definitions, and theorem claims is a major differentiation. For completeness, we mention that [Wik21, Sect. 7] claims similar result as ours, i.e., security loss linear in the number of queries.

8 Our main result (Theorem 1) is expressed in terms of \( T_R := \prod_{i=1}^{t} (t_{R_i} + 1) \) instead of \( t_R \). This is merely for notational convenience, since \( t_R \) is polynomial if and only if \( T_R \) (for nontrivial \( t_{R_i} > 1 \)).
2 Preliminaries: Interactive and Non-Interactive Proofs

We recall here some standard definitions and concepts related to interactive and non-interactive proofs.

2.1 Interactive Proofs

We begin by introducing the necessary terminology for our discussion of interactive proofs.

Let \( R \subseteq \{0,1\}^* \times \{0,1\}^* \) be a binary relation, which we view as a set of statement-witness pairs \((x; w)\). We let \( R(x) = \{ w : (x; w) \in R \} \) denote the set of valid witnesses for a statement \( x \). Throughout, all relations are NP-relations, i.e., verifying \((x; w) \in R\) on input \((x; w)\) can be done in time polynomial in \(|x|\) (thus, without loss of generality we also have \(|w|\) polynomial in \(|x|\)). An interactive proof is an (interactive) protocol wherein a prover attempts to convince a verifier that a public statement \( x \) admits a (secret) witness \( w \in R(x) \), or even that the prover knows such a witness.

If the verifier publishes all its random coins, the protocol is called public-coin. In such a case we may assume without loss of generality that all the messages from verifier to prover are uniformly random elements from some finite challenge set \( C \). The special case in which a public-coin interactive proof consists of 3 communication rounds, and in which the prover speaks in the first and third rounds, is termed a \( \Sigma \)-protocol.

An interactive proof is complete if, on public input \( x \) and private prover input \( w \in R(x) \), the protocol execution will result in an accepting transcript (with high probability; in many protocols this probability is in fact 1). An interactive proof is sound if, on public input \( x \) that does not admit a witness \( w \) (i.e., \( R(x) = \emptyset \)), even for a potentially cheating prover \( P^* \), the probability that the protocol transcript is rejecting is large. The stronger notion of knowledge soundness informally requires that, on public input \( x \), if a potentially cheating prover \( P^* \) manages to convince the verifier to accept with high enough probability, then it in fact must “know” a witness \( w \in R(x) \). This is formalized in terms of a knowledge extractor, which is an expected polynomial-time algorithm that is able to extract a witness given blackbox access to such a prover \( P^* \). This is the main property of interactive proofs that we study in this work, so we provide a precise definition.

Definition 1 (Knowledge Soundness). An interactive proof \( \Pi = (P, V) \) is knowledge-sound with knowledge error \( \kappa : \mathbb{N} \to [0, 1] \) if there exists a positive polynomial \( p \) and an algorithm \( E \), called a knowledge extractor, with the following properties. Given input \( x \) and blackbox access to \( P^* \), \( E \) runs in expected polynomial time (counting queries to \( P^* \) as one time-step) and outputs a witness \( w \in R(x) \) with the following probability:

\[
\Pr\left( E^{P^*}(x) \in R(x) \right) \geq \frac{\epsilon(P^*, x) - \kappa(|x|)}{p(|x|)}.
\]

In the above, \( \epsilon(P^*, x) = \Pr((P^*, V)(x) = \text{accept}) \) is the success probability of \( P^* \) on input \( x \).

Black-box access means in particular that \( E \) can run \( P^* \) multiple times. In case of a randomized \( P^* \), \( E \) can rerun \( P^* \) with the same randomness as in the previous run. This is referred to as rewinding.

Remark 1 (Interactive Arguments). In cryptography, one is often concerned with interactive arguments, i.e., interactive proofs where the soundness only holds against computationally bounded adversaries. In particular, computationally unbounded provers could convince the verifier with high probability. It thus may appear that our study of interactive proofs is not relevant for this setting. However, in practice most interactive arguments can in fact be cast as interactive proofs for the following “or” relation:

\[
R' = \{(x; w) : (x; w) \in R \text{ or } w \text{ solves computational problem } X\}.
\]

That is, knowledge soundness in this case guarantees that a successful prover either knows a witness for the given instance, or that it can solve some presumably hard computational problem (e.g., it outputs a discrete logarithm, a factor of an RSA modulus, a hash collision, etc.). Therefore, knowledge extractors for interactive proofs can typically be repurposed to prove knowledge soundness for interactive arguments as well.
2.2 Non-Interactive Random Oracle Proofs (NIROPs)

In certain applications, it is essential for proofs to be non-interactive. Certain interactive proofs can be made non-interactive via the Fiat–Shamir transformation (see below); the resulting non-interactive proof is then typically analyzed in the random oracle model (ROM). Proofs in the ROM are also referred to as non-interactive random oracle proofs (NIROPs). Below, we briefly recall the ROM, the formal definition of NIROPs and knowledge-soundness for NIROPs.

In the random oracle model (ROM), all algorithms have black-box access to an oracle \( \mathcal{O} : \{0, 1\}^* \rightarrow \mathcal{Y} \), called the random oracle, which is instantiated as a uniformly random function. Typically \( \mathcal{Y} = \{0, 1\}^\eta \) for some \( \eta \in \mathbb{N} \) related to the security parameter, but we find it more convenient to not make any restrictions on the codomain of the random oracle. For technical reasons, we limit the domain of the random oracle to be some arbitrary but finite message set \( \mathcal{M} \).

One can naturally extend the ROM to allow \( \mathcal{A} \) to access multiple independent random oracles \( \mathcal{O}_1, \ldots, \mathcal{O}_n \), possibly with different codomains. This can be implemented from a single random oracle using standard techniques for domain separation and for any sampling algorithms, which admit reverse sampling or explainable sampling [AY22]. The following definitions and discussion may be extended to this multiple random oracle model in a natural way.

**Definition 2 (Non-Interactive Random Oracle Proof (NIROP)).** A non-interactive random oracle proof (NIROP) for a relation \( R \) is a pair \( (\mathcal{P}, \mathcal{V}) \) of (probabilistic) random-oracle algorithms, a prover \( \mathcal{P} \) and a polynomial-time verifier \( \mathcal{V} \), such that the following holds. Given \( (x, w) \in R \) and access to a random oracle \( \mathcal{O} \), the prover \( \mathcal{P}^\mathcal{O}(x, w) \) outputs a proof \( \pi \). Given \( x \in \{0, 1\}^* \), a purported proof \( \pi \), and access to a random oracle \( \mathcal{O} \), the verifier \( \mathcal{V}^\mathcal{O}(x, \pi) \) outputs 0 to reject or 1 to accept the proof.

The definition of completeness is the natural one: honestly generated proofs indeed convince the verifier (with high probability). The basic stipulation of soundness is that it is infeasible for a prover to convince a verifier that a false statement is true, except with some small probability. In the non-interactive setting, the soundness error will depend on the number of queries that the cheating prover is permitted to make to the random oracle. The concept of knowledge soundness for NIROP’s is the natural analogue of knowledge soundness for interactive proofs (Definition 3). We now formally define it.

**Definition 3 (Knowledge Soundness - NIROP).** A non-interactive random oracle proof \( (\mathcal{P}, \mathcal{V}) \) for a relation \( R \) is knowledge sound with knowledge error \( \kappa : \mathbb{N} \times \mathbb{N} \rightarrow [0, 1] \) if there exists a positive polynomial \( p \) and an algorithm \( \mathcal{E} \) – called a knowledge extractor – with the following properties. The extractor, given input \( x \) and oracle access to any (potentially dishonest) \( Q \)-query random oracle prover \( \mathcal{P}^* \), runs in an expected number of steps that is polynomial in \( |x| \) and \( Q \) and outputs a witness \( w \) such that, for all \( x \in \{0, 1\}^* \),

\[
\Pr(w \in R(x) : w \leftarrow \mathcal{E}(\mathcal{P}^*, x)) \geq \frac{\epsilon(\mathcal{P}^*, x) - \kappa(|x|, Q)}{p(|x|)}
\]

where \( \epsilon(\mathcal{P}^*, x) = \Pr(\mathcal{V}^\mathcal{O}(x, \mathcal{P}^*^\mathcal{O}) = 1) \). Here, \( \mathcal{E} \) implements \( \mathcal{O} \) for \( \mathcal{P}^* \): in particular, it may arbitrarily program \( \mathcal{O} \). Moreover, the randomness is over the randomness of \( \mathcal{E}, \mathcal{V}, \mathcal{P}^*, \mathcal{O} \).

2.3 Fiat–Shamir Transformation

The Fiat–Shamir Transformation is a general-purpose operation that converts a given public-coin interactive proof into a non-interactive random oracle proof (NIROP). The idea is to replace the challenges from the verifier (which, recall, are without loss of generality uniformly random bit strings) by hashes of (some part of) the transcript up until that point. For concreteness, given a \( \Sigma \)-protocol with first message \( a \) and challenge \( c \), the Fiat–Shamir transformed NIROP either sets \( c = \mathcal{O}(a) \) or \( c = \mathcal{O}(x, a) \), where \( x \) is the public input. The former definition is sufficient for static security where a malicious prover is given the input and then must attempt to convince the verifier, while the latter is required for adaptive security [AFK23 Definition 10] where the malicious prover may first choose the input \( x \) and subsequently attempt to forge a false proof [BFWY12].

For multi-round protocols, there are multiple variants that one could consider. In this work, we will focus on the most conservative choice where all the prior prover messages are hashed along with the current round’s message, i.e., the \( i \)-th challenge is computed as

\[
c_i = \mathcal{O}(a_1, \ldots, a_{i-1}, a_i)
\]
where $a_1, \ldots, a_{i-1}, a_i$ are the $i$ messages sent from the prover to the verifier so far, and $r_{0,i}$ is a random oracle with suitable codomain $C_i$. Again in this multi-round setting the Fiat–Shamir transform comes with a statically secure and an adaptively secure variant: in the latter case, the statement $x$ is included in the input for each hash function evaluation. As our results apply equally well to each variant, we will not explicitly spell out this distinction (static versus adaptive) in the rest of this work. A formal definition of the Fiat–Shamir transformation is included in Appendix A.

2.4 Geometric Distribution

Finally, as in prior works [AF22, AFR23], our extractor analysis relies on certain facts about the geometric distribution, which we now quickly recall.

A random variable $B$ with two possible outcomes, denoted 0 (failure) and 1 (success), is said to follow a Bernoulli distribution with parameter $p$ if $p = \Pr(B = 1)$. Sampling from a Bernoulli distribution is also referred to as running a Bernoulli trial. The probability distribution of the number $X$ of independent and identical Bernoulli trials needed to obtain a success is called the geometric distribution with parameter $p = \Pr(B = 1)$. In this case, $\Pr(X = k) = (1 - p)^{k-1}p$ for all $k \in \mathbb{N}$ and we write $X \sim \text{Geo}(p)$. For two independent geometric distributions we have the following lemma.

**Lemma 1 ([AFR23, Lemma 1]).** Let $X \sim \text{Geo}(p)$ and $Y \sim \text{Geo}(q)$ be independently distributed. Then,

$$\Pr(X \leq Y) = \frac{p}{p+q-pq}.$$  

The following simple argument shows that, if in a geometric experiment each trial is associated with a cost whose expected value has a constant upper bound, then the expected cost of the experiment is upper bounded by the expected number of trials times the upper bound of the cost for each trial.

**Lemma 2.** Let $X \sim \text{Geo}(p)$, let $Z_i$ denote the cost of the $i$-th Bernoulli trial in the geometric experiment, and let $Z = Z_1 + Z_2 + \cdots + Z_X$ denote the total cost of running the geometric experiment. Then, if $\mathbb{E}[Z_i \mid X \geq i] \leq \theta$ for all $i$, it holds that

$$\mathbb{E}[Z] \leq \frac{\theta}{p}.$$ 

**Proof.** Without loss of generality, we may assume that $\mathbb{E}[Z_i \mid X < i] = 0$. Then,

$$Z = \sum_{i=1}^{X} Z_i = \sum_{i=1}^{\infty} Z_i,$$

and

$$\mathbb{E}[Z] = \Pr(X < i) \cdot \mathbb{E}[Z_i \mid X < i] + \Pr(X \geq i) \cdot \mathbb{E}[Z_i \mid X \geq i] \leq \Pr(X < i) \cdot 0 + \Pr(X \geq i) \cdot \theta = (1 - p)^{i-1} \theta.$$ 

Hence,

$$\mathbb{E}[Z] = \sum_{i=1}^{\infty} \mathbb{E}[Z_i] \leq \sum_{i=1}^{\infty} (1 - p)^{i-1} \theta = \frac{\theta}{p},$$

which completes the proof. 

3 Preliminaries: $\Sigma$-Special-Sound Protocols

The standard concept of special-soundness for $\Sigma$-protocols [Cra93, CD98] has recently seen many generalizations. Firstly, a $\Sigma$-protocol is $k$-special-sound for $k \in \mathbb{N}$ if one can efficiently construct a witness given $k$ accepting transcripts with the same first message but pairwise distinct second messages (setting $k = 2$ recovers standard special-soundness). There are also generalizations to multi-round public-coin interactive proofs; in this case, an efficient procedure for constructing a witness given an appropriate tree of accepting transcripts. Very recently, a very general notion of $\Gamma$-special-soundness (and $(\Gamma_1, \ldots, \Gamma_\mu)$-special-soundness in the multi-round case) was defined and shown to imply knowledge soundness [AF22] under certain conditions. In our work, we will study the knowledge-soundness of non-interactive proofs in the random oracle model obtained by applying the Fiat–Shamir transform to such $(\Gamma_1, \ldots, \Gamma_\mu)$-special-sound protocols. We provide the precise definition below.
3.1 $\Gamma$-out-of-$C$ Special-Soundness

Firstly, we must recall the definition of monotone structures.

**Definition 4 (Monotone Structure).** Let $C$ be a nonempty finite set and let $\Gamma \subseteq 2^C$ be a family of subsets of $C$. Then, $(\Gamma, C)$, or just $\Gamma$, is said to be a monotone structure if it is closed under taking supersets. That is, $S \in \Gamma$ and $S \subseteq T \subseteq C$ implies $T \in \Gamma$.

Note that $\emptyset \subseteq 2^C$ and $2^C$ are monotone structures according to our definition (which differs from some textbook definitions). We now provide the definition of $\Gamma$-out-of-$C$ special-soundness.

**Definition 5 ($\Gamma$-out-of-$C$ Special-Soundness).** Let $(\Gamma, C)$ be a monotone structure. A 3-round public-coin interactive proof $(P, V)$ for a relation $R$, with challenge set $C$, is $\Gamma$-out-of-$C$ special sound if there exists an algorithm that, on input a statement $x$ and a set of accepting transcripts $(a, c_1, z_1), \ldots, (a, c_k, z_k)$ with common first message $a$ and such that $\{c_1, \ldots, c_k\} \in \Gamma$, runs in polynomial time and outputs a witness $w \in R(x)$. We also say $(P, V)$ is $\Gamma$-special-sound.

Note that this definition recovers $k$-special soundness by taking $\Gamma$ to be the family of subsets of $C$ of size at least $k$.

**Remark 2.** Technically, the monotone structure $(\Gamma, C)$ of Definition 4 may depend on the input $x$. We should therefore refer to a family $(\Gamma_{x}, C_{x})_{x \in \{0,1\}}$ of monotone structures. For ease of notation, we will not make the dependency explicit and simply write $(\Gamma, C)$.

3.2 Some Concepts Related to $\Gamma$-Special-Sound Protocols

In this subsection we introduce some of the concepts and technical tools developed in [AFR23] which are used to analyze $(\Gamma, C)$-special-sound protocols. We refer to this paper – particularly Section 4 – for additional context and motivation for these ideas.

Firstly, we require the concept of useful elements, which informally are elements that “bring us closer” to finding a set of challenges for which a (potentially cheating) prover $P^*$ succeeds. That is, if the set of challenges the extractor has currently found is $S \subseteq C$, $U_{\Gamma}(S)$ is the set of challenges that could be useful in its quest to find a set of accepting transcripts $(a, c_1, z_1), \ldots, (a, c_k, z_k)$ with $\{c_1, \ldots, c_k\} \in C$.

**Definition 6 (Useful Elements).** For a monotone structure $(\Gamma, C)$ we define the following function:

$$U_{\Gamma} : 2^C \rightarrow 2^C, \quad S \mapsto \{ c \in C \setminus S : \exists A \in \Gamma \text{ s.t. } S \subseteq A \land A \setminus \{c\} \notin \Gamma \}.$$ 

It is easily seen that

$$U_{\Gamma}(B) \subseteq U_{\Gamma}(A) \quad \text{for all } A \subseteq B. \quad (2)$$

Further, [AFR23, Lemma 3] shows that

$$C \setminus U_{\Gamma}(S) \notin \Gamma \quad \text{for all } S \notin \Gamma. \quad (3)$$

The efficiency of the knowledge extractor depends on how long it could take to find enough useful challenges. This is formalized by the $t$-value.

**Definition 7 ($t$-value).** Let $(\Gamma, C)$ be a monotone structure and $S \subseteq C$. Then

$$t_{\Gamma}(S) := \max \left\{ t \in \mathbb{N}_0 : \exists c_1, \ldots, c_t \in C \text{ s.t. } c_i \in U_{\Gamma}(S \cup \{c_1, \ldots, c_{i-1}\}) \forall i \right\}.$$ 

Further,

$$t_{\Gamma} := t_{\Gamma}(\emptyset).$$

Observe that $t_{\Gamma}(S) = 0$ if and only if $S \in \Gamma$ or $\Gamma = \emptyset$. The basic fact that we require is that adding an element $c \in U_{\Gamma}(S)$ to $S$ decreases the $t$-value.

**Lemma 3 ([AFR23, Lemma 4]).** Let $(\Gamma, C)$ be a nonempty monotone structure and let $S \subseteq C$ such that $S \notin \Gamma$. Then, for all $c \in U_{\Gamma}(S)$,

$$t_{\Gamma}(S \cup \{c\}) < t_{\Gamma}(S).$$
3.3 Knowledge Soundness of $\Gamma$-Special Sound $\Sigma$-Protocols

For any $\Gamma$-special sound $\Sigma$-protocol $\Pi$, Theorem 1 of [AFR23] proves the existence of a knowledge extractor that makes an expected number of at most $2t_\Gamma - 1$ queries to the considered prover and successfully extracts a witness with probability at least

$$\frac{1}{t_\Gamma} \cdot \frac{\epsilon - \kappa_\Gamma}{1 - \kappa_\Gamma},$$

where $\epsilon$ is the success probability of the considered prover, and

$$\kappa_\Gamma := \max_{S \in \Gamma} \frac{|S|}{|C|}. \quad (4)$$

Looking ahead, we will reduce the existence of a knowledge extractor for the Fiat–Shamir transformation of a $\Gamma$-special sound $\Sigma$-protocol to the existence of a knowledge extractor for the original protocol $\Pi$, which is provided by Theorem 1 of [AFR23] (if $t_\Gamma$ is polynomial). However, it turns out that when trying to extend our result to the multi-round case (which we do by applying the 3-round case recursively), the additional denominator $t_\Gamma$ in the above success probability is problematic; indeed, it results in an unwanted (and unnecessary) blowup of the knowledge error. For this reason, we will consider an improved version of the above extractor, proposed in [KL23], which avoids the $t_\Gamma$ in the denominator. We discuss this improved extractor in detail below.

3.4 An Improved Extractor for $\Gamma$-Special Sound $\Sigma$-Protocols

Here, we discuss the improved knowledge extractor from the unpublished manuscript [KL23], shared in personal communication, that avoids the factor $1/t_\Gamma$ loss in success probability.

Similar to the recent works on the topic, we now continue the discussion in a more abstract language. Consider an algorithm $A \colon \mathcal{C} \to \{0, 1\}^*$, as well as a verification predicate $V \colon \mathcal{C} \times \{0, 1\}^* \to \{0, 1\}$. Naturally, we would instantiate $A$ with a dishonest prover $P^*$, attacking a $\Gamma$-out-of-$C$ special-sound $\Sigma$-protocol, with the understanding that the output $(a, z)$ of $A(c)$ consists of the two messages $a$ and $z$ produced by $P^*$ on challenge $c$. By a standard averaging argument we may assume the dishonest prover $P^*$, and thus the algorithm $A$, to be deterministic. See for instance [AE22] for a formal proof of this claim. Note that, under this assumption, the first message $a$ is fixed and independent of the challenge $c$. We call an output $y \leftarrow A(c)$ accepting or correct if $V(c, y) = 1$. For $C$ uniformly random over $\mathcal{C}$, the success probability of $A$ is denoted as

$$e^V(A) := \Pr(V(C, A(C)) = 1);$$

this then obviously coincides with the success probability of $P^*$. The goal is to design an extractor, with black-box access to $A$, that finds accepting $y$’s for challenges $c_1, \ldots, c_k$ that form a set in $\Gamma$.

The extractor proposed in [KL23] is given in Figure 1 below. In spirit, it is quite similar to the extractor considered in [AFR23]: it first runs $A$ on a random challenge $c$ and aborts if $A$ fails to produce an accepting transcript; otherwise, if $A$ has produced an accepting transcript, the extractor runs a geometric experiment with the goal of finding enough additional accepting transcripts. These two phases of the extractor are respectively denoted $\mathcal{E}_{\text{init, } r}^A$ and $\mathcal{E}_{\text{search, } r}^A$.

A crucial difference is that, in contrast to the extractor of [AFR23], the coin toss in the geometric experiments of in [KL23] depends on the challenges collected so far. More precisely, in [AFR23] the probability that the coin returns 1 equals the success probability of the first $A$-invocation of the extractor, and thus the probability of entering the second phase of the extraction. This yields a simple running time analysis, but incurs the factor $t_\Gamma$ loss in the success probability. In [KL23], the probability that the coin returns 1 is chosen more carefully, which leads to a (much) smaller probability for the coin returning 1, thus reducing the probability that the extractor aborts before succeeding, which in turn improves the success probability of the extractor (while still being able to control the expected running time sufficiently).

Further, the extractor of [AFR23] recursively invokes a (sub)extractor for a larger monotone structure. As a consequence, the invocation of a (sub)extractor might fail even after some accepting transcripts have been found, in which case these accepting transcripts are “forgotten”, and either the extractor aborts or
it invokes the subextractor again with fresh randomness. By contrast, the extractor of [KLZ23] collects the challenges iteratively, and accepting transcripts are never forgotten.

Additionally, when analyzing the geometric experiment, [KLZ23] expresses the relevant bounds in terms of the challenges collected so far, while [AFR23] uses a worst case bound over all possibilities. Altogether, this allows [KLZ23] to argue the following extractability result, which, compared to [AFR23], Theorem 1, avoids the \( t_F \) in the denominator of the success probability. For completeness, we provide a proof of Theorem 1 in Appendix B.

**Theorem 1 (Extraction Algorithm - \( \Sigma \)-protocols [KLZ23]).** Let \((\Gamma, \mathcal{C})\) be a nonempty monotone structure and let \( V : \mathcal{C} \times \{0,1\}^* \rightarrow \{0,1\} \). Then there exists an oracle algorithm \( E \) with the following properties: The algorithm \( E \), given oracle access to a (probabilistic) algorithm \( A : \mathcal{C} \rightarrow \{0,1\}^* \), requires an expected number of at most \( 1 + t_F \cdot (1 + \kappa_F) \) queries to \( A \) and, with probability at least

\[
\frac{e^V(A) - \kappa_F}{1 - \kappa_F},
\]

it outputs pairs \((c_1, y_1), (c_2, y_2), \ldots, (c_k, y_k) \in \mathcal{C} \times \{0,1\}^*\) with \( V(c_i, y_i) = 1 \) for all \( i \) and \( \{c_1, \ldots, c_k\} \in \Gamma \).

**Remark 3.** In contrast to the extractors of [AFR23] and [KLZ23], the knowledge extractor of Figure 6 samples the first challenge uniformly at random from \( \Gamma \) rather than from \( U_F(\emptyset) \). This minor adaptation may cause the first challenge \( c_1 \) found by the extractor to be useless, i.e., \( c_1 \) may be in \( \mathcal{C} \setminus U_F(\emptyset) \). As a consequence, the expected number of \( A \)-queries is bounded by \( 1 + t_F \cdot (1 + \kappa_F) \) instead of the slightly smaller bound \( 1 + (t_F - 1) \cdot (1 + \kappa_F) \). The reason for this seemingly suboptimal design choice is to simplify the analysis of the Fiat–Shamir transformation. More precisely, we will see that, due to this design choice, Theorem 1 can be deployed in a black-box manner when analyzing the Fiat–Shamir transformation of \( \Gamma \)-special-sound \( \Sigma \)-protocols. Note that only for contrived examples of interactive proofs does it hold that \( \mathcal{C} \neq U_F(\emptyset) \). Hence, the above discussion can be avoided by the reasonable assumption that \( \mathcal{C} = U_F(\emptyset) \), as is done in [KLZ23].

4 Refined Running Time Analysis of the Extractor from Theorem 1

In this section, we will refine the running time analysis of the knowledge extractor of Figure 6. Instead of simply counting the (expected) number of \( A \)-invocations, we associate \( A \) with a cost function \( \theta : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \), such that \( \theta(c) \) denotes the cost of evaluating \( A(c) \). We can thereby give a tighter bound on the running time in scenarios where some \( A \)-invocations are more costly than others. This refinement turns out to be essential when considering Fiat–Shamir transformations of multi-round interactive proofs.
Lemma 4 (Refined Running Time Analysis - IP Extractor). Let \((\Gamma, \mathcal{C})\) be a nonempty monotone structure and \(\mathcal{A}: \mathcal{C} \rightarrow \{0, 1\}^n\) an algorithm accompanied by a verification predicate \(V: \mathcal{C} \times \{0, 1\}^n \rightarrow \{0, 1\}\). Further, let \(\theta: \mathcal{C} \rightarrow \mathbb{R}_{\geq 0}\), such that \(\theta(c)\) denotes the cost of evaluating \(\mathcal{A}(c)\).

Then the expected cost of the \(\mathcal{A}\)-invocations of the extractor \(E^\mathcal{A}_T\) of Figure 11 is at most

\[
E[\theta(C)] + t_{\Gamma} \cdot \frac{E[\theta(C)]}{1 - \kappa_{\Gamma}}
\]

where \(\mathcal{C}\) is distributed uniformly at random over \(\mathcal{C}\).

Before we prove this lemma, we introduce some convenient notation. We also note that even though it is not necessary, it may be didactically helpful to first verify the non-refined analysis in Appendix B.

For any \(0 < k \in \mathbb{Z}\), \(c = (c_1, \ldots, c_k) \in \mathcal{C}^k\) and \(1 \leq i \leq k\), we write \(c_i = (c_1, \ldots, c_i)\). We will abuse notation by occasionally interpreting the vector \(c\) as the subset of challenges containing the coordinates of \(c\), i.e., the statement \(c \in \Gamma \subseteq 2^\mathcal{C}\) is interpreted as \(\{c_1, \ldots, c_k\} \in \Gamma\). Further, to simplify notation, we write \(V\) for the event \(V(\mathcal{C}, \mathcal{A}(\mathcal{C})) = 1\) and \(U_i\) for the event \(C \in U_T(c_i)\), where \(C\) is distributed uniformly at random over \(\mathcal{C}\) and \(c_i\) is given by the context. Additionally, \(U_0\) denotes the event \(C \in \mathcal{C}\), i.e., \(\Pr(U_0) = 1\). Recall that \(U_T(c) \subseteq U_T(c_{k-1}) \subseteq \cdots \subseteq U_T(c_1) \subseteq \mathcal{C}\) (Equation (4)), or, in terms of probability events,

\[
U_k \implies U_{k-1} \implies \cdots \implies U_0. \tag{5}
\]

The following three quantities will play a crucial role in the analysis:

\[
\begin{align*}
\delta(c_i) &= \Pr(V \mid U_i) , \\
\Delta(c_i) &= \Pr(V \land \neg U_i \mid U_{i-1}) , \\
\hat{\delta}(c_i) &= \frac{\delta(c_{i-1}) - \Delta(c_i)}{1 - \Delta(c_i)} .
\end{align*}
\tag{6}
\]

The first two quantities represent certain parameters of the considered extractor from Figure 11. Namely, \(\delta(c_i)\) is the probability that \(V(c_{i+1}, y_{i+1}) = 1\) in the repeat loop in step \(\mathcal{B}\), given that the extractor has already found some set (or vector) of accepting challenges \(c_i = (c_1, \ldots, c_i)\). On the other hand, \(\Delta(c_i)\) is the probability for the considered coin to become 1 (which then means that the extractor stops unsuccessfully). Hence, \(\delta(c_i)\) and \(\Delta(c_i)\) are the parameters of the two geometric experiments that are run in parallel in step \(\mathcal{B}\), considering the challenges collected so far. Additionally, \(\hat{\delta}(c_i)\) is an auxiliary quantity that will be relevant in the analysis; for instance, the following shows that it lower bounds \(\delta(c_i)\):

\[
\begin{align*}
\delta(c_i) &= \Pr(V \mid U_i) = \frac{\Pr(V \land U_i \mid U_{i-1})}{\Pr(U_i \mid U_{i-1})} = \frac{\Pr(V \land U_i \mid U_{i-1})}{1 - \Pr(U_i \land U_{i-1})} \geq \frac{\Pr(V \land U_i \mid U_{i-1})}{1 - \Pr(V \land U_{i-1})} \\
&= \frac{\Pr(V \land U_i \mid U_{i-1})}{1 - \Delta(c_i)} = \frac{\Pr(V \mid U_{i-1}) - \Pr(V \land U_{i-1})}{1 - \Delta(c_i)} = \frac{\delta(c_{i-1}) - \Delta(c_i)}{1 - \Delta(c_i)} = \hat{\delta}(c_i) .
\end{align*}
\tag{7}
\]

Furthermore, exploiting this inequality \(\delta(c_i) \geq \hat{\delta}(c_i)\), and using that \(\Delta(c_i) \leq 1\), we have

\[
\delta(c_i) + \Delta(c_i) - \Delta(c_i)\delta(c_i) \geq \hat{\delta}(c_i) + \Delta(c_i) - \Delta(c_i)\hat{\delta}(c_i) = \delta(c_{i-1}) ,
\tag{8}
\]

where the equality is obtained by solving the definition of \(\hat{\delta}(c_i)\) for \(\delta(c_{i-1})\). Similarly,

\[
\frac{\delta(c_i) + \Delta(c_i) - \Delta(c_i)\delta(c_i)}{\delta(c_i)} \leq \frac{\hat{\delta}(c_i) + \Delta(c_i) - \Delta(c_i)\hat{\delta}(c_i)}{\delta(c_i)} = \frac{\delta(c_{i-1})}{\delta(c_i)} .
\tag{9}
\]

Equation (8) is used in the running time analysis (below and in Appendix B), while Equation (9) is used for the analysis of the success probability (in Appendix B).

We are now ready for the proof of Lemma B.

\footnote{This convention reflects that the extractor sampling the first challenge from \(\mathcal{C}\), rather than from \(U_T(\emptyset)\).}
Proof of Lemma \(4\). Let us write \(t = t_F\). For \(1 \leq i \leq t\), let the random variable \(C_i\) denote the \(i\)-th successful challenge found by the extractor, where we let \(C_i = \perp\) if the extractor finishes before finding \(i\) challenges, i.e., \(C_i\) has support in \(C \cup \{\perp\}\). Note that if \(C_i := \{C_1, \ldots, C_i\} \in \Gamma\) then \(C_{i+1} = \cdots = C_t = \perp\). Vice versa, \(C_i = \perp\) implies that the extractor was either successful before the \(i\)-th iteration, or that it aborted and failed before the \(i\)-th iteration.

For \(1 \leq i < t\), let \(c_i \in C^i\) with \(c_i \not\in \Gamma\) and \(\Pr[C_i = c_i] > 0\). Then, conditioning on \(C_i = c_i\) means that we consider a case where the extractor has found \(i\) challenges, but it needs at least one more. In order to do so, it runs two geometric experiments in parallel with parameters \(\delta(c_i)\) and \(\Delta(c_i)\), trying to find the \((i+1)\)-th challenge (step \(3\)). The probability that at least one of the experiments finishes in a single trial equals

\[
p := 1 - (1 - (\delta(c_i)) (1 - \Delta(c_i))) = \delta(c_i) + \Delta(c_i) - \Delta(c_i) \delta(c_i) \geq \delta(c_{i-1}),
\]

where the inequality follows from Equation (\(2\)). Thus, this run of two geometric experiments is again a geometric experiment, but now with parameter \(p\).

Next, we evaluate the cost of this (combined) geometric experiment. For this purpose we note that to determine the value of the coin, the extractor only needs to invoke \(A\) if \(d \notin U_{\Gamma}(c_i)\). Hence, recalling that the distribution of \(c_{i+1}\) is that of the random variable \(C\) conditioned on \(U_i\), and that \(d\) is distributed as \(C\) conditioned on \(U_{i-1}\), in each trial the expected cost of the \(A\)-invocations is at most

\[
\mathbb{E}\left[\theta(C) \mid U_i\right] + \Pr(\neg U_i \mid U_{i-1}) \cdot \mathbb{E}\left[\theta(C) \mid U_{i-1} \land \neg U_i\right] = \frac{\Pr(U_i)}{\Pr(U_i)} \cdot \mathbb{E}\left[\theta(C) \mid U_i\right] + \frac{\Pr(U_{i-1} \land \neg U_i)}{\Pr(U_{i-1})} \cdot \mathbb{E}\left[\theta(C) \mid U_{i-1} \land \neg U_i\right]
\]

\[
\leq \frac{1}{\Pr(U_i)} \left( \Pr(U_i) \cdot \mathbb{E}\left[\theta(C) \mid U_i\right] + \Pr(U_{i-1} \land \neg U_i) \cdot \mathbb{E}\left[\theta(C) \mid U_{i-1} \land \neg U_i\right] \right)
\]

\[
\leq \frac{\mathbb{E}[\theta(C)]}{1 - \Pr(U_i)} \leq \frac{\mathbb{E}[\theta(C)]}{1 - \kappa_F},
\]

where, in the first inequality, we use that \(U_i \implies U_{i-1}\) and thus \(\Pr(U_i) \leq \Pr(U_{i-1})\). Moreover, the second inequality follows since \(\theta(c) \geq 0\) for all \(c \in C\), and the last inequality follows from the definition of \(\kappa_F\), exploiting that \(c_i \notin \Gamma\) and thus \(C \setminus U_{\Gamma}(c_i) \notin \Gamma\) (Equation (\(3\)).

Hence, if we let \(Y_i\) denote the cost of the \(A\)-queries that the extractor makes in its \(i\)-th iteration, i.e., when trying to find the \(i\)-th challenge, then

\[
\mathbb{E}[Y_i] = \mathbb{E}[\theta(C)] \quad \text{and} \quad \mathbb{E}[Y_{i+1} \mid C_i = c_i] \leq \frac{\mathbb{E}[\theta(C)]}{\delta(c_{i-1})} \cdot \left( 1 - \frac{1}{\kappa_F} \right).
\]

where the upper-bound is the product of the expected number of trials and the expected cost per trial (by Lemma \(3\)). On the other hand, if \(c_i\) is such that \(c_i \in \Gamma\) or \(c_i = \perp\) (in either case, the extractor is done) then \(\mathbb{E}[Y_{i+1} \mid C_i = c_i] = 0\).

Putting these observations together shows that for all \(1 \leq k \leq t\)

\[
\mathbb{E}[Y_{k+1}] = \sum_{c_k \in T_k} \Pr(C_k = c_k) \cdot \mathbb{E}[Y_{k+1} \mid C_k = c_k] \leq \frac{\mathbb{E}[\theta(C)]}{1 - \kappa_F} \cdot \sum_{c_k \in T_k} \frac{\Pr(C_k = c_k)}{\delta(c_{k-1})}.
\]

where \(T_k := \{c_k \in C^k : c_k \notin \Gamma \land \Pr(C_k = c_k) > 0\}\).

We will now expand the probability \(\Pr(C_k = c_k)\), aiming for an upper bound on the above sum. For any \(c_k \in T_k\) and \(1 \leq i < k\), by Lemma \(3\) it holds that

\[
\Pr(C_{i+1} \neq \perp \mid C_i = c_i) = \frac{\delta(c_i)}{\delta(c_i) + \Delta(c_i) - \Delta(c_i) \delta(c_i)} \leq \frac{\delta(c_i)}{\delta(c_{i-1})},
\]

where the last inequality applies Equation (\(3\)). Noting that \(c_{i+1} \neq \perp\) by definition of \(T_k\), it follows that

\[
\Pr(C_{i+1} = c_{i+1} \mid C_i = c_i) = \Pr(C_{i+1} = c_{i+1} \land C_{i+1} \neq \perp \mid C_i = c_i)
\]

\[
= \tau(c_{i+1}) \cdot \Pr(C_{i+1} \neq \perp \mid C_i = c_i)
\]

\[
= \tau(c_{i+1}) \cdot \frac{\delta(c_i)}{\delta(c_{i-1})}
\]
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where,
\[ \tau(c_{i+1} | c_i) \coloneqq \Pr(C_{i+1} = c_{i+1} | C_{i+1} \neq \perp \land C_i = c_i). \]

Hence, it follows that
\[ \Pr(C_k = c_k) = \prod_{i=1}^{k} \Pr(C_i = c_i | C_{i-1} = c_{i-1}) = \delta(c_{k-1}) \cdot \prod_{i=1}^{k} \tau(c_i | c_{i-1}). \]

Hence, for all \( k \geq 1 \),
\[ \mathbb{E}[Y_{k+1}] \leq \frac{\mathbb{E}[\theta(C)]}{1 - \kappa F} \cdot \sum_{c_k \in \mathcal{C}} \prod_{i=1}^{k} \tau(c_i | c_{i-1}) \]
\[ \leq \frac{\mathbb{E}[\theta(C)]}{1 - \kappa F} \cdot \sum_{c_1 \in \mathcal{C}} \tau(c_1 | c_0) \sum_{c_2 \in \mathcal{C}} \tau(c_2 | c_1) \cdots \sum_{c_k \in \mathcal{C}} \tau(c_k | c_{k-1}) \]
\[ \leq \frac{\mathbb{E}[\theta(C)]}{1 - \kappa F}. \]

Hence, the expected running time of the extractor is at most
\[ \mathbb{E}[\theta(C)] + \sum_{k=1}^{t} \mathbb{E}[Y_{k+1}] \leq \mathbb{E}[\theta(C)] + t \cdot \frac{\mathbb{E}[\theta(C)]}{1 - \kappa F}, \]
which completes the proof of the lemma. \( \square \)

5 The Fiat–Shamir Transformation of \( \Gamma \)-Special-Sound \( \Sigma \)-Protocols

In this section, we analyze the knowledge soundness of the Fiat–Shamir transformation of \( \Gamma \)-out-of-\( \mathcal{C} \) special-sound \( \Sigma \)-protocols, i.e., we first restrict ourselves to 3-round interactive proofs. In Section 4, we will generalize the analysis to multi-round \((\Gamma_1, \ldots, \Gamma_n)\)-out-of-\((\mathcal{C}_1, \ldots, \mathcal{C}_n)\) special-sound interactive proofs. In both cases, we show that the security loss of the Fiat–Shamir transformation is linear in the query complexity \( Q \) of a dishonest prover attacking the non-interactive random oracle proof; in particular, the security loss is independent of the number of rounds. In comparison, in general the security loss of the Fiat–Shamir transformation may be exponential in the number of rounds.

In Section 5.1, we will set the stage and introduce the required notation and auxiliary lemmas. In Section 5.2, we will present our knowledge extractor and analyze its properties. Subsequently, to prepare for our analysis of Fiat–Shamir transformations of multi-round interactive proofs, we will provide a refined running time analysis in Section 5.3.

5.1 Preliminary Discussion

Following the notation of prior works, and in line with the notation used in Section 3 for interactive proofs, we present our core results in an abstract language. More precisely, we define an abstract algorithm \( \mathcal{A} \) by which we capture the behavior of a (dishonest) \( Q \)-query prover \( \mathcal{P}^* \) attacking the non-interactive proof. A prover attacking the interactive proof receives a challenge \( c \) and aims to provide an accepting response. In the non-interactive setting, the prover \( \mathcal{P}^* \) receives (access to) a random oracle \( \text{ro} : \mathcal{M} \to \mathcal{C} \), where \( \mathcal{M} \) is some finite set containing all potential first messages \( a \) of the interactive proof.

On input a statement \( x \), and after making at most \( Q \) queries to \( \text{ro} \), the prover \( \mathcal{P}^* \) outputs a proof \( \pi = (a, z) \), which is accepting if and only if \((a, c, z)\) is an accepting transcript, where \( c = \text{ro}(a). \)

\( ^{10} \) In the adaptive setting, the prover does not receive an input and outputs the statement \( x \) together with a proof \( \pi = (a, z) \). In this case, one should define the challenge as \( c = \text{ro}(x, a). \)
The algorithm $A$, which captures the behavior of a prover attacking the non-interactive proof, is hence of the form

$$A : \mathcal{C}^\mathcal{M} \rightarrow \mathcal{M} \times \{0, 1\}^*,$$

where $\mathcal{C}^\mathcal{M}$ denotes the set of all functions with domain $\mathcal{M}$ and codomain $\mathcal{C}$. Where convenient, we also write $A = (A, Z)$ such that $A(\text{ro})$ and $Z(\text{ro})$ denote the first and second output of $A(\text{ro})$, respectively. As before,

$$\mathcal{V} : \mathcal{M} \times \mathcal{C} \times \{0, 1\}^* \rightarrow \{0, 1\}, \quad (a, c, z) \mapsto v$$

denotes the verification predicate for the underlying interactive proof. This verification predicate naturally extends to a verification predicate

$$\mathcal{V}_\text{ro} : \mathcal{M} \times \{0, 1\}^* \rightarrow \{0, 1\}, \quad (a, z) \mapsto \mathcal{V}(a, \text{ro}(a), z),$$

for the non-interactive random oracle proof. By a slight abuse of notation, we sometimes reorder the inputs, so as to write $\mathcal{V}(c, A(\text{ro}))$ for $\mathcal{V}(a, c, z)$ with $(a, z) \leftarrow A(\text{ro})$. The algorithm $A$ now has a naturally defined success probability

$$\mathcal{V}(A) = \Pr(\mathcal{V}_\text{ro}(A(\text{RO})) = 1),$$

where RO is distributed uniformly at random over the set of random oracles $\mathcal{C}^\mathcal{M}$.

We note that even though the above notation suggests that the entire function table $\text{ro}$ is given as input to $A$, it is understood that $A$ represents a $Q$-query algorithm, and so accesses at most $Q$ positions of $\text{ro}$. Similarly, $\mathcal{V}_\text{ro}$ only needs to make a single query to the random oracle to verify the proof. This difference is only relevant when considering efficiency, but not when considering the success probability.

**Remark 4 (Probabilistic Algorithms).** As discussed in Section 3.4, we may assume $P^*$, and thus $A$, to be deterministic. However, in our (recursive) analysis of multi-round protocols, it will be essential to allow for probabilistic algorithm $A$. For this reason, we do not restrict to deterministic algorithms $A$. Further, given a probabilistic algorithm $A$, we will write $A[r]$ for the deterministic algorithm that evaluates $A$ with fixed random coins $r$.

The goal of the knowledge extractor is to find accepting transcripts $(a, c_1, z_1), \ldots, (a, c_k, z_k)$, with common first message $a$ and such that $(c_1, \ldots, c_k) \in \Gamma$. As we show below, this can be achieved by combining techniques from [AFK23, KZ23] and [AFK22, AFK23]. Deriving its success probability and expected running time is more involved.

To aid in our analysis we observe that, for all $\alpha \in \mathcal{M}$ and $\text{ro} \in \mathcal{C}^\mathcal{M}$, the algorithm $A$ defines the algorithm

$$A^\alpha_\text{ro} : \mathcal{C} \rightarrow \mathcal{M} \times \{0, 1\}^*, \quad c \mapsto (a, z) := A(\text{ro}[\alpha \mapsto c]),$$

which takes as input a challenge $c \in \mathcal{C}$, reprograms the random oracle $\text{ro}$ so that it answers queries to $\alpha$ with $c$, and then runs $A$ with the reprogrammed random oracle

$$\text{ro}[\alpha \mapsto c] : \mathcal{M} \rightarrow \mathcal{C}, \quad m \mapsto \begin{cases} \text{ro}(m), & \text{if } m \neq \alpha, \\ c, & \text{if } m = \alpha. \end{cases}$$

The corresponding verification predicate is

$$\mathcal{V}_\alpha(a, c, z) = \begin{cases} 1 & \text{if } \mathcal{V}(a, c, z) = 1 \text{ and } a = \alpha; \\ 0 & \text{otherwise.} \end{cases}$$

which is as $\mathcal{V}$, but additionally insists on $a$ being $\alpha$. Again, we allow $V_\alpha$ to reorder its input so that we can write $\mathcal{V}_\alpha(c, A(\text{ro}))$ for $\mathcal{V}_\alpha(a, c, z)$ with $(a, z) \leftarrow A(\text{ro})$. By definition $\mathcal{V}_\alpha^\alpha(a, z) = \mathcal{V}_\alpha(a, \text{ro}(a), z)$, and it is easily seen that $\mathcal{V}_\alpha(a, \text{ro}(a), z) = \mathcal{V}_\alpha(a, \text{ro}(\alpha), z)$. It thus follows that $\mathcal{V}_\alpha^\alpha(A(\text{ro})) = \mathcal{V}_\alpha(\text{ro}(\alpha), A(\text{ro}))$.

**Remark 5 (Early-abort).** For later purposes, we assume that the computation of $(a, z) \leftarrow A(\text{ro})$ is split into two steps: $A(\text{ro})$ first computes $a = A(\text{ro})$, and then continues to compute $z = Z(\text{ro})$. This allows for an early-abort strategy for computing $A^\alpha_\text{ro}(c) = A(\text{ro}[\alpha \mapsto c])$, in which the $A$-invocation is aborted if $a \neq \alpha$ is output. This assumption is not well motivated for the 3-round case, where we cannot expect $A$ to spend significantly more time in computing $z$ once it has decided on $a$, but it will be crucial in the multi-round running time analysis, where the 3-round case is recursively applied to $A$ being a (sub)extractor that indeed decides on $a$ early on.
The algorithm $\mathcal{A}_o^\alpha$ can be understood as an attacker against the underlying interactive proof, with the additional requirement that the attacker must use a particular first message $\alpha$. Indeed, this algorithm is precisely of the form required by the extraction algorithm $\mathcal{E}_\Gamma$ (for interactive proofs) of Section 6.2, i.e., $\mathcal{E}_\Gamma^{\mathcal{A}_o^\alpha}$ is well-defined. The following lemma now relates the success probability of $\mathcal{A}_o^\alpha$ to that of $\mathcal{A}$.

Lemma 5. Let $\mathcal{A}: \mathcal{C}^\alpha \rightarrow \mathcal{M} \times \{0, 1\}^*$ be an algorithm together with a verification predicate $\mathcal{V}: \mathcal{M} \times \mathcal{C} \times \{0, 1\}^* \rightarrow \{0, 1\}$. Then

$$\Pr_{\mathcal{V}}(\mathcal{A}_o^\alpha) = \frac{1}{|\mathcal{C}|^\mathcal{M}} \sum_{\mathcal{r} \in \mathcal{C}^\mathcal{M}} \sum_{\alpha \in \mathcal{M}} \mathcal{V}_\alpha(\mathcal{A}_o^\alpha(\alpha))$$

Intuitively, this is pretty clear. Averaged over a random choice of the random oracle $\mathcal{r}$, the reprogramming at $\alpha$ has no effect, and then the summing over all $\alpha$ removes the requirement on $\alpha$ being $\alpha$. The formal proof is spelled out as follows.

Proof. Let $\mathcal{R}_\mathcal{O}$ be distributed uniformly at random over $\mathcal{C}^\mathcal{M}$, and let $\mathcal{C}$ be distributed uniformly at random over $\mathcal{C}$. Then

$$\frac{1}{|\mathcal{C}|^\mathcal{M}} \sum_{\mathcal{r} \in \mathcal{C}^\mathcal{M}} \sum_{\alpha \in \mathcal{M}} \mathcal{V}_\alpha(\mathcal{A}_o^\alpha(\alpha)) = \sum_{\alpha \in \mathcal{M}} \Pr_{\mathcal{V}_\alpha}(\mathcal{V}_\alpha(\mathcal{C}, \mathcal{A}_o^\alpha(\alpha)) = 1)$$

$$\quad = \sum_{\alpha \in \mathcal{M}} \Pr_{\mathcal{V}_\alpha}(\mathcal{V}_\alpha(\mathcal{C}, \mathcal{A}(\mathcal{R}_\mathcal{O}|\alpha \mapsto \mathcal{C}))) = 1)$$

$$\quad = \sum_{\alpha \in \mathcal{M}} \Pr_{\mathcal{V}_\alpha}(\mathcal{V}_\alpha(\mathcal{R}_\mathcal{O}|\alpha \mapsto \mathcal{C})(\alpha), \mathcal{A}(\mathcal{R}_\mathcal{O}|\alpha \mapsto \mathcal{C})) = 1)$$

$$\quad = \sum_{\alpha \in \mathcal{M}} \Pr_{\mathcal{V}(\mathcal{R}_\mathcal{O})}(\mathcal{V}(\mathcal{R}_\mathcal{O})) = 1)$$

$$\quad = \Pr_{\mathcal{V}(\mathcal{R}_\mathcal{O})}(\mathcal{V}(\mathcal{R}_\mathcal{O})) = 1) = \epsilon^V(\mathcal{A})$$

where, in the equality marked by $\epsilon$, we use that $\mathcal{V}_\alpha(\mathcal{R}_\mathcal{O})(\alpha) = \mathcal{V}_\alpha(\mathcal{R}_\mathcal{O}(\alpha), \mathcal{A}(\mathcal{R}_\mathcal{O}))$, as explained earlier. This completes the proof of the lemma. $\square$

Before we define our knowledge extractor, we introduce the following crucial quantity, denoted $q(\mathcal{A})$. For a fixed random oracle $\mathcal{r}$ and a fixed randomness of $\mathcal{A}$, we count the number of prover messages $\alpha$ such that, after reprogramming $\mathcal{r}$ in $\alpha$ to a random value $C$, $\mathcal{A}$’s first output equals $\alpha$ with positive probability. The quantity $q(\mathcal{A})$ is then defined as the expectation of this number, averaged over the choice of the random oracle and of $\mathcal{A}$’s randomness. It turns out that both the expected running time and the success probability of our knowledge extractor depend on $q(\mathcal{A})$.

Definition 8. Let $\mathcal{A} = (A, Z): \mathcal{C}^\alpha \rightarrow \mathcal{M} \times \{0, 1\}^*$, $\mathcal{r} \mapsto (A(\mathcal{r}), Z(\mathcal{r}))$ be a (probabilistic) algorithm. Then

$$q(\mathcal{A}) := \mathbb{E}_{\mathcal{r}} \left[ \frac{1}{|\mathcal{C}|^\mathcal{M}} \sum_{\mathcal{r} \in \mathcal{C}^\mathcal{M}} |\{\alpha \in \mathcal{M} : \Pr(A[\mathcal{r}](\mathcal{r}\alpha \mapsto C)) = 1) > 0\} | \right]$$

where $C$ is distributed uniformly random over $\mathcal{C}$ and the expectation is over the random coins $\mathcal{r}$ of $\mathcal{A}$.

The following lemma shows that we can control the value $q(\mathcal{A})$ via the query complexity of $\mathcal{A}$.

Lemma 6. If $\mathcal{A} = (A, Z): \mathcal{C}^\alpha \rightarrow \mathcal{M} \times \{0, 1\}^*$ is a $Q$-query algorithm, then $q(\mathcal{A}) \leq Q + 1$.

\footnote{We note that we use $\epsilon$ for the success probability in the interactive setting with a uniformly random challenge, as in $\epsilon^V(\mathcal{A}_o^\alpha)$, and in the non-interactive setting, as in $\epsilon^V(\mathcal{A})$.}
Proof. Without loss of generality, we may assume \( A \) to be deterministic. Let us fix \( \rho \) \( \in \mathcal{C}^M \) and \( a = A(\rho) \). Further, let \( S(\rho) \subseteq \mathcal{C} \) be the set of messages queried by \( A(\rho) \), then \(|S(\rho)| \leq Q\).

If \( A(\rho) \) does not query message \( \alpha \), i.e., \( \alpha \notin S(\rho) \), then \( \mathcal{A}_v^\rho(\alpha) = \mathcal{A}(\rho(\alpha \mapsto c)) \) is oblivious to the input \( c \in \mathcal{C} \). Hence, since \( \mathcal{A} \) is deterministic, \( A(\rho(\alpha \mapsto c)) = a \) for all \( \alpha \notin S(\rho) \) and all \( c \in \mathcal{C} \). It therefore follows that

\[
p(\alpha) := \Pr\{A(\rho(\alpha \mapsto c)) = \alpha\} = 0
\]

for all \( \alpha \notin S(\rho) \cup \{a\} \), which implies that

\[
|\{\alpha : p(\alpha) > 0\}| = |\{\alpha \in S(\rho) : p(\alpha) > 0\}| + |\{\alpha \notin S(\rho) : p(\alpha) > 0\}| \leq |S(\rho)| + 1 \leq Q + 1.
\]

The lemma now follows trivially. \( \square \)

### 5.2 The Knowledge Extractor

With the above observations at hand, we can define a knowledge extractor \( \mathcal{F}_T \) for Fiat–Shamir transformations of \( \Gamma \)–out-of-\( \mathcal{C} \) special-sound interactive proofs.

In the first step, the extractor \( \mathcal{F}_T \) evaluates \((a, z) \leftarrow \mathcal{A}(\rho)\) for a random oracle \( \rho \in \mathcal{C}^M \) sampled uniformly at random. If \( \mathcal{V}^\rho(a, z) = 0 \), the extractor aborts. Otherwise, the extractor proceeds by running \( \mathcal{E}_{\text{search,} \Gamma}(c, a, z) \) on \( \mathcal{A}_v^\rho \), i.e., it proceeds as in the interactive setting, but now using the algorithm \( \mathcal{A}_v^\rho \) (and using the same random coins for \( \mathcal{A} \) as in the first step). Furthermore, in this second phase of the extraction algorithm, every \( \mathcal{A} \)-invocation is early-aborted if its first output is incorrect, i.e., \((a', z') \leftarrow \mathcal{A}(\rho(a \mapsto c')) = \mathcal{A}_v^\rho(c') \) is early-aborted if \( a' \neq a \) (see also Remark \( \mathcal{F} \)). The extractor is formally described in Figure 2. Its properties are summarized in Theorem 4.

We note that the early-abort property is only exploited in the refined running time analysis of Section 5.3 and, subsequently, in the analysis of multi-round interactive proofs. For this reason, this property will not play a role in Theorem 4 and its proof.

---

**Fig. 2.** Expected polynomial time extractor \( \mathcal{F}_T \) for the Fiat–Shamir transformation of \( \Gamma \)–out-of-\( \mathcal{C} \) special-sound \( \Sigma \)-protocols.

**Parameters:** a nonempty monotone structure \((\Gamma, \mathcal{C})\).

**Oracle access to:** algorithm \( \mathcal{A} : \mathcal{C}^M \rightarrow \mathcal{M} \times \{0, 1\}^* \) with verification predicate \( \mathcal{V} : \mathcal{M} \times \mathcal{C} \times \{0, 1\}^* \rightarrow \{0, 1\} \), such that \( \mathcal{A}_v^\rho \) and \( \mathcal{V}_v \) are defined as above (Equations (11) and (12)) for all \( \alpha \in \mathcal{M} \) and \( \rho \in \mathcal{C}^M \).

**Output:** \( \perp \) or \((a, c_1, z_1), \ldots, (a, c_k, z_k)\) with \( \{c_1, \ldots, c_k\} \in \Gamma \) and \( \mathcal{V}(a, c_j, y_j) = 1 \) for all \( j \).

1. Sample \( \rho \in \mathcal{C}^M \) uniformly at random and evaluate \((a, z) \leftarrow \mathcal{A}(\rho)\).
   - From here on, all subsequent \( \mathcal{A} \)-invocations use the same random coins, i.e., from here on the first \( \mathcal{A} \)-invocation is rewound when \( \mathcal{A} \) is invoked.
2. If \( \mathcal{V}^\rho(a, z) = 0 \), abort and output \( \perp \).
3. If \( \mathcal{V}^\rho(a, z) = 1 \) and \((\rho(a)) \in \Gamma \), output \((a, \rho(a), z)\).
4. Else, set \( S_1 = (\rho(a)) \subseteq \mathcal{C} \), \( i = 1 \) and \( \text{COIN} = 0 \).
5. Repeat:
   - Sample \( c_{i+1} \in \mathcal{U}_\Gamma(S_i) \) uniformly at random and evaluate
     \[
     (a', z_{i+1}) \leftarrow \mathcal{A}_v^\rho(c_{i+1}) = \mathcal{A}(\rho(a \mapsto c_{i+1}))
     \]
     (early-aborting the \( \mathcal{A} \)-invocation if \( a' \neq a \));
   - if \( \mathcal{V}_v(a', c_{i+1}, z_{i+1}) = 1 \), set \( S_{i+1} := S_i \cup \{c_{i+1}\} \) and then set \( i = i + 1 \);
   - else sample \( d \in \mathcal{U}_\Gamma(S_{i-1}) \), respectively \( d \in \mathcal{C} \) if \( i = 1 \), uniformly at random and set \( \text{COIN} = 1 \)
     if \( d \notin \mathcal{U}_\Gamma(S_i) \) and \( \mathcal{V}_v(a', d, z') = 1 \) for \((a', z') \leftarrow \mathcal{A}_v^\rho(d)\), early-aborting the \( \mathcal{A} \)-invocation if \( a' \neq a \);
   - until \( S_i \subseteq \Gamma \) or until \( \text{COIN} = 1 \).
6. If \( \text{COIN} = 1 \), abort and output \( \perp \).
7. If \( S_i = \{\rho(a), c_2, \ldots, c_i\} \subseteq \Gamma \), output \((a, \rho(a), z_1), (a, c_2, z_2), \ldots, (a, c_i, z_i)\) with \( \mathcal{V}(a, \rho(a), z_1) = 1 \) and \( \mathcal{V}(a, c_j, z_j) = 1 \) for all \( 2 \leq j \leq i \).
Theorem 2 (Extractor - Fiat–Shamir Transformation of Σ-Protocols). Let \((\Gamma, \mathcal{C})\) be a nonempty monotone structure. Then there exists an oracle algorithm \(F^{A}_{\Gamma}\) with the following properties: The algorithm \(F^{A}_{\Gamma}\), given oracle access to an algorithm \(A = (A, Z) : \mathcal{C}^{M} \rightarrow \mathcal{M} \times \{0, 1\}^{*}\) defined as above with verification predicate \(V : \mathcal{M} \times C \times \{0, 1\}^{*} \rightarrow \{0, 1\}\), requires an expected number of at most \(1 + q(A) \cdot \ell_{F} (1 + \kappa_{F})\) queries to \(A\) and, with probability at least

\[
\frac{e(A) - q(A) \cdot \kappa_{F}}{1 - \kappa_{F}}
\]

it outputs tuples \((a, c_{1}, z_{1}), \ldots, (a, c_{k}, z_{k}) \in \mathcal{M} \times \mathcal{C} \times \{0, 1\}^{*}\), for some \(k \in \mathbb{N}\), with \(V(a, c_{j}, z_{j}) = 1\) for all \(j\) and \(a, c_{1}, \ldots, c_{k} \in \Gamma\).

Proof. Note that, by linearity of expected value and the quantities we aim to bound, the running time and success bounds can be written as expressions \(\mathbb{E}_{r}[\ldots]\) over the random coins of \(r\) of \(A\). Thus, without loss of generality, we may assume that \(A\) is deterministic.

For simplicity, we drop the subscript \(\Gamma\) and write \(\mathcal{E}\) and \(F\) for \(\mathcal{E}_{\Gamma}\) and \(F_{\Gamma}\). Let the random variable \(\mathcal{R}O\) denote the random oracle sampled by the extractor for its first \(A\)-invocation, i.e., \(\mathcal{R}O\) is distributed uniformly at random over \(\mathcal{C}^{M}\). By a small abuse of notation, let \((A, Z) = A(\mathcal{R}O)\), i.e., the random variables \(A\) and \(Z\) denote the output of \(F^{A}\)’s first invocation of \(A\). Finally, for all \(a \in \mathcal{M}\) and \(\mathcal{R}O \in \mathcal{C}^{M}\), let \(\psi_{a}(\mathcal{R}O)\) denote the event

\[
\mathcal{R}O(m) = \mathcal{R}O(m) \quad \forall m \in \mathcal{M} \setminus \{a\},
\]

i.e., the condition \(\psi_{a}(\mathcal{R}O)\) fixes \(\mathcal{R}O\) everywhere outside \(a\). We are now ready to analyze our extractor.

Success Probability. Conditioned on \(\psi_{a}(\mathcal{R}O)\), the extractor \(F^{A}\) first samples a challenge \(\mathcal{R}O(a) = c \in \mathcal{C}\) and evaluates \((a, c) = A(\mathcal{R}O[a \mapsto c]) = \mathcal{A}_{\mathcal{R}O}^{A}(c)\). As such, conditioned on \(\psi_{a}(\mathcal{R}O)\), the first steps of the extractors \(F^{A}\) and \(\mathcal{E}_{\mathcal{R}O}^{A}\) are almost identical. The only difference between the two is that \(\mathcal{E}_{\mathcal{R}O}^{A}\) aborts if its first \(A\)-invocation outputs a message \(a \neq a\), whereas \(F^{A}\) would then proceed with running \(\mathcal{E}_{\text{search}}\). It thus follows that

\[
\Pr(F^{A} = 1 \land A = a \mid \psi_{a}(\mathcal{R}O)) = \Pr(\mathcal{E}_{\mathcal{R}O}^{A} = 1),
\]

where we write \(F^{A} = 1\) and \(\mathcal{E}_{\mathcal{R}O}^{A} = 1\) for the events that the extractors succeed.

By basic probability theory, we can now derive the following bound

\[
\Pr(F^{A} = 1) = \sum_{a \in \mathcal{M}} \Pr(F^{A} = 1 \land A = a) = \frac{1}{|\mathcal{C}|} \sum_{\mathcal{R}O \in \mathcal{C}^{M}} \sum_{a \in \mathcal{M}} \Pr(F^{A} = 1 \land A = \mathcal{R}O(a) \mid \psi_{a}(\mathcal{R}O)) = \frac{1}{|\mathcal{C}|} \sum_{\mathcal{R}O \in \mathcal{C}^{M}} \Pr(\mathcal{E}_{\mathcal{R}O}^{A} = 1) = \frac{1}{|\mathcal{C}|} \sum_{\mathcal{R}O \in \mathcal{C}^{M}} \Pr(\mathcal{E}_{\mathcal{R}O}^{A} = 1) \geq \frac{1}{|\mathcal{C}|} \sum_{\mathcal{R}O \in \mathcal{C}^{M}} \sum_{a \in \mathcal{M}} \max \left(\frac{\psi_{a}(\mathcal{R}O(a)) - \kappa_{F}}{1 - \kappa_{F}}, 0\right) \geq \frac{1}{|\mathcal{C}|} \sum_{\mathcal{R}O \in \mathcal{C}^{M}} \sum_{a < \mathcal{V}_{a}(\mathcal{R}O) > 0} \frac{\psi_{a}(\mathcal{R}O(a)) - \kappa_{F}}{1 - \kappa_{F}} \geq \mathcal{V}(A) - q(A) \cdot \kappa_{F} \cdot \frac{1 - \kappa_{F}}{1 - \kappa_{F}},
\]

\(\kappa_{F}\) Here we are exploiting that \(\mathcal{E}\) samples \(c_{1}\) from \(\mathcal{C}\), rather than from \(\mathcal{U}_{\ell_{F}}\), which would be more natural in the context of \(\mathcal{E}\). See also Remark \(\mathcal{R}\).
where the first inequality follows from Theorem \( \text{III} \) and the final inequality follows from Lemma \( \text{I} \) together with the observation that
\[
e^{V_A}(A_\alpha) \leq \Pr(A(\alpha \mapsto C)) = \alpha,
\]
and thus
\[
|\{\alpha : e^{V_A}(A_\alpha) > 0\}| \leq |\{\alpha : \Pr(A(\alpha \mapsto C)) = \alpha\} > 0\} |.
\]
This proves the claimed bound on the success probability.

**Expected Running Time.** As in the success probability analysis, we will use the fact that after the first \( A \)-invocation the extractor \( E^A \) proceeds exactly as in the interactive case.

For \( \rho \in C^M \) and \( \alpha \in M \), let \( V_\alpha \) denote the event that the first \( A \)-invocation of the extractor \( E^A_\alpha \), when applied to \( A_\alpha \), is successful. Further, we write \( X_\alpha \) for the number of \( A \)-queries made by \( E^A_\alpha \), not counting the first \( A \)-query. Then, exploiting \( \mathbb{E}[X_\alpha \mid \neg V_\alpha] = 0 \) and using Theorem \( \text{II} \), if follows that
\[
\Pr(V_\alpha) \cdot \mathbb{E}[X_\alpha \mid V_\alpha] = \mathbb{E}[X_\alpha] \leq t_\Gamma \cdot (1 + \kappa_\Gamma).
\]

Let us now do something similar for the extractor \( F^A \). More precisely, we let \( V \) denote the event that \( F^A \)'s first \( A \)-invocation is successful, and we let \( Y \) denote the number \( A \)-queries made by \( F^A \) except for the first one. Then,
\[
\Pr(V \land A = \alpha \mid \Psi_\alpha(\rho)) = \Pr(V_\rho),
\]
and \( \mathbb{E}[Y \mid \neg V] = 0 \). Further, by construction of the extractors,
\[
\mathbb{E}[Y \mid V \land A = \alpha \land \Psi_\alpha(\rho)] = \mathbb{E}[X_\alpha \mid V_\alpha].
\]
Hence,
\[
\mathbb{E}[Y] = \Pr(V) \cdot \mathbb{E}[Y \mid V]
= \frac{1}{|C|} \sum_{\rho \in C^M} \sum_{\alpha \in M} \Pr(\Psi_\alpha(\rho)) \cdot \Pr(V \land A = \alpha \mid \Psi_\alpha(\rho)) \cdot \mathbb{E}[Y \mid V \land A = \alpha \land \Psi_\alpha(\rho)]
\leq \frac{1}{|C^M|} \sum_{\rho \in C^M} \sum_{\alpha \in M} \Pr(V_\rho) \cdot \mathbb{E}[X_\alpha \mid V_\rho]
\leq \frac{1}{|C^M|} \sum_{\rho \in C^M} \sum_{\alpha \in M} \mathbb{E}[X_\alpha \mid \epsilon^{V_\rho}(A_\alpha) > 0] t_\Gamma \cdot (1 + \kappa_\Gamma)
\leq q(A) \cdot t_\Gamma \cdot (1 + \kappa_\Gamma),
\]
where we use that \( \Pr(V_\rho) = e^{V_\rho}(A_\rho) \leq \Pr(A(\rho \mapsto C)) = \alpha \). Hence, the expected running time of \( F^A \) is at most \( 1 + q(A) \cdot t_\Gamma \cdot (1 + \kappa_\Gamma) \), which completes the proof.

The following theorem now immediately follows from Lemma \( \text{I} \) and Theorem \( \text{II} \).

**Theorem 3 (Fiat–Shamir Transformation of a \( \Sigma \)-Protocol).** Let \( \Pi \) be a \( \Gamma \)-out-of-\( \mathcal{C} \) special-sound \( \Sigma \)-protocol \( \Pi \), with \( t_\Gamma \) polynomial in the size \(|x|\) of the statement \( x \) and such that sampling from \( U_\Gamma(S) \) takes polynomial time \((\text{in } |S|)\) for all \( S \subseteq \mathcal{C} \) with \(|S| \leq t_\Gamma \). Then, the Fiat–Shamir transformation \( FS[\Pi] \) of a \( \Pi \) is knowledge sound with knowledge error
\[
(Q + 1) \cdot \kappa_\Gamma,
\]
where \( \kappa_\Gamma = \max_{S \subseteq \mathcal{C}} q(S \mid x) \) is the knowledge error of the (interactive) \( \Sigma \)-protocol \( \Pi \).

More precisely, \( FS[\Pi] \) admits a knowledge extractor that, on input a statement \( x \) and given oracle access to a \( Q \)-query prover \( P^* \), makes an expected number of at most \( 1 + (Q + 1) \cdot t_\Gamma \cdot (1 + \kappa_\Gamma) \) queries to \( P^* \) and succeeds to extract a witness for \( x \) with probability at least
\[
\frac{\epsilon(P^*, x) - (Q + 1) \cdot \kappa_\Gamma}{1 - \kappa_\Gamma}.
\]
Remark 6 (Generic Applicability of our Fiat–Shamir Analysis). The knowledge extractor $F_T$ only mildly depends on the actual construction of the underlying extractor $E_T$ for $I$-special-sound interactive proofs. More precisely, $F_T$ uses the fact that $E_T$ first tries a random challenge and only continues if this challenge is accepted. However, to $F_T$ it is irrelevant how $E_T$ continues after this first phase; the second phase of $E_T$ is deployed in a black-box manner. This shows that our design principle allows one to transform any knowledge extractor for $I$-special-sound interactive proofs, containing the aforementioned two phases, into a knowledge extractor for the Fiat–Shamir transformation of $I$-special-sound interactive proofs.

5.3 A Refined Running Time Analysis

For the multi-round version of our result, we need a refined running time analysis, which considers an $A = (A, Z)$ for which it holds that computing the output $A(\alpha)$ is significantly cheaper than computing the full output $A(\alpha) = (A(\alpha), Z(\alpha))$. This allows us to improve the extractor $F_T$ by early aborting, i.e., by only computing the output $Z$ if it is really necessary. In this section, we make this early abort assumption, which was introduced in Remark 3, quantitative.

Looking ahead, in the multi-round extractor construction we will apply $F_T$ to a particular subextractor, which we cast as an algorithm $A = (A, Z)$, and for which computing $A$ is indeed cheap while computing $Z$ is expensive. In this case, the cost will be measured by the number of calls the subextractor makes to the dishonest prover. Below, we just consider a generic cost measure $\theta$.

Lemma 7 (Refined Running Time Analysis - NIROP Extractor). Let $(I, C)$ be a nonempty monotone structure and

$$A: \mathcal{C}^M \to \mathcal{M} \times \{0, 1\}^*, \ \rho \mapsto (A(\rho), Z(\rho))$$

an algorithm with a verification predicate $V: \mathcal{M} \times C \times \{0, 1\}^* \to \{0, 1\}$. Let $\theta: \mathcal{C}^M \to \mathbb{R}_{\geq 1}$, such that $\theta(\rho)$ denotes the expected cost of evaluating $(A(\rho), Z(\rho)) = A(\rho)$. Additionally, let us assume that solely evaluating $A(\rho)$ has constant cost $1$.

Let $F_T^\theta$ denote the knowledge extractor of Figure 5 equipped with the early-abort strategy. Then the expected cost of the $A$-invocations of $F_T^\theta$ is at most

$$\mathbb{E}[\theta(RO)] + t_F \cdot \frac{\mathbb{E}[\theta(RO)] - 1 + \varphi(A)}{1 - \kappa_F}.$$ 

Proof. By linearity of the expected value (over the random coins of $A$) and the quantities we aim to bound, we may, without loss of generality, assume that $A$ is deterministic.

As in the proof of Theorem 4, we will reduce the problem to the analysis of the extractor $E$ for the interactive case, but now using the refined running time analysis of Lemma 9.

We first fix $\rho \in \mathcal{C}^M$ and $\alpha \in \mathcal{M}$ and consider the execution of $E^\alpha_T$. Here, in line with the early abort strategy, $A^\alpha_T(c) = A(\rho(\alpha \mapsto c))$ first evaluates $\alpha' \leftarrow A^\alpha_T(c)$ and aborts if $\alpha \neq \alpha'$, otherwise it continues to additionally evaluate $Z^\alpha_T(c)$, where here and below $(A^\alpha_T(c), Z^\alpha_T(c))$ denotes the output of $A^\alpha_T(c)$. In particular, it holds that $A^\alpha_T(c) = A(\rho(\alpha \mapsto c))$. Thus, $A^\alpha_T$ has cost function

$$\theta^\alpha: \mathcal{C} \to \mathbb{R}_{\geq 0}, \ \ c \mapsto \begin{cases} \theta(\rho(\alpha \mapsto c)), & \text{if } A^\alpha_T(c) = \alpha, \\ 1, & \text{otherwise}. \end{cases}$$

As in the proof of Theorem 2, let $V^\alpha_T$ denote the event that the first $A^\alpha_T$-invocation of the extractor $E^\alpha_T$ is successful, i.e., $Pr(V^\alpha_T) = \mathbb{V}(A^\alpha_T)$, and let us write $X^\alpha_T$ for the cost of the $A^\alpha_T$-queries made by $E^\alpha_T$, not counting the cost of the first $A^\alpha_T$-query. Then, recalling (13), we have

$$Pr(V^\alpha_T) \cdot \mathbb{E}[X^\alpha_T | V^\alpha_T] = \mathbb{E}[X^\alpha_T].$$

In the proof of Theorem 2, we used Theorem 6 to bound $\mathbb{E}[X^\alpha_T]$. Here we used the refined running time bound of Lemma 9, from which it follows that

$$\mathbb{E}[X^\alpha_T] \leq t_F \cdot \frac{\mathbb{E}[\theta^\alpha_T(C)]}{1 - \kappa_F} = t_F \cdot \left(Pr(A^\alpha_T(C) = \alpha) \mathbb{E}[\theta^\alpha_T(C) | A^\alpha_T(C) = \alpha] + Pr(A^\alpha_T(C) \neq \alpha)\right)$$

where $C$ is uniformly random in $\mathcal{C}$. Note that we ignore the cost of the first $A$ invocation, and thus, in Equation (13), omitted the first summand $\mathbb{E}[\theta^\alpha_T(C)]$ from the running time bound of Lemma 9.
Let us now proceed similarly for the extractor $F^R_\alpha$. More precisely, we let $V$ denote the event that the first $A$-query is successful, and we let $Y$ denote the cost of the $A$-queries made by $F^R_\alpha$ not counting the cost of the first $A$-query. Clearly, $\mathbb{E}[Y \mid \neg V] = 0$. Further, we let the random variable $RO$ denote the initial choice of the random oracle by $F^R_\alpha$ and, as before, $\Psi_\alpha(\rho)$ denotes the event

$$RO(m) = \rho(m) \quad \forall m \in \mathcal{M} \setminus \{\alpha\}.$$ 

The crucial observation is that, by construction of $F_R$,

$$\mathbb{E}[Y \mid V \land A(RO) = \alpha \land \Psi_\alpha(\rho)] = \mathbb{E}[X^{\rho}_\alpha \mid V^{\rho}_\alpha],$$

and

$$\Pr(V \land A(RO) = \alpha \mid \Psi_\alpha(\rho)) = \Pr(V^{\rho}_\alpha) = \epsilon^{V_\alpha}(A^{\rho}_\alpha).$$

Therefore,

$$\mathbb{E}[Y] = \Pr(V) \cdot \mathbb{E}[Y \mid V]$$

$$= \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in \mathcal{M}} \Pr(\Psi_\alpha(\rho)) \Pr(V \land A(RO) = \alpha \mid \Psi_\alpha(\rho)) \mathbb{E}[Y \mid V \land A(RO) = \alpha \land \Psi_\alpha(\rho)]$$

$$= \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in \mathcal{M}} \Pr(V^{\rho}_\alpha) \mathbb{E}[X^{\rho}_\alpha \mid V^{\rho}_\alpha]$$

$$= \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in \mathcal{M}} \Pr(V^{\rho}_\alpha) \mathbb{E}[X^{\rho}_\alpha].$$

Hence, by Equation (15),

$$\mathbb{E}[Y] \leq \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in \mathcal{M}} \sum_{\alpha \in V^{\rho}_\alpha(A^{\rho}_\alpha) > 0} \frac{t_\mathcal{F}}{1 - \kappa_\mathcal{F}} \left( \Pr(A^{\rho}_\alpha(C) = \alpha) \mathbb{E}[\theta^{\rho}_\alpha(C) \mid A^{\rho}_\alpha(C) = \alpha] + 1 - \Pr(A^{\rho}_\alpha(C) = \alpha) \right).$$

As before, observe that $\epsilon^{V_\alpha}(A^{\rho}_\alpha) \leq \Pr(A(\rho[\alpha \rightarrow C]))$, and thus

$$|\{\alpha : \epsilon^{V_\alpha}(A^{\rho}_\alpha) > 0\}| \leq |\{\alpha : \Pr(A(\rho[\alpha \rightarrow C])) = \alpha > 0\}|,$$

which shows that

$$\frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in V^{\rho}_\alpha(A^{\rho}_\alpha) > 0} 1 \leq q(\mathcal{A}).$$

It therefore follows that

$$\mathbb{E}[Y] \leq \frac{t_\mathcal{F}}{1 - \kappa_\mathcal{F}} \left( q(\mathcal{A}) + \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in V^{\rho}_\alpha(A^{\rho}_\alpha) > 0} \left( \Pr(A^{\rho}_\alpha(C) = \alpha) \cdot \mathbb{E}[\theta^{\rho}_\alpha(C) \mid A^{\rho}_\alpha(C) = \alpha] - \Pr(A^{\rho}_\alpha(C) = \alpha) \right) \right).$$

Further, since $\theta^{\rho}_\alpha(c) \geq 1$ for all $c \in \mathcal{C}$, it holds that all the terms in the above summation are nonnegative. Thus, we can extend the summation from $\{\alpha : \epsilon^{V_\alpha}(A^{\rho}_\alpha) > 0\} \subseteq \mathcal{M}$ to all of $\mathcal{M}$. It therefore follows that

$$\frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in V^{\rho}_\alpha(A^{\rho}_\alpha) > 0} \left( \Pr(A^{\rho}_\alpha(C) = \alpha) \cdot \mathbb{E}[\theta^{\rho}_\alpha(C) \mid A^{\rho}_\alpha(C) = \alpha] - \Pr(A^{\rho}_\alpha(C) = \alpha) \right)$$

$$\leq \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \sum_{\alpha \in \mathcal{M}} \left( \Pr(A^{\rho}_\alpha(C) = \alpha) \cdot \mathbb{E}[\theta^{\rho}_\alpha(C) \mid A^{\rho}_\alpha(C) = \alpha] - \Pr(A^{\rho}_\alpha(C) = \alpha) \right)$$

$$= \sum_{\alpha \in \mathcal{M}} \frac{1}{|\mathcal{C}|} \sum_{\rho \in \mathcal{C}^M} \left( \Pr(A^{\rho}_\alpha(C) = \alpha \mid \text{RO} = \rho) \cdot \mathbb{E}[\theta^{\rho}_\alpha(C) \mid A^{\rho}_\alpha(C) = \alpha \land \text{RO} = \rho] - \Pr(A^{\rho}_\alpha(C) = \alpha \mid \text{RO} = \rho) \right).$$
where
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multi-round setting.

In this section, we extend our result to the multi-round setting. First, following prior works, we formally introduce multi-round special-soundness, and then proceed to describe and analyze our extractor in the multi-round setting.

\[ 6 \text{ The Fiat–Shamir Transformation of Multi-Round Interactive Proofs} \]

In this section, we extend our result to the multi-round setting. First, following prior works, we formally introduce multi-round special-soundness, and then proceed to describe and analyze our extractor in the multi-round setting.

\[ 6 \text{.1} \]

\( (\Gamma_1, \ldots, \Gamma_\mu) \)-out-of-\((C_1, \ldots, C_\mu) \) Special-Soundness

Let us write \( \Gamma := (\Gamma_1, \ldots, \Gamma_\mu) \) and \( C := (C_1, \ldots, C_\mu) \). Then, towards defining multi-round special-soundness as defined in [Afr23], we recall the following.

Definition 9 (Tree of Transcripts).

Given a monotone structure \((\Gamma, C)\), a \( \Gamma \)-tree of transcripts with trunk \( a \) is a set \( T \) of triples \((a, c, z) \) \( \in \) \( \{a\} \times C \times \{0, 1\}^* \) such that

\[ \{c \in C | \exists z \in \{0, 1\}^* : (a, c, z) \in T \} \in \Gamma. \]

We write \( \text{Tree}_\Gamma(a) \) and \( \text{Tree}_\Gamma \) \( \text{for the set of} \Gamma \text{-trees with trunk} \) \( a \) \( \text{and with arbitrary trunk, respectively.} \)

Given \((\Gamma_1, C_1), \ldots, (\Gamma_\mu, C_\mu)\), \( a \) \( \Gamma \)-tree of transcripts with trunk \( a_1 \) is recursively defined to be a set \( T \in \text{Tree}_\Gamma \) \( \text{of triples} \) \((a_1, c_1, T') \) \( \in \{a_1\} \times C_1 \times \text{Tree}_{\Gamma_2, \ldots, \Gamma_\mu} \) such that

\[ \{c_1 \in C | \exists T' \in \text{Tree}_{\Gamma_2, \ldots, \Gamma_\mu} : (a_1, c_1, T') \in T \} \in \Gamma, \]

where \( \text{Tree}_{\Gamma_2, \ldots, \Gamma_\mu}(a_2) \) and \( \text{Tree}_{\Gamma_2, \ldots, \Gamma_\mu} \) denote the set of all \((\Gamma_2, \ldots, \Gamma_\mu)\)-trees with trunk \( a_2 \) and with arbitrary trunk, respectively.

Remark 7. In the above recursive definition of a \( \Gamma \)-tree, we naturally identify the set \( T \) of triples \((a_1, c_1, T')\), where each \( T' \) is a set again (namely a set of triples \((a_2, c_2, T'') \) etc.), with the union of \( \{(a_1, c_1)\} \times T' \) over the triples in \( T \). This way, a \( \Gamma \)-tree of transcripts with trunk \( a_1 \) becomes a set of tuples \((a_1, c_1, a_2, \ldots, a_\mu, c_\mu, a_{\mu+1})\).
**Definition 10 (Tree of Accepting Transcripts).** Let 
\[ V: \mathcal{M} \times \mathcal{C}_1 \times \mathcal{M} \times \cdots \times \mathcal{M} \times \mathcal{C}_\mu \times \{0,1\}^* \rightarrow \{0,1\}, \]
be a verification predicate. A \( \Gamma \)-tree \( T \) of transcripts (with arbitrary trunk \( a_1 \)) is called a \( \Gamma \)-tree of \( V \)-accepting transcripts if 
\[ V(a_1, c_1, \ldots, a_\mu, c_\mu, a_{\mu+1}) = 1 \]
for every \((a_1, c_1, \ldots, a_\mu, c_\mu, a_{\mu+1}) \in T\). As above, we write \( \text{Tree}^V_{\Gamma} \) and \( \text{Tree}^V_{\Gamma}(a_1) \) for the set of all \((\Gamma_1, \ldots, \Gamma_\mu)\)-trees of \( V \)-accepting transcripts (with trunk \( a_1 \)).

The definition of the generalized special-soundness notion for multi-round protocols can now be provided.

**Definition 11 \(((\Gamma_1, \ldots, \Gamma_\mu)\text{-out-of-}(\mathcal{C}_1, \ldots, \mathcal{C}_\mu) \text{ Special-Soundness})\).** Let \((\Gamma_i, \mathcal{C}_i)\) be monotone structures for \(1 \leq i \leq \mu\), and let \(\Gamma := (\Gamma_1, \ldots, \Gamma_\mu)\) and \(\mathcal{C} := (\mathcal{C}_1, \ldots, \mathcal{C}_\mu)\). A \(2\mu+1\)-round public-coin interactive proof \((P, V)\) for relation \(R\), with challenge sets \(\mathcal{C}_1, \ldots, \mathcal{C}_\mu\), is \(\Gamma\)-out-of-\(\mathcal{C}\) special-sound if there exists a polynomial time algorithm that, on input a statement \(x\) and a \(\Gamma\)-tree of accepting transcripts, outputs a witness \(w \in R(x)\). We also say that \((P, V)\) is \(\Gamma\)-special-sound.

Our goal is to prove that, under certain mild assumptions, the Fiat–Shamir transformation of a \(\Gamma\)-special-sound interactive proof is knowledge sound. For context, we note that if the product of \(\mu\) is polynomially bounded, then [AHR23] establishes that \(\Gamma\)-out-of-\(\mathcal{C}\) special-sound interactive proofs are knowledge sound with knowledge error
\[ \kappa_\Gamma = 1 - \prod_{i=1}^{\mu} (1 - \kappa_{\Gamma_i}), \]  
(14)
where the \(\kappa_{\Gamma_i}\) are defined as in \((1)\). However, we don’t need this multi-round result in our work here; we only need the (improved) 3-round case of Section 5.3.

### 6.2 Preliminary Discussion

Given how we reduce the non-interactive to the interactive extractor for the 3-round case, a natural approach would be to do the same here for the multi-round case. Unfortunately, the running time would blow up too much. Indeed, in the 3-round case, having found one accepting transcript \((a, c, z)\), we can hope for finding more transcripts with the same \(a\) by running \(\mathcal{A}_2^w\) with different challenges (indeed, we have shown that \(Q+1\) tries are sufficient in expectation); however, in the multi-round case, having found a transcript \((a_1, c_1, a_2, \ldots, a_\mu, c_\mu, a_{\mu+1})\) it is too much to hope for finding more transcripts with the same \((a_1, a_2, \ldots, a_\mu)\). It is also not necessary, since in different branches of a tree of transcripts the \(a_i\)’s may well be different.

Another approach, also followed in prior works [ACK21, AK22, AKF22, AKFR23, AKF23, AL23], is to handle the multi-round setting recursively. Informally, a \((2\mu+1)\)-round extractor invokes a 3-round extractor, but replaces the algorithm \(\mathcal{A}\) by appropriate instantiations of a \(2\mu+1\)-round extractor.

However, the analysis of this recursive approach exposes certain subtle issues, especially when considering Fiat–Shamir transformations. More precisely, when analyzing Fiat–Shamir transformations, the expected running time of a naive recursion scales linearly in \(Q^\mu\), where \(Q\) is the query complexity of the prover attacking the non-interactive proof, and thus exponentially in the number of rounds \(2\mu+1\). For a non-constant number of rounds, this renders the expected running time of the extractor superpolynomial.

The same problem was encountered in the analysis of Fiat–Shamir transformations of \((k_1, \ldots, k_\mu)\)-special-sound interactive proofs [AKFR23, AKF23]. There, it is solved by making the following observation. An invocation of the \((2\mu-1)\)-round (sub)extractor is successful if it outputs a (sub)tree of accepting transcripts, and the (unique) first message of the tree corresponds to the first messages output by earlier invocations of this \((2\mu-1)\)-round extractor. The second requirement ensures that sufficiently many (sub)trees can be combined into a single larger tree.

---

13 Assuming \(Q\) is polynomially-large, as is standard.
Hence, every invocation of a subextractor can fail for two reasons: (1) because it fails to output a subtree; or (2) because the first message output by the subextractor is incorrect. Since the first message is already determined in the first step of the (sub)extractor, a failure of type (2) can be identified before completing the execution of the subextractor. In other words, this observation allows for an early-abort strategy, where the subextractor aborts its execution after the first step if it outputs the wrong first message (cf. Remark 3). Hence, failures of type (2) are far less costly than failures of type (1); the latter can only be identified after the subextractor has finished. By applying this early-abort strategy and refining the running time analysis, it was shown that the recursively defined extractor of \([\text{AFK22}, \text{AFK23}]\) can indeed be made to run in expected polynomial time. More precisely, the expected running time of their extractor scales linearly in \(Q\).

We will use the same early-abort strategy to obtain an efficient knowledge extractor. To take this strategy into account, we exploit the refined running time analysis for the 3-round FS-extractor, shown in Section 5.3.

### 6.3 Setting Up the Stage

Let us now move to the analysis of multi-round interactive proofs. In this section, assume we are given \(\mu\) monotone structures \(\Gamma_1, \ldots, \Gamma_\mu\), each \(\Gamma_i \subseteq 2^{C_i}\) for challenge sets \(C_i\). As before, we let \(\Gamma := (\Gamma_1, \ldots, \Gamma_\mu)\) and \(C := (C_1, \ldots, C_\mu)\). Further we denote by \(\vec{ro} = (ro_1, \ldots, ro_\mu)\) the vector of \(\mu\) random oracles, where the understanding is that the \(i\)-th round challenge is determined via the \(i\)-th random oracle (cf. Definition 4).

We define \(\overrightarrow{RO} := C_1^M \times C_2^M \times \cdots \times C_\mu^M\), the set from which the \(\mu\)-tuple of random oracles \(\vec{ro}\) is sampled.\(^{14}\)

To capture the behavior of a dishonest prover \(P^*\) attacking the non-interactive Fiat–Shamir transformation of a \((\Gamma_1, \ldots, \Gamma_\mu)\)-out-of-\((C_1, \ldots, C_\mu)\) special-sound interactive proof (on input \(x\)), we consider an abstract algorithm of the form:

\[
A: \overrightarrow{RO} \rightarrow M^\mu \times \{0, 1\}^*, \quad ro = (ro_1, \ldots, ro_\mu) \mapsto a = (a_1, \ldots, a_\mu, a_{\mu+1}).
\]

Hence, we model the attacker as an algorithm \(A\) that, on input \(\mu\) random oracles \(ro_1 \in C_1^M, ro_2 \in C_2^M, \ldots, ro_\mu \in C_\mu^M\), outputs a proof \(\pi = (a_1, \ldots, a_\mu, a_{\mu+1})\). As for the 3-round case, we treat the random oracles \(ro_1, \ldots, ro_3\) for the different rounds as input with the understanding that \(A\) has oracle access only, and when considering an extractor that runs \(A\), the random oracle queries are answered using standard lazy sampling. When referring to the number of queries made by \(A\), we mean the total number of queries to the random oracles \(ro_1, \ldots, ro_\mu\).

The algorithm \(A\) is accompanied by a verification predicate

\[
\Psi: M \times C_1 \times M \times \cdots \times M \times C_\mu \times \{0, 1\}^* \rightarrow \{0, 1\},
\]

and the success of \(A\) is measured by checking if

\[
\Psi(a_1, c_1, a_2, c_2, \ldots, a_\mu, c_\mu, a_{\mu+1}) = 1 \quad \text{for} \quad c_i = ro_i(a_1, \ldots, a_i).
\]

We write the above as

\[
\Psi^{\vec{ro}}(a_1, a_2, \ldots, a_\mu, a_{\mu+1}) = 1,
\]

and the success probability of \(A\) (as an attacker against the Fiat–Shamir transformed NIROP) is then given by

\[
\epsilon^\Psi(A) := \Pr(\Psi^{\vec{ro}}(A(\overrightarrow{RO})) = 1),
\]

where \(\overrightarrow{RO}\) is distributed uniformly at random over \(\overrightarrow{RO}\). The natural instantiation of \(\Psi\) is the verification predicate of the underlying interactive proof.

Below, we show the existence of a \((\Psi\)-dependent, randomized) extractor for \(A\), denoted \(F^A_{\mu}\), that aims to extract a tree \(T \in \text{Tree}_K^\Psi(a_1)\) of \(\Psi\)-accepting transcripts \((a_1, c_1, \ldots, a_\mu, c_\mu, a_{\mu+1})\) for some trunk \(a_1\). Thus, the success probability of the extractor is given by \(\Pr(\Psi(\vec{ro}^{A_{\mu}}) = 1)\), where \(\Psi(\vec{ro}^{A_{\mu}})\) checks

\(^{14}\) Alternatively, the \(\mu\) different random oracles could be implemented by (or modeled as) a single random oracle.
whether \( T \in \text{Tree}^{\mu}_2 \). Note that, without loss of generality, we may assume that \( \mathcal{F}^A_\mu \)'s output is indeed such a tree, or \( \perp \) otherwise.

In order for the inductive analysis to go through, we need that \( \mathcal{F}_\mu \) additionally satisfies the following technical property, which resembles the property on \( \mathcal{A} \) necessary for Lemma \ref{lem:extractor} to be applicable (and this is of course no coincidence).

**Definition 12 (Early-Choice Property).** An extractor \( \mathcal{F}^A_\mu \) satisfies the early-choice property, if

1. it runs \( (a_1, \ldots, a_{\mu+1}) \leftarrow \mathcal{A}(\vec{r}_\mu) \) as first step for uniformly random \( \vec{r}_\mu \), and
2. if it does not abort (i.e., \( \mathcal{F}^A_\mu \) does not output \( \perp \)), it outputs \( T \in \text{Tree}^{\mu}_1(a_1) \) with trunk \( a_1 \).

The above early-choice property implies that, already after its first \( \mathcal{A} \)-invocation, the extractor \( \mathcal{F}^A_\mu \) knows the trunk \( a_1 \) of the tree it is going to output if it does not abort.

### 6.4 Recursive Extractor Construction

We show the existence of the extractor \( \mathcal{F}_\mu \) by means of a recursive construction. For \( \mu = 1 \), \( \mathcal{F}^1_1 \) is simply the extractor from the 3-round case (Figure \ref{fig:random_oracle}). The early-abort property is satisfied by construction.

For \( \mu > 1 \), we consider

\[
\mathcal{A}[r_0] : (r_0, \ldots, r_\mu) \mapsto ((a_1, a_2), a_3, \ldots, a_\mu, a_{\mu+1}) = \mathcal{A}(r_0, r_0, \ldots, r_\mu)
\]

which acts as \( \mathcal{A} \) but has the random oracle \( r_0 \) fixed, and where the output \( (a_1, a_2, a_3, \ldots, a_\mu, z) \) of \( \mathcal{A} \) is parsed as indicated, i.e., the first two messages are combined so that \( \mathcal{A}[r_0] \) is viewed as an algorithm that outputs \( \mu \) messages (instead of \( \mu + 1 \)). The algorithm \( \mathcal{A}[r_0] \) comes with the obvious verification predicate \( \mathcal{V}[r_0] \) that has \( r_0 \) fixed as well, i.e.,

\[
\mathcal{V}[r_0]((a_1, a_2), a_3, \ldots, a_\mu, a_{\mu+1}) = \mathcal{V}(a_1, r_0(a_1), a_2, a_3, \ldots, a_\mu, a_{\mu+1}).
\]

**Remark 8.** Note that, by exploiting our particular choice of the multi-round Fiat–Shamir transformation where the second challenge is computed as \( c_2 = r_0(a_1, a_2) \), it holds that

\[
\mathcal{V}[r_0]^{r_0}((a_1, a_2), a_3, \ldots, a_{\mu+1}) = \mathcal{V}^{r_0}((a_1, a_2), a_3, \ldots, a_{\mu+1}).
\]

The above inequality would not hold if the second challenge would be computed differently, e.g., as \( r_0(a_2) \).

By applying recursion to \( \mathcal{A}[r_0] \) and \( \mathcal{V}[r_0] \), there exists a \( \mathcal{V}[r_0] \)-dependent, and thus \( r_0 \)-dependent, extractor

\[
\mathcal{F}^{\mathcal{A}[r_0]}_{\mu-1} \rightarrow T'
\]

that (unless it aborts) outputs a tree \( T' \in \text{Tree}^{\mathcal{V}[r_0]}_{r_0}(a_1, a_2) \) for some trunk \( (a_1, a_2) \); the corresponding \( (r_0 \)-dependent) verification predicate \( \mathcal{W}_{\mu-1}[r_0] \) thus checks if the output of \( \mathcal{F}_{\mu-1} \) is indeed such a tree.

We then consider the (probabilistic) algorithm

\[
\mathcal{B}^A : C^{M}_1 \rightarrow (\mathcal{M} \times \text{Tree}_{r_0}(a_1, a_2)) \cup \{ \perp \}, \quad r_0 \mapsto \mathcal{F}^{\mathcal{A}[r_0]}_{\mu-1},
\]

that, on input \( r_0 \), runs \( \mathcal{F}^{\mathcal{A}[r_0]}_{\mu-1} \) and where, unless it aborts, the output \( T' = \{(a_1, a_2)\} \times T'' \in \text{Tree}_{r_0}(a_1, a_2) \) is parsed as \( (a_1, z) = (a_1, a_2) \times T'' \), where then \( (a_2) \times T'' \in \text{Tree}_{r_0}(a_2) \).

We note that, here and below, we merely do some obvious reformatting, but spelling it out is somewhat cumbersome.

Now note that the algorithm \( \mathcal{B}^A \) is naturally equipped with a verification predicate, which we denote by \( \mathcal{V}_1 \). This predicate accepts a transcript \( (a_1, c_1, z) = (a_1, c_1, (a_2) \times T'') \) if \( (a_2) \times T'' \in \text{Tree}_{r_0}(a_2) \) and all transcripts \( (a_1, c_1, a_2, c_2, \ldots) \in \{(a_1, a_2)\} \times T'' \) are \( \mathcal{V} \)-accepting.

We note that, by construction, the success probability of \( \mathcal{B}^A \) on input \( r_0 \) equals the success probability of the extractor \( \mathcal{F}^{\mathcal{A}[r_0]}_{\mu-1} \), i.e., formally, \( \mathcal{V}_1^{r_0}(a_1, a_2) \times T'' = \mathcal{W}_{\mu-1}[r_0]((a_1, a_2) \times T'') \).
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Note that the algorithm $B^A$ and its verification predicate $V_1$ are of precisely the form required by our base case extractor $F_1$. For this reason, the extractor $F^A_\mu$ is given by

$$F^A_\mu := F^B_1,$$

with the early-abort strategy as specified in Figure 2. The early-abort strategy can be exploited in Lemma 4, using that, by induction, $F^A_{\mu-1}$ has the early-choice property (see Lemma 5), and therefore $B^A$ satisfies the requirement of having unit cost (measured in the number of queries to $A$) to compute $a_1$.

By construction, $F^B_1$ aims to output a $Γ_1$-tree of $V_1$-accepting transcripts with a trunk $a_1$ (but different challenges $c_1$), which then forms a $Γ$-tree of $V$-accepting transcripts.

6.5 Success Probability

We begin by inductively arguing that our extractor succeeds with the desired probability. First, we require a lemma bounding the $q$-value $q(B^A)$, as defined in Definition 6. Recall that, for the base case $\mu = 1$, i.e., when considering Fiat–Shamir transformations of $Σ$-protocols, Lemma 7 shows that $q(A) \leq Q + 1$, where $Q$ denotes the number of random oracle queries made by $A$. More generally, we wish to show that for any $\mu$ and for $B^A$ defined as above it holds that $q(B^A) \leq Q + 1$, where again $Q$ denotes the query complexity of $A$. In fact, this bound will be a consequence of Lemma 8, as our multi-round extractor satisfies the early-choice property.

**Lemma 8.** For any $\mu \geq 1$, the extractor $F^A_\mu$ ($= F^B_1$) satisfies the early-choice property of Definition 7.

**Proof.** For $\mu = 1$, $F^A_1$ is simply the extractor from the 3-round case (Figure 4). The early-choice property is therefore satisfied by construction.

Via induction, the claim for $\mu > 1$ then follows from transitivity. Namely, the extractor $F^B_1$ runs $B^A$ as a first step, with $r_0$ sampled uniformly at random, and eventually outputs the obtained $a_1$. Further, by the induction hypothesis $B^A(a_1) = F^B_{\mu-1}(r_0)$ runs $A$ as a first step, with the given $r_0$ and uniformly random $r_0$, $\ldots$, $r_\mu$, and eventually outputs the obtained $(a_1, a_2)$. It thus follows that $F^B_1$ runs $A(r_0, \ldots, r_\mu)$, with uniformly random $r_0$, $\ldots$, $r_\mu$, as a first step and eventually outputs the obtained $a_1$.

**Lemma 9.** For any algorithm $A$: $C^M_1 \times C^M_2 \times \cdots \times C^M_\mu \to M^\mu \times \{0, 1\}^*$ making at most $Q$ queries (in total) to its random oracles, and for $B$ as in the above recursive construction,

$$q(B^A) \leq Q + 1.$$

**Proof.** By definition, $B^A$ takes only one random oracle $r_0$ as input. Further, by the early-choice property of $F^A_{\mu-1}$ (Lemma 8), $B^A(a_1) = F^A_{\mu-1}(r_0)$ either aborts or its first output equals the first output of $A(r_0, r_0, \ldots, r_\mu)$, for $r_0, \ldots, r_\mu$ sampled uniformly at random. In particular, $r_0, \ldots, r_\mu$ are sampled independently from the input $r_0$, and thus uniquely determined by the random coins $r$ of $B^A$. Let us now fix these random coins $r$ and write $B^A[r](r_0)$ for the evaluation of $B^A$ with random coins $r$ and input $r_0$.

Then, by the above, the first output of $B^A[r](r_0)$ equals $A(r_0, r_0, \ldots, r_\mu)$ for some fixed random oracles $r_0, \ldots, r_\mu$. For this reason,

$$q(B^A[r]) \leq q(A(\cdot, r_0, \ldots, r_\mu)),$$

where $A(\cdot, r_0, \ldots, r_\mu): C^M_1 \to M^\mu \times \{0, 1\}^*$ makes at most $Q$ queries to the random oracles $r_0, r_0, \ldots, r_\mu$; in particular, it makes at most $Q$ queries to $r_0$. Finally, by Lemma 8, the right-hand side of the above inequality can thus be bounded by $Q + 1$. The lemma then follows by taking the expectation over the random coins $r$.

We are now ready to provide a lower-bound for success probability of the recursive extractor.

\[\text{It is thus easily seen that, in the lemma statement, a bound } Q \text{ on the queries to each random oracle (instead of bound on the total number of queries) would have sufficed.}\]
Proposition 1. Let $A: C_1^M \times C_2^M \times \cdots \times C_n^M \rightarrow M^x \times \{0,1\}^*$ be a $Q$-query algorithm. Then, the success probability of the extractor $\mathcal{F}_\mu^A$ satisfies

$$\Pr(\mathcal{F}_\mu^A \neq \bot) = \Pr(\mathcal{W}_\mu^A(\mathcal{F}_\mu^A) = 1) \geq \frac{\epsilon^{\mathcal{V}}(A) - (Q + 1) \cdot \kappa_G}{1 - \kappa_G}.$$  

Proof. The proof is by induction. The base case $\mu = 1$ follows from Theorem 4 and Lemma 5. Thus, consider now $\mu > 1$. First, setting $\Gamma' = (\Gamma_2, \ldots, \Gamma_\mu)$ and using that $\mathcal{B}_\mu^A(\mathcal{R}_1) = \mathcal{F}_\mu^A[\mathcal{R}_1]$, we note that by the induction hypothesis

$$\Pr\left(\mathcal{V}_1^{\mathcal{R}_1}(\mathcal{B}_\mu^A(\mathcal{R}_1)) = 1\right) = \Pr\left(\mathcal{W}_{\mu-1}^A[\mathcal{R}_1](\mathcal{F}_{\mu-1}^A[\mathcal{R}_1]) = 1\right)$$

$$\geq \frac{\epsilon^{\mathcal{V}[\mathcal{R}_1]}(A[\mathcal{R}_1]) - (Q + 1) \cdot \kappa_{\Gamma'}}{1 - \kappa_{\Gamma'}}.$$  

Hence,

$$\epsilon^{\mathcal{V}_1}(\mathcal{B}_\mu^A) = \Pr\left(\mathcal{V}_1^{\mathcal{R}_1}(\mathcal{B}_\mu^A(\mathcal{R}_1)) = 1\right) = \Pr\left(\mathcal{W}_{\mu-1}^A[\mathcal{R}_1](\mathcal{F}_{\mu-1}^A[\mathcal{R}_1]) = 1\right)$$

$$= \mathbb{E}_{\mathcal{R}_1}\left[\Pr\left(\mathcal{W}_{\mu-1}^A[\mathcal{R}_1](\mathcal{F}_{\mu-1}^A[\mathcal{R}_1]) = 1\right)\right]$$

$$\geq \mathbb{E}_{\mathcal{R}_1}\left[\epsilon^{\mathcal{V}[\mathcal{R}_1]}(A[\mathcal{R}_1]) - (Q + 1) \cdot \kappa_{\Gamma'}\right] = \frac{\epsilon^{\mathcal{V}[\mathcal{R}_1]}(A[\mathcal{R}_1]) - (Q + 1) \cdot \kappa_{\Gamma'}}{1 - \kappa_{\Gamma'}}.$$  

By using that

$$\epsilon^{\mathcal{V}[\mathcal{R}_1]}(A[\mathcal{R}_1]) = \Pr\left[\mathcal{V}[\mathcal{R}_1]^{\mathcal{R}_2, \ldots, \mathcal{R}_\mu}(A[\mathcal{R}_1](\mathcal{R}_2, \ldots, \mathcal{R}_\mu)) = 1\right]$$

$$= \Pr\left[\mathcal{V}[\mathcal{R}_1]^{\mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_\mu}(A(\mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_\mu)) = 1\right],$$

where the second equality exploits the particular definition of the Fiat–Shamir transformation (see Remark 5), we see that $\mathbb{E}_{\mathcal{R}_1}\left[\epsilon^{\mathcal{V}[\mathcal{R}_1]}(A[\mathcal{R}_1])\right] = \epsilon^{\mathcal{V}}(A)$. Hence,

$$\epsilon^{\mathcal{V}_1}(\mathcal{B}_\mu^A) \geq \frac{\epsilon^{\mathcal{V}}(A) - (Q + 1) \cdot \kappa_{\Gamma'}}{1 - \kappa_{\Gamma'}}.$$  

Furthermore, by Theorem 4, exploiting the bound on the $q$-value from Lemma 1,

$$\Pr(\mathcal{F}_\mu^A \neq \bot) = \Pr(\mathcal{F}_1^B \neq \bot) \geq \frac{\epsilon^{\mathcal{V}}(\mathcal{B}^A) - (Q + 1) \cdot \kappa_{\Gamma_1}}{1 - \kappa_{\Gamma_1}}.$$  

Thus, writing $\epsilon$ for $\epsilon^{\mathcal{V}}(A)$ and exploiting that $(1 - \kappa_{\Gamma_1})(1 - \kappa_G) = 1 - \kappa_G$,

$$\Pr(\mathcal{F}_\mu^A \neq \bot) \geq \frac{\epsilon - (Q + 1) \cdot \kappa_{\Gamma'} - (Q + 1) \cdot \kappa_{\Gamma_1}}{1 - \kappa_G}$$

$$= \frac{\epsilon - (Q + 1) \cdot \kappa_{\Gamma'} - (Q + 1) \cdot \kappa_{\Gamma_1} \cdot (1 - \kappa_G)}{1 - \kappa_G}$$

$$= \frac{\epsilon - (Q + 1)(\kappa_{\Gamma'} + \kappa_{\Gamma_1} \cdot (1 - \kappa_G))}{1 - \kappa_G}$$

$$= \frac{\epsilon - (Q + 1)(1 - (1 - \kappa_{\Gamma'})(1 - \kappa_{\Gamma_1}))}{1 - \kappa_G}$$

$$= \frac{\epsilon - (Q + 1) \cdot \kappa_G}{1 - \kappa_G},$$

which completes the proof.
6.6 Running Time Analysis

Let us now analyze the expected running time of our knowledge extractor.

**Proposition 2.** Let $\Gamma_1, \ldots, \Gamma_\mu$ be monotone structures and let $\Gamma = (\Gamma_1, \ldots, \Gamma_\mu)$. Let $A : \overrightarrow{RO} \rightarrow \mathcal{M}^u \times \{0, 1\}^*$ be a $Q$-query algorithm, and let the extractor $F_\mu$ be defined as above. Let the random variable $X_\Gamma$ denote the number of $A$-queries extractor $F_\mu$ makes. Then

$$E[X_\Gamma] \leq \frac{T_\Gamma + (T_\Gamma - 1)Q}{1 - \kappa_\Gamma},$$

where $T_\Gamma = \prod_{j=1}^\mu (t_{\Gamma_j} + 1)$.

**Proof.** The proof is by induction over $\mu$. The base case $\mu = 1$ follows from Theorem 8 together with the bound $q(A) \leq Q + 1$ from Lemma 3. These results namely state that the expected number of $A$-queries made by $F_\mu^A = F_1^A$ is at most

$$1 + q(A) \cdot t_{\Gamma_1} \cdot (1 + \kappa_{\Gamma_1}) \leq 1 + q(A) \cdot t_{\Gamma_1} \leq \frac{1 + q(A) \cdot t_{\Gamma_1}}{1 - \kappa_{\Gamma_1}},$$

where we use that $1/(1 - \kappa_j) \geq 1 + \kappa_{\Gamma_j} \geq 1$. We note that this bound could also have been obtained by using the refined running time analysis of Lemma 8, then using that $\theta(\rho_0) = 1$ is constant.

For the induction step, let $\Gamma' = (\Gamma_2, \ldots, \Gamma_\mu)$ and thus $T_{\Gamma'} = \prod_{j=2}^\mu (t_{\Gamma_j} + 1)$. By construction, $F_\mu^A = \mathcal{F}_{\mu-1}^{A}$ where $\mathcal{B}^A(\rho_0) = \mathcal{F}_{\mu-1}^{A[\rho_0]}$, up to some reformatting of the output.

By the early-choice property of $\mathcal{F}_{\mu-1}^{A[\rho_0]}$, the algorithm $\mathcal{B}^A$ satisfies the requirement on $A$ in Lemma 8, with the cost $\theta$ of $\mathcal{B}^A$ measuring the expected number of calls to $A$. Indeed, finding $a_1$ as in $(a_1, z) \leftarrow \mathcal{B}^A(\rho_0)$ can be done with one query to $A$, while finding a subtree requires a full run of $\mathcal{F}_{\mu-1}^{A[\rho_0]}$, and thus costs (in expectation) $\theta(\rho_{\Gamma_1})$ calls to $A$, where, by induction hypothesis,

$$E[\theta(\rho_{\Gamma_1})] = E[X_{\Gamma'}] \leq \frac{T_{\Gamma'} + (T_{\Gamma'} - 1)Q}{1 - \kappa_{\Gamma'}}.$$

Thus, by Lemma 8, and using the bound on $q(\mathcal{B}^A)$ from Lemma 8, we find

$$E[X_\Gamma] \leq E[\theta(\rho_{\Gamma_1})] + t_{\Gamma_1} \cdot \frac{E[\theta(\rho_{\Gamma_1})] - 1 + q(\mathcal{B}^A)}{1 - \kappa_{\Gamma_1}} \leq \frac{(t_{\Gamma_1} + 1)E[\theta(\rho_{\Gamma_1})] + t_{\Gamma_1}Q}{1 - \kappa_{\Gamma_1}} \leq \frac{(t_{\Gamma_1} + 1)(E[\theta(\rho_{\Gamma_1})] - 1)Q + t_{\Gamma_1}Q}{1 - \kappa_{\Gamma_1}} \leq \frac{(t_{\Gamma_1} + 1)T_{\Gamma'} + (T_{\Gamma'} - 1)Q + t_{\Gamma_1}Q}{1 - \kappa_{\Gamma}} \leq \frac{T_{\Gamma} + (T_{\Gamma} - 1)Q}{1 - \kappa_{\Gamma}},$$

which completes the proof. \qed

6.7 Knowledge Soundness of the Fiat–Shamir Transformation

The following theorem summarizes the properties of the recursive extraction algorithm defined in Section 8. In fact, from the success probability bound derived in Section 3 and the running time bound derived in Section 6.6, it immediately follows that the Fiat–Shamir transformation of a $(\Gamma_1, \ldots, \Gamma_\mu)$-out-of-$(C_1, \ldots, C_\mu)$ special-sound interactive proof is knowledge sound (under certain conditions). Moreover, the knowledge error only grows linearly in the query complexity $Q$ of dishonest provers attacking the non-interactive proof, and is independent of the number of rounds. This is the main result of this paper.
Theorem 4 (Knowledge Soundness - Fiat–Shamir Transformation of Multi-Round Interactive Proofs). Let $(\Gamma_i, C_i)$ be nonempty monotone structures, and let $\Gamma := (\Gamma_1, \ldots, \Gamma_n)$ and $C := (C_1, \ldots, C_n)$. Let $\Pi$ be a $\Gamma$-out-of-$C$ special-sound interactive proof. Suppose that $T_\Gamma = \prod_{i=1}^n (t_{\Gamma_i} + 1)$ is polynomial in the size $|x|$ of the statement $x$ and that, for all $i$, sampling from $\mathcal{U}_{\gamma_i}(S_i)$ takes polynomial time (in $|x|$) for all $S_i \subseteq C_i$ with $|S_i| \leq t_{\Gamma_i}$. Then the Fiat-Shamir transformation $FS[\Pi]$ of $\Pi$ is knowledge sound with knowledge error $(Q + 1) \cdot \kappa_\Gamma$, where $\kappa_\Gamma = 1 - \prod_{i=1}^n (1 - \kappa_{\Gamma_i})$ is the knowledge error of the interactive proof $\Pi$ and $Q$ denotes the query complexity of a prover attacking $FS[\Pi]$.

More precisely, $FS[\Pi]$ admits a knowledge extractor that, on input a statement $x$ and given oracle access to a $Q$-query prover $P^*$ makes at most

$$\frac{T_\Gamma + (T_\Gamma - 1)Q}{1 - \kappa_\Gamma}$$

queries to $P^*$ in expectation, and succeeds to extract a witness for $x$ with probability at least

$$\epsilon(P^*, x) - (Q + 1) \cdot \kappa_\Gamma \cdot \frac{1 - \kappa_\Gamma}{1 - \kappa_\Gamma}.$$

Proof. This follows immediately from Propositions $\Box$ and $\Box$
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\footnote{Recall that $\kappa_{\Gamma_i} = \max_{S_i \notin \Gamma_i} |S_i|/|C_i|$.}


Appendix

A Definition - Fiat–Shamir Transformation

We provide a formal definition of the Fiat–Shamir transform, as discussed in Section 2.3. For simplicity, we assume access to multiple independent random oracles \(ro_1, \ldots, ro_\mu\), where \(ro_i\) maps tuples of \(i\) prover messages to the appropriate challenge space.

Definition 13 (Static Fiat–Shamir Transformation). Let \(II = (P, V)\) be a \(2\mu + 1\)-move public-coin interactive proof for a relation \(R\) with \(i\)-th challenge set \(C_i\), and such that all potential prover messages are contained in \(M\). Let \(ro_1, \ldots, ro_\mu\) be independent random oracles such that \(ro_i\) : \(M^i \rightarrow C_i\) for all \(i = 1, \ldots, \mu\).

The static Fiat–Shamir transformation \(FS[II] = (P_{fs}, V_{fs})\) of the protocol \(II\) is the following NIROP. Given \((x; w) \in R\), the NIROP prover \(P_{fs}\) maps tuples of \(i\) prover messages to the appropriate challenge space.

The following lemma provides an useful bound for a specific composition of consecutive \(\Delta\)-values \(\Delta(c_0), \ldots, \Delta(c_k)\), as defined in Equation (10). This lemma crucially relies on the fact that \(U_i \implies U_{i-1}\) for all \(i\) (Equation (13)). Recall that \(U_i\) denotes the event \(C \in U_T(c_i)\), where \(C\) is uniformly distributed in \(C\). To give some intuition, we note that for a trivial \(V\) that occurs with certainty, so that \(\Delta(c_k) = \Pr(-U_k \mid U_{k-1})\), the inequality becomes the (trivial) equality

\[
\Pr(U_k) = \Pr(U_k \land \ldots \land U_1) = \prod_{i=1}^{k} \Pr(U_i \mid U_1 \land \ldots \land U_{i-1}) = \prod_{i=1}^{k} \Pr(U_i \mid U_{i-1}) = \Pr(U_k \mid U_{k-1}).
\]

For a non-trivial \(V\), the proof is less straightforward.

Lemma 10. Let \(c \in C^k\) for some \(k\) and let \(c_i = (c_{i,1}, \ldots, c_{i,k})\) for all \(1 \leq i \leq k\). Then

\[
\prod_{i=1}^{k} (1 - \Delta(c_i)) \leq 1 - \Pr(V \land \neg U_k) = 1 - \Pr(V) = 1 - \Pr(V \mid U_k) = 1 - \Pr(U_k) + \Pr(U_k \land U_{k-1} \land \ldots \land U_1).
\]
Proof. The proof of the lemma will now proceed inductively over $k$. The lemma trivially holds for the base case $k = 1$. So let us assume the lemma is proven for $k' = k - 1$. Then, by the induction hypothesis

$$\prod_{i=1}^{k}(1 - \Delta(c_i)) \leq (1 - \Pr(V \land \neg U_{k-1})) \cdot (1 - \Delta(c_k))$$

$$= (1 - \Pr(V \land \neg U_{k-1})) \cdot (1 - \Pr(V \land \neg U_k \mid U_{k-1}))$$

$$= \Pr(-V \lor U_{k-1}) \cdot \Pr(-V \lor U_k \mid U_{k-1})$$

$$= (\Pr(U_{k-1}) + \Pr(-V \land \neg U_{k-1})) \cdot \Pr(-V \lor U_k \mid U_{k-1})$$

$$\leq \Pr((-V \lor U_k) \land U_{k-1}) + \Pr(-V \land \neg U_{k-1})$$

$$= \Pr((-V \land U_{k-1}) \lor (U_k \land U_{k-1})) + \Pr(-V \land \neg U_{k-1})$$

$$= \Pr((-V \land U_{k-1}) \lor U_k \lor (-V \land \neg U_{k-1}))$$

$$= \Pr(-V \lor U_k)$$

$$= 1 - \Pr(V \land \neg U_k) ,$$

which completes the proof of the lemma.

The following auxiliary lemma provides a lower bound in terms of $\mathcal{A}$’s success probability $\epsilon(A)$ and the knowledge error $\kappa_F$. The left-hand side of this inequality will appear in the analysis of the success probability of the knowledge extractor.

**Lemma 11.** Let $c_k \in C^k$ for some $k$ with $c_k \notin \Gamma$ and let $c_i = (c_1, \ldots, c_i)$ for all $1 \leq i \leq k$. Then

$$\delta(c_0) \prod_{i=1}^{k} \frac{\delta(c_i)}{\delta(c_{i-1})} = \delta(c_1) \prod_{i=2}^{k} \frac{\delta(c_i)}{\delta(c_{i-1})} \geq \frac{\epsilon(A) - \kappa_F}{1 - \kappa_F} ,$$

where $\kappa_F := \max_{S \in \Gamma} \frac{|S|}{|\Gamma|}$.

**Proof.** First note that, for all $1 \leq i \leq k$,

$$\delta(c_{i-1}) - \Delta(c_i) = \Pr(V \mid U_{i-1}) - \Pr(V \land \neg U_i \mid U_{i-1}) = \Pr(V \land U_i \mid U_{i-1})$$

$$= \Pr(V \mid U_i \land U_{i-1}) \Pr(U_i \mid U_{i-1}) = \delta(c_i) \cdot \Pr(U_i \mid U_{i-1}) ,$$

where we use that $U_i \implies U_{i-1}$.

Hence,

$$\delta(c_i) = \frac{\delta(c_{i-1}) - \Delta(c_i)}{1 - \Delta(c_i)} = \frac{\Pr(U_i \mid U_{i-1})}{1 - \Delta(c_i)} ,$$

and

$$\delta(c_1) \prod_{i=2}^{k} \frac{\delta(c_i)}{\delta(c_{i-1})} = \delta(c_k) \prod_{i=1}^{k} \frac{\Pr(U_i \mid U_{i-1})}{1 - \Delta(c_i)}$$

$$= \delta(c_k) \Pr(U_k \mid U_0) \prod_{i=1}^{k} \frac{1}{1 - \Delta(c_i)}$$

$$= \delta(c_k) \Pr(U_k) \prod_{i=1}^{k} \frac{1}{1 - \Delta(c_i)}$$

$$= \Pr(V \land U_k) \prod_{i=1}^{k} \frac{1}{1 - \Delta(c_i)} ,$$

(17)

where the second equality follows again because $U_j \implies U_i$ for all $i \leq j$. By Lemma 11, it thus follows that

$$\delta(c_1) \prod_{i=2}^{k} \frac{\delta(c_i)}{\delta(c_{i-1})} \geq \frac{\Pr(V \land U_k)}{1 - \Pr(V \land \neg U_k)} = \frac{\Pr(V) - \Pr(V \land \neg U_k)}{1 - \Pr(V \land \neg U_k)} .$$

(18)
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Now note that, since $C \setminus U_{r}(c) \notin \Gamma$ for all $c \notin \Gamma$ (see Equation (13)),

$$\Pr(V \land \neg U_{k}) \leq \Pr(\neg U_{k}) = \Pr(C \notin U_{r}(c_{k})) \leq \max_{S \notin \Gamma} \frac{|S|}{|C|} = \kappa_{r}.$$ 

Hence, by Equation (13) and the monotonicity (decreasing) of the function $x \mapsto \frac{q-x}{q-1}$ for all $0 \leq q \leq 1$, it follows that

$$\delta(c_{1}) \prod_{i=2}^{k} \frac{\delta(c_{i})}{\delta(c_{i-1})} \geq \frac{\Pr(V) - \kappa_{r}}{1 - \kappa_{r}} \geq \frac{\epsilon^{\prime}(A) - \kappa_{r}}{1 - \kappa_{r}},$$

which completes the proof of the lemma.

We are no ready to present the proof of Theorem 11.

**Proof of Theorem 11.** The extractor $E^{\prime}$ is formally defined in Figure 11. It iteratively tries to find new challenges $c_{i}$, together with outputs $y_{i}$, such that $V(c_{i}, y_{i}) = 1$, until it has collected a subset $\{c_{1}, \ldots, c_{k}\} \in \Gamma$. Further, for $i \geq 2$, every $c_{i}$ is sampled from $U_{r}(\{c_{1}, \ldots, c_{i-1}\})$, i.e., for all extractor outputs it holds that $k \leq t_{r} + 1$. Note that, $k = t_{r} + 1$ can only occur if the first challenge $c_{1}$ is in $C \setminus U_{r}(\emptyset)$, i.e., if $c_{1}$ is useless. Further, only in contrived interactive proofs $C \in U_{r}(\emptyset)$, hence typically it even holds that $k \leq t_{r}$. See also Remark 11.

As before, for any $c = (c_{1}, \ldots, c_{k}) \in C^{k}$ and $1 \leq i \leq k$, we write $c_{i} = (c_{i}, \ldots, c_{i})$. Let us now analyze the success probability and the expected number of $A$-queries of the extractor.

**Success Probability.** Let us write $t = t_{r}$. Let the random variable $C_{i}$ denote the $i$-th successful challenge found by the extractor, where we let $C_{i} = \bot$ if the extractor finishes before finding $i$ challenges, i.e., $C_{i}$ has support in $C \cup \{\bot\}$. Note that if $(C_{1}, \ldots, C_{i}) \in \Gamma$ then $C_{i+1} = \cdots = C_{t} = \bot$. Vice versa, $C_{i} = \bot$ implies that the extractor was either successful before the $i$-th iteration, or that it aborted and failed before the $i$-th iteration. Further, we write $C_{i} = (C_{i}, \ldots, C_{i})$ and $C = C_{t+1}$. Additionally, for $k \in \mathbb{N}$, we define

$$G_{k} = \{c \in (C \cup \{\bot\})^{k+1} : \Pr(C = c) > 0 \land c_{k-1} \notin \Gamma \land c_{k} \in \Gamma\}$$

and then set $G = G_{1} \cup \cdots \cup G_{t+1}$. Note that, $G_{k}$ contains those challenge sequences $c$ which occur during a successful run of $E^{\prime}$ and for which $c_{k} \in \Gamma$ for the first time. Moreover, for all $c \in G_{k}$, it holds that $c_{i} \neq \bot$ for all $i \leq k$ and $c_{i} = \bot$ for all $i > k$. Further, observe that $G$ is a disjoint union, and that the extractor succeeds if and only if $C \in G$.

We make the following case distinction. If $T := \{c \in C : \Pr(V(c, A(c)) = 1) > 0\} \notin \Gamma$ then

$$0 = \Pr(V \mid C \notin T) \geq \Pr(V) - \Pr(C \in T) \geq \epsilon^{\prime}(A) - \kappa_{r},$$

i.e., $\epsilon^{\prime}(A) \leq \kappa_{r}$. So, in this case, the extractor trivially succeeds with the claimed probability. In the remainder, we thus consider the case where $T \in \Gamma$, which in particular implies that for all $i$ and all $c_{i} \in C^{i}$ with $\Pr(C_{i} = c_{i}) > 0$ and $c_{i} \notin \Gamma$ it holds that $\Pr(C_{i+1} \neq \bot \mid C_{i} = c_{i}) > 0$, and so conditioning on the event “$C_{i+1} \neq \bot \land C_{i} = c_{i}$” is well defined then.

Towards analyzing the success probability $\Pr(C \in G)$ of the extractor $E$ in Fig. 11, it will be convenient to consider the variant $E^{\prime}$ of $E$ that is not stopped by the coin, but keeps on searching for a next challenge $c_{i+1} \in U_{r}(c_{i})$ for which $A$ succeeds. Formally, for $i \in \{1, \ldots, t\}$ and $c_{i} \in C^{i}$ with $\Pr(C_{i} = c_{i}) > 0$ and $c_{i} \notin \Gamma$, $E^{\prime}$ finds $c_{i+1} \in C$ with probability

$$\tau(c_{i+1} \mid c_{i}) := \Pr(C_{i+1} = c_{i+1} \mid C_{i+1} \neq \bot \land C_{i} = c_{i}).$$

In all other cases, we set $\tau(c_{i+1} \mid c_{i}) := 0$ for $c_{i} \in (C \cup \{\bot\})^{i}$ and $c_{i+1} \notin C$, and $\tau(\bot \mid c_{i}) := 1$ instead, to indicate that $c_{i+1}$ is set to $\bot$ then by $E^{\prime}$. Thus, by construction, $E^{\prime}$ keeps finding useful challenges $c_{1}, c_{2}, \ldots \in C$ until it has collected $c_{i} \in \Gamma$ which happens at the latest for $i = t+1$. Thus, the distribution

$$D(c) := \prod_{i=0}^{t} \tau(c_{i+1} \mid c_{i})$$
of the list $c$ of challenges produced by $E'$ has its support contained in $\mathcal{G}$.

Below, we show how we can relate the probability of finding a certain $c$ among the two extractors.

Let us now go back to analyzing the extractor. We observe that, for $c \notin \mathcal{G}_k$ and $i < k$, i.e., $c_i \notin \Gamma$, conditioned on $[C_i = c_i]$ the extractor tries to find an $(i + 1)$-th $c_{i+1} \in \mathcal{U}_\Gamma(c_i)$ with $\mathcal{V}(c_{i+1}, A(c_{i+1})) = 1$. To this end, it starts running two geometric experiments in parallel until either of them finishes. The first geometric experiment repeatedly runs $y_{i+1} \leftarrow A(c_{i+1})$ for $c_{i+1} \in \mathcal{U}_\Gamma(c_i)$ sampled uniformly at random, and thus has parameter $\delta(c_i)$. The second geometric experiment repeatedly runs $y \leftarrow A(d)$ for $d \leftarrow R \mathcal{U}_\Gamma(c_{i-1})$ until $d \notin \mathcal{U}_\Gamma(c_i)$ and $\mathcal{V}(d, y) = 1$, i.e., it has parameter $\Delta(c_i)$. The extractor succeeds in finding the $(i + 1)$-th challenge if the first geometric experiment finishes before the second. Hence, by Lemma \ref{lem:2} and Equation \eqref{eq:19},

$$\Pr(C_{i+1} \neq \perp \mid C_i = c_i) = \frac{\delta(c_i)}{\delta(c_i) + \Delta(c_i) - \Delta(c_i)\delta(c_i)} \geq \frac{\delta(c_i)}{\delta(c_{i-1})},$$

and (noting that $c_{i+1} \neq \perp$ by definition of $\mathcal{G}$)

$$\Pr(C_{i+1} = c_{i+1} \mid C_i = c_i) = \Pr(C_{i+1} = c_{i+1} \cap C_{i+1} \neq \perp \mid C_i = c_i)$$

$$= \tau(c_{i+1} \mid c_i) \cdot \Pr(C_{i+1} \neq \perp \mid C_i = c_i)$$

$$\geq \tau(c_{i+1} \mid c_i) \cdot \frac{\delta(c_i)}{\delta(c_{i-1})}.$$

It thus follows that for $k$ such that $c \in \mathcal{G}_k$

$$\Pr(C = c) = \Pr(C_k = c_k) = \prod_{i=1}^{k} \Pr(C_i = c_i \mid C_{i-1} = c_{i-1})$$

$$\geq \delta(c_0) \tau(c_1 \mid c_0) \prod_{i=1}^{k-1} \frac{\delta(c_i)}{\delta(c_{i-1})} \tau(c_{i+1} \mid c_i)$$

$$\geq \frac{e^\mathcal{V}(A) - \kappa \Gamma}{1 - \kappa \Gamma} \prod_{i=1}^{k} \tau(c_i \mid c_{i-1}),$$

where the final inequality follows from Lemma \ref{lem:2}. Hence, for $c \in \mathcal{G}_k$, exploiting $\tau(c_i \mid c_{i-1}) = \tau(\perp \mid c_{i-1}) = 1$ for $i > k$, we find

$$\Pr(C = c) \geq \frac{e^\mathcal{V}(A) - \kappa \Gamma}{1 - \kappa \Gamma} \prod_{i=1}^{t+1} \tau(c_i \mid c_{i-1}) = \frac{e^\mathcal{V}(A) - \kappa \Gamma}{1 - \kappa \Gamma} \cdot D(c).$$

Thus, the extractor’s success probability equals

$$\Pr(C \in \mathcal{G}) = \sum_{c \in \mathcal{G}} \Pr(C = c) \geq \frac{e^\mathcal{V}(A) - \kappa \Gamma}{1 - \kappa \Gamma} \cdot \sum_{c \in \mathcal{G}} D(c) = \frac{e^\mathcal{V}(A) - \kappa \Gamma}{1 - \kappa \Gamma},$$

where the final equality follows from the support of $D$ being contained in $\mathcal{G}$. This proves the claimed success probability.

**Expected Number of $A$-Queries.** Let us now continue with the expected running time analysis. For $1 \leq i < t$, let $c_i \in \mathcal{C}_i$ with $c_i \notin \Gamma$ and $\Pr[C_i = c_i] > 0$. As before, we use that in its $(i+1)$-th iteration, conditioned on $[C_i = c_i]$, the extractor runs two geometric experiments in parallel with parameters $\delta(c_i)$ and $\Delta(c_i)$, trying to find the $(i + 1)$-th challenge. The probability that one of the experiments finishes in a single trial equals

$$1 - (1 - \delta(c_i)) (1 - \Delta(c_i)) = \delta(c_i) + \Delta(c_i) - \Delta(c_i)\delta(c_i) \geq \delta(c_{i-1}),$$

where the inequality follows from Equation \eqref{eq:8}.

Now note that, to determine the value of the coin, the extractor only needs to invoke $A$ if $d \notin \mathcal{U}_\Gamma(c_i)$. Hence, in expectation each trial invokes $A$ at most

$$1 + \Pr(C \notin \mathcal{U}_\Gamma(c_i) \mid C \in \mathcal{U}_\Gamma(c_{i-1})) \leq 1 + \Pr(C \notin \mathcal{U}_\Gamma(c_i)) \leq 1 + \kappa \Gamma$$
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times, where the first inequality follows since $U_T(c_i) \subseteq U_T(c_{i-1})$, and the second since $C \setminus U_T(c_i) \notin \Gamma$ for all $c_i \notin \Gamma$ (Equation (3)). Hence, if we let $Y_i$ denote the number of $A$-queries that the extractor requires in its $i$-th iteration, i.e., when trying to find the $i$-th challenge $C_i$, then (by Lemma 2)

$$E[Y_i] = 1 \quad \text{and} \quad E[Y_{i+1} \mid C_i = c_i] \leq \frac{1 + \kappa_T}{\delta(c_{i-1})}.$$ 

On the other hand, if $c_i$ is such that $c_i \in \Gamma$ or $c_i = \perp$ (in either case, the extractor is done) then $E[Y_{i+1} \mid C_i = c_i] = 0$. Putting these observations together shows that, for all $1 \leq k \leq t$,

$$E[Y_{k+1}] = \sum_{c_k \in T_k} \Pr(C_k = c_k) \cdot E[Y_{k+1} \mid C_k = c_k] \leq (1 + \kappa_T) \cdot \sum_{c_k \in T_k} \Pr(C_k = c_k),$$

where $T_k := \{c_k \in C^k : c_k \notin \Gamma \land \Pr(C_k = c_k) > 0\}$.

As in the success probability analysis, we will now expand the probability $\Pr(C_k = c_k)$, but now aiming for an upper bound. Then, for $c_k \in T_k$ and $i < k$, by Equation (3)

$$\Pr(C_{i+1} \neq \perp \mid C_i = c_i) = \frac{\delta(c_i)}{\delta(c_i) + \Delta(c_i) - \Delta(c_i)\delta(c_i)} \leq \frac{\delta(c_i)}{\delta(c_{i-1})},$$

and (noting that $c_{i+1} \neq \perp$ by definition of $G$)

$$\Pr(C_{i+1} = c_{i+1} \mid C_i = c_i) = \Pr(C_{i+1} = c_{i+1} \land C_{i+1} \neq \perp \mid C_i = c_i)$$

$$\quad \leq \tau(c_{i+1} \mid c_i) \cdot \Pr(C_{i+1} \neq \perp \mid C_i = c_i)$$

$$\quad \leq \tau(c_{i+1} \mid c_i) \cdot \frac{\delta(c_i)}{\delta(c_{i-1})}.$$ 

where, as before,

$$\tau(c_{i+1} \mid c_i) := \Pr(C_{i+1} = c_{i+1} \mid C_{i+1} \neq \perp \land C_i = c_i).$$

Similar to Equation (13), but now using the upper bound, it therefore follows that

$$\Pr(C_k = c_k) = \prod_{i=1}^{k} \Pr(C_i = c_i \mid C_{i-1} = c_{i-1})$$

$$\quad \leq \delta(c_0) \cdot \tau(c_1 \mid c_0) \cdot \prod_{i=1}^{k-1} \frac{\delta(c_i)}{\delta(c_{i-1})} \cdot \tau(c_{i+1} \mid c_i)$$

$$\quad = \delta(c_{k-1}) \cdot \prod_{i=1}^{k} \tau(c_i \mid c_{i-1}).$$

Hence, for all $k \geq 1$,

$$E[Y_{k+1}] \leq (1 + \kappa_T) \cdot \sum_{c_k \in T_k} \prod_{i=1}^{k} \tau(c_i \mid c_{i-1})$$

$$\quad \leq (1 + \kappa_T) \cdot \sum_{c_1 \in C} \tau(c_1 \mid c_0) \sum_{c_2 \in C} \tau(c_2 \mid c_1) \cdots \sum_{c_k \in C} \tau(c_k \mid c_{k-1})$$

$$\quad \leq (1 + \kappa_T),$$

where the ill-defined terms $\tau(c_i \mid c_{i-1})$, i.e., with $\Pr(C_{i-1} = c_{i-1}) = 0$, are simply defined to be 0.

Hence, the expected running time of the extractor is at most

$$1 + \sum_{k=1}^{t} E[Y_{k+1}] \leq 1 + t \cdot (1 + \kappa_T),$$

which completes the proof of the lemma. \qed