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#### Abstract

For any prime number $p$, we provide two classes of linear codes with few weights over a $p$-ary alphabet. These codes are based on a well-known generic construction (the defining-set method), stemming on a class of monomials and a class of trinomials over finite fields. The considered monomials are Dembowski-Ostrom monomials $x^{p^{\alpha}+1}$, for a suitable choice of the exponent $\alpha$, so that, when $p>2$ and $n \not \equiv 0(\bmod 4)$, these monomials are planar. We study the properties of such monomials in detail for each integer $n>1$ and any prime number $p$. In particular, we show that they are $t$-to-one, where the parameter $t$ depends on the field $\mathbb{F}_{p^{n}}$ and it takes the values 1,2 or $p+1$. Moreover, we give a simple proof of the fact that the functions are $\delta$-uniform with $\delta \in\{1,4, p\}$. This result describes the differential behaviour of these monomials for any $p$ and $n$. For the second class of functions, we consider an affine equivalent trinomial to $x^{p^{\alpha}+1}$, namely, $x^{p^{\alpha}+1}+\lambda x^{p^{\alpha}}+\lambda^{p^{\alpha}} x$ for $\lambda \in \mathbb{F}_{p^{n}}^{*}$. We prove that these trinomials satisfy certain regularity properties, which are useful for the specification of linear codes with three or four weights that are different than the monomial construction. These families of codes contain projective codes and optimal codes (with respect to the Griesmer bound). Remarkably, they contain infinite families of self-orthogonal and minimal $p$ ary linear codes for every prime number $p$. Our findings highlight the utility of studying affine equivalent functions, which is often overlooked in this context.
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## 1 Introduction

Since the late 1960s, codes with a few non-zero Hamming weights have been a subject of significant interest within the (discrete) mathematical community due to their connections with various mathematical structures, including strongly regular graphs, association schemes, designs, and projective sets [5, 6, 14, 17]. In recent decades, few-weight codes have garnered further attention driven by their practical applications, such as fault-tolerant circuits [39], secret sharing schemes [9], and authentication codes [23]. The construction of codes typically involves an interdisciplinary approach, drawing on tools and techniques from combinatorics, linear algebra, finite fields, finite geometry, and Boolean functions.

One of the earliest systematic studies of linear codes with two weights was given by Delsarte in [14]. One-weight codes, also referred as constant weight codes, are closely related to designs (see, for example, [4]), whereas two-weight (projective) codes are equivalent to certain projective sets and to certain strongly regular graphs [5, 14].

Two additional desirable properties of linear codes are self-orthogonality (characterized by the property that any two codewords are orthogonal) and minimality (linearly independent codewords do not cover each other) since self-orthogonal codes can be used to build quantum error-correcting codes [40] and minimal codes are used for two-party computations and secret sharing schemes [9].

In this article, we introduce two infinite families of $p$-ary linear codes, for any prime number $p$, using the image set of quadratic polynomials that are $t$-to-one functions. These codes may have 1, 2, 3, or 4 distinct non-zero weights. Our approach extends the existing literature on constructing linear codes from 2-to-one functions [32, 35, 36], thus continuing in the same line of research.

Our work is motivated by the rich properties of $p$-ary functions, whose behavior can often be studied exploiting finite field properties, such as exponential sums [13, [25]. We then use a well-known standard construction of linear codes from functions, called the defining set method, which has been widely employed to construct linear codes with good parameters and additional properties [17, 18, 20, 21, 24, 25, 31, 32, 34, 41]. In general, this construction relies on the selection of appropriate defining sets, yielding an intriguing ongoing research area.

Quadratic polynomials, closely related to quadratic forms, have been previously studied and utilized for constructing linear codes [9, 19, 20, 24, 25, 41, 43, 44]. We explore a specific class of Dembowski-Ostrom monomials [15, 13], namely, monomials of the form $x^{p^{k+1}+1}$, and derive its properties. Specifically, we use their image set to build an infinite family of codes with 1 or 2 weights and specify their exact weight distributions. While this construction was initially proposed in [17], the authors made an assumption on the rank of quadratic forms (Theorem 3 in [17]), which
turns out not to be true (see Remark 1 below). Hence, we provide a correct version of this result for the monomials in question. We then prove that this class of codes contains self-orthogonal, projective, minimal, and optimal codes.

Despite the common neglect of considering different affine equivalent functions in the context of $p$-ary functions for cryptography, we assert that considering them can be valuable. Based on this perspective, we introduce a second family of linear codes, employing the image set of a class of quadratic trinomials that are affine equivalent to $x^{p^{k+1}+1}$. To derive the exact weight distribution of codes stemming from these trinomials, one must compute the values of certain Weil sums from (interlaced) components of $x^{p^{k+1}+1}$ —this is achieved by means of the Interwoven Lemma (Lemma 12). Notably, this family of codes contains codes that share some properties with their monomial counterpart including self-orthogonality, minimality and projectivity. While these two families share such properties, they are however structurally different as deduced from their weight distributions and the fact that these properties hold for different subclasses (see Remark 3).

The remainder of the article is organized as follows. In Section 2, we provide all the necessary background and preliminary concepts, including linear codes, characters, $p$-ary function and quadratic forms. The defining-set method and $t$-to-one functions are then introduced in Section 3.1, where we derive a general formula for determining weights in this setting. In Section 3.2, we present the first infinite family of linear codes from the image set of monomials $x^{p^{k+1}+1}$. Herein, we provide some (known) results on their Walsh and differential spectra. Then, we derive the exact weight distribution of the codes, thus showing they have either one or two nonzero weights. Furthermore, we prove that this family contains optimal, projective, minimal and self-orthogonal codes in Section 3.3 and Section 3.4. Afterwards, in Section 4, the second infinite family of linear codes from the image set of trinomials $x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}}$, where $\lambda \in \mathbb{F}_{p^{n}}^{*}$, is introduced. These codes have 2,3 or 4 non-zero weights. Similarly as for the first family, in Section 4.1, we prove that the second family contains projective, minimal and self-orthogonal codes. Finally, some numerical results are given in Section 5 and we set out our overall conclusions in Section 6

## 2 Definitions

### 2.1 Linear codes

For a prime number $p$ and a positive integer $n$, let $\mathbb{F}_{p^{n}}$ be the finite field with $p^{n}$ elements and $\mathbb{F}_{p}^{n}$ denote an $n$-dimensional vector space over $\mathbb{F}_{p}$. The (Hamming) distance between two vectors $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{p}^{n}$ is the number
of indices where they differ. A $p$-ary $[n, k, d]$-code $C$ is a $k$-dimensional subspace of $\mathbb{F}_{p}^{n}$ over $\mathbb{F}_{p}$ for which the minimum distance between two vectors is $d$. Vectors in $C$ are called codewords. The dual code $C^{\perp}=\left\{\mathbf{x} \in \mathbb{F}_{p}^{n} \mid \mathbf{x} \cdot \mathbf{y}=0\right.$ for all $\left.\mathbf{y} \in C\right\}$ is an $[n, n-k]$-code, where "." denotes the standard dot product. A code $C$ is said to be self-orthogonal if $C \subset C^{\perp}$, whereas $C$ is said to be a linear code with a complementary dual (LCD) if it intersects $C^{\perp}$ trivially, i.e., $C \cap C^{\perp}=\{0\}$. The weight $w t(\mathbf{v})$ of a vector $\mathbf{v}$ in $\mathbb{F}_{p}^{n}$ is its distance to zero, equivalently, the number of non-zero entries. The weight enumerator polynomial $W_{C}(z)$ of $C$ is the polynomial $\sum_{i=0}^{n} A_{i} z^{i}$, where $A_{i}$ is the number of codewords of weight $i$. A $t$-weight (or $t$-valued) code is a code $C$ for which $\left|\left\{i \neq 0 \mid A_{i} \neq 0\right\}\right|=t$.

Given an $[n, k, d]$-code $C$, a $k \times n$ matrix $G$ is called a generator matrix of $C$ provided that its rows form a basis for $C$, i.e., $C=\left\{\mathbf{a} G: \mathbf{a} \in \mathbb{F}_{q}^{k}\right\}$. Similarly, an $(n-k) \times n$ matrix $H$ is a parity-check matrix of $C$ if its rows are a basis for $C^{\perp}$. If no two columns in $H$ are dependent then the code $C$ is said to be projective. Thus $C$ is projective if and only if the minimum weight in the dual code $C^{\perp}$ is at least 3 .

For a $p$-ary $[n, k, d]$-linear code $C$ with weight enumerator $\sum_{i=1}^{n} A_{i} z^{i}$, whose dual has weight enumerator $\sum_{i=1}^{n} A_{i}^{\perp} z^{i}$, the first three Pless power moments [30, 38] are:

$$
\begin{gathered}
\sum_{i=1}^{n} A_{i}=p^{k} ; \quad \sum_{i=1}^{n} i A_{i}=p^{k-1}\left((p-1) n-A_{1}^{\perp}\right) \\
\sum_{i=1}^{n} i^{2} A_{i}=p^{k-2}\left((p-1) n((p-1) n+1)-(2 p n-p-2 n+2) A_{1}^{\perp}+2 A_{2}^{\perp}\right) .
\end{gathered}
$$

### 2.2 Characters and $p$-ary functions

The absolute trace $\operatorname{Tr}_{1}^{n}(\cdot)$ on $\mathbb{F}_{p^{n}}$ is the linear function mapping from $\mathbb{F}_{p^{n}}$ to $\mathbb{F}_{p}$, given by

$$
\operatorname{Tr}_{1}^{n}(x)=x+x^{p}+\cdots+x^{p^{n-1}}
$$

Let $\dot{\mathrm{i}}=\sqrt{-1}$ and let $\xi_{p}=e^{\frac{2 \pi \mathrm{i}}{p}}$ be the complex primitive $p$-th root of unity. The function $\chi_{1}$ defined by $\chi_{1}(c)=\xi_{p}^{\operatorname{Tr}_{1}^{n}(c)}$ for all $c \in \mathbb{F}_{p^{n}}$ is a character of the additive group of $\mathbb{F}_{p^{n}}$, called the canonical additive character. Similarly, for each $j=0,1, \ldots, p^{n}-2$, the function $\psi_{j}$ with $\psi_{j}\left(\omega^{k}\right)=e^{\frac{2 \pi \mathrm{i} j k}{p^{n}-1}}$ for $k=0, \ldots, q-2$, where $\omega$ is a fixed primitive element of $\mathbb{F}_{p^{n}}$, defines a multiplicative character of $\mathbb{F}_{p^{n}}^{*}$ and every other multiplicative character of $\mathbb{F}_{p^{n}}$ is obtained in this way.

A mapping $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{m}}$ is called a $p$-ary function, where $n>0$ and $m>0$ are integers not necessarily equal. When $m=1$ and $p=2$, the function $F$ corresponds to a Boolean function. If $m=n$, we also refer to $F$ as a polynomial (function).

The component functions of $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ are the mappings $x \mapsto \operatorname{Tr}_{1}^{n}(a F(x))$ for $a \in \mathbb{F}_{p^{n}}^{*}$, where the superscript ' $*$ ' indicates the non-zero elements. Given
$f: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ and $\lambda \in \mathbb{F}_{p^{n}}$, the Walsh-Hadamard transform of $f$ at the point $\lambda$ is defined as

$$
\begin{equation*}
W_{f}(\lambda)=\sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{f(x)-\operatorname{Tr}_{1}^{n}(\lambda x)} \tag{1}
\end{equation*}
$$

The multi-set of values $\left\{\left\{W_{f}(\lambda): \lambda \in \mathbb{F}_{p^{n}}\right\}\right\}$ is called the Walsh spectrum of $f$ and it will be denoted by $\mathcal{W}_{f}$. A $p$-ary function $f: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ is said to be $p$-ary bent (or, simply, bent) if all its Walsh coefficients satisfy

$$
\begin{equation*}
\left|W_{f}(\lambda)\right|^{2}=p^{n} \tag{2}
\end{equation*}
$$

In the binary case, a Boolean function $f: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$ is bent if and only if $W_{f}(\lambda)= \pm 2^{\frac{n}{2}}$ for any $\lambda \in \mathbb{F}_{2^{n}}$. Note that bent Boolean functions exist only for even $n$. A function $f: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ is called $s$-plateaued if and only if for every $\lambda \in \mathbb{F}_{p^{n}}$

$$
\begin{equation*}
\left|W_{f}(\lambda)\right|^{2}=p^{n+s} \tag{3}
\end{equation*}
$$

When $p=2$ and $s=1, f$ is called semi-bent (this implies that $n$ is odd). A polynomial $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ is called an almost bent or AB function if and only if the Walsh coefficients of its components belong to $\left\{0, \pm 2^{\frac{n+1}{2}}\right\}$, equivalently, if all of its components are semi-bent.

The derivative of a function $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ at direction $a \in \mathbb{F}_{p^{n}}^{*}$ is defined as $D_{a} F(x)=F(x+a)-F(x)$. A mapping $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ is called planar provided that all of its derivatives are permutations. Planar functions can exist only when $p$ is odd. For any $a \in \mathbb{F}_{2^{n}}^{*}$ and $b \in \mathbb{F}_{2^{n}}$, we define $\delta(a, b)=\left|\left\{x \in \mathbb{F}_{2^{n}}: D_{a} F(x)=b\right\}\right|$. The differential uniformity $\delta_{F}$ of $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ is defined as

$$
\begin{equation*}
\delta_{F}=\max _{a \in \mathbb{F}_{2 m}^{x}, b \in \mathbb{F}_{2^{m}}} \delta(a, b) \tag{4}
\end{equation*}
$$

We then say that $F$ is $\delta_{F}$-uniform. The subindex $F$ will be dropped whenever it is clear from the context which function we refer to. A 2-uniform function $F: \mathbb{F}_{2^{n}} \rightarrow$ $\mathbb{F}_{2^{n}}$ is called an almost perfect nonlinear, or, APN for short. It is well-known that every AB function is APN [8].

### 2.3 Quadratic forms

A function $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ is called a quadratic polynomial or Dembowski-Ostrom (DO) polynomial if

$$
F(x)=\sum_{i, j=0}^{n-1} a_{i, j} x^{p^{i}+p^{j}}, a_{i, j} \in \mathbb{F}_{p^{n}}
$$

For $p>2$ and $s \geq 1$, a homogeneous polynomial of degree two in the variables $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{F}_{p^{s}}^{n}$ of the form

$$
Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{1 \leq i, j, \leq s} a_{i j} x_{i} x_{j}
$$

where $a_{i j} \in \mathbb{F}_{p^{s}}$, is called a quadratic form over $\mathbb{F}_{p^{s}}$. Note that by choosing an $\mathbb{F}_{p^{-}}$ basis of $\mathbb{F}_{p^{n}}$, any quadratic function $f: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ induces a quadratic form over $\mathbb{F}_{p}$, hence we will also refer to it as a quadratic form hereinafter. The rank of the quadratic form $Q$ over $\mathbb{F}_{p^{s}}$ is defined to be the codimension of the $\mathbb{F}_{p^{s}}$-vector space

$$
V_{Q}=\left\{\mathbf{x} \in \mathbb{F}_{p^{s}}^{n}: Q(\mathbf{x}+\mathbf{z})-Q(\mathbf{x})-Q(\mathbf{z})=0, \forall z \in \mathbb{F}_{p^{s}}^{n}\right\}
$$

That is $\left|V_{Q}\right|=p^{n-r}$, where $r$ denotes the rank of $Q$. For a quadratic form $Q(x)$ in $n$ variables over $\mathbb{F}_{p^{s}}$, there exists a symmetric matrix $A$ of order $n$ over $\mathbb{F}_{p^{s}}$ such that $Q(x)=\mathbf{x} A \mathbf{x}^{T}$, where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{p^{s}}^{n}$ and $\mathbf{x}^{T}$ denotes the transpose of $\mathbf{x}$. There is a nonsingular matrix $M$ of order $n$ such that $M A M^{T}$ is diagonal, whenever $A$ is a symmetric matrix of order $n$ over $\mathbb{F}_{p^{s}}$. Setting $\mathbf{z}=\mathbf{x} M^{-1}$, we get $Q(x)=\mathbf{z} M A M^{T} \mathbf{z}^{T}=\sum_{i=1}^{r} d_{i} z_{i}^{2}$, where $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{F}_{p^{s}}^{n}, r$ is the rank of $Q(x)$ and $d_{i} \in \mathbb{F}_{p^{s}}^{*}$. Let $\Delta=d_{1} \cdots d_{r}$ for $r \geqslant 1$ and $\Delta=1$ for $r=0$. Denoting by $\eta$ the quadratic multiplicative character of $\mathbb{F}_{p^{s}}$ (thus $\eta=\psi_{\frac{p^{s}-1}{2}}$ ), one can prove that $\eta(\Delta)$ is an invariant of $A$ under the conjugate action of $G L_{n}\left(\mathbb{F}_{p^{s}}\right)$ (i.e., it does not depend on the choice of $M$ ).

## 3 Codes from $t$-to-one functions

### 3.1 The defining set-method

A generic construction of linear codes from functions works as follows [16, 42]. Fix a multi-set $D=\left\{\left\{d_{1}, d_{2}, \ldots, d_{N}\right\}\right\} \subset \mathbb{F}_{p^{n}}$, called the defining (multi-)set. Define

$$
\begin{equation*}
C_{D}=\left\{\mathbf{c}_{a}:=\left(\operatorname{Tr}_{1}^{n}\left(d_{1} a\right), \operatorname{Tr}_{1}^{n}\left(d_{2} a\right), \ldots, \operatorname{Tr}_{1}^{n}\left(d_{N} a\right)\right): a \in \mathbb{F}_{p^{n}}\right\} . \tag{5}
\end{equation*}
$$

The length of $C_{D}$ is $N$ and its dimension is at most $n$. It can be noted that different orderings of $D$ give equivalent linear codes $C_{D}$. The weight $w t\left(\mathbf{c}_{a}\right)$ of $\mathbf{c}_{a}$ is $N-Z_{a}$, where $Z_{a}=\left|\left\{i \in\{1, \ldots, N\}: \operatorname{Tr}_{1}^{n}\left(a d_{i}\right)=0\right\}\right|$. Moreover, since

$$
\begin{equation*}
p Z_{a}=N+\sum_{y \in \mathbb{F}_{p}^{*}} \sum_{i=1}^{N} \xi_{p}^{\operatorname{Tr}_{1}^{n}\left(y a d_{i}\right)} \tag{6}
\end{equation*}
$$

the weights of $C_{D}$ are determined via the values $\sum_{y \in \mathbb{F}_{p}^{*}} \sum_{i=1}^{N} \xi_{p}^{\operatorname{Tr}_{1}^{n}\left(y a d_{i}\right)}$.

Not surprisingly, suitable choices for $D$ lead to linear codes with interesting specific properties. The most natural choice for $D$ is the support $\operatorname{supp}(f)$ of a $p$-ary function, which has been widely used. For instance, some codes with good parameters were derived [16, 17] using supports of classes of vectorial mappings from $\mathbb{F}_{p}^{m}$ to $\mathbb{F}_{p}^{m}$. In particular, when Boolean functions are considered, so that $f: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}$, this method gives optimal codes when bent and semi-bent functions are employed [16]. Throughout, we will use the non-zero elements in the image set of a function $F$, denoted by $\operatorname{im}(F)$, as a defining set.

The preimage set of an element $\beta \in \mathbb{F}_{p^{n}}$ under a mapping $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ is denoted by $F^{-1}\{\beta\}$. A function $F$ is called $t$-to-one if there exists at most one $\beta_{0} \in \mathbb{F}_{p^{n}}$ such that $\left|F^{-1}\left\{\beta_{0}\right\}\right|=1$ and $\left|F^{-1}\{\beta\}\right| \in\{0, t\}$ for each $\beta \neq \beta_{0}$, i.e., every element in $\mathbb{F}_{p^{n}}$ has either $t$ preimages or none, and there is at most one exception, which has exactly one preimage. Note that $t$-to-one functions exist only when $t$ divides $p^{n}-1$.

Theorem 1 Let $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ be a t-to-one function (so that $t$ divides $p^{n}-1$ ) without zero components. The code $C_{\mathrm{im}(F)^{*}}$, defined by (5), is an $[N, n, d]$-code, where $N=\left|\operatorname{im}(F)^{*}\right|=\frac{p^{n}-1}{t}$. Moreover, for $a \in \mathbb{F}_{p^{n}}$, the weight of the codeword $\mathbf{c}_{a}$ is given by

$$
w t\left(\mathbf{c}_{a}\right)=\frac{1}{p t}\left[(p-1)\left(p^{n}-1\right)-\sum_{\lambda \in \mathbb{F}_{p}^{*}} W_{\lambda f_{a}}(0)+\theta\right],
$$

where $f_{a}(x)=\operatorname{Tr}_{1}^{n}(a F(x))$ and

$$
\theta= \begin{cases}(p-1) & \left|F^{-1}\{0\}\right|=1 ; \text { or } \exists \beta_{0} \neq 0,\left|F^{-1}\left\{\beta_{0}\right\}\right|=1, \operatorname{Tr}_{1}^{n}\left(a \beta_{0}\right)=0 \\ (t-1)+t(p-1) & \left|F^{-1}\left\{\beta_{0}\right\}\right|=1 \text { for some } \beta_{0} \neq 0, \operatorname{Tr}_{1}^{n}\left(a \beta_{0}\right) \neq 0 \\ 0 & \text { otherwise } .\end{cases}
$$

Proof. The result follows easily from (6) and a simple computation.

### 3.2 Codes from $x^{p^{k+1}+1}$

In this section, we will derive the weight distributions of the codes $C_{\mathrm{im}(F)^{*}}$ derived from the monomial $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ given by $F(x)=x^{p^{k+1}+1}$, where $k=\left\lfloor\frac{n}{2}\right\rfloor$.

In general, it is easy to prove that the monomial $F(x)=x^{s}$ over $\mathbb{F}_{p^{n}}$ is $t$-to-one, where $t=\operatorname{gcd}\left(s, p^{n}-1\right)$. Namely, $F^{-1}\{0\}=0$ and, for every $\beta \in \mathbb{F}_{p^{n}}^{*}$, either $F^{-1}\{\beta\}=\emptyset$ or $\beta=\alpha^{s}$ for some $\alpha \in \mathbb{F}_{p^{n}}^{*}$. In the latter, since the (multiplicative) subgroup $\operatorname{im}(F)^{*}$ has order $\frac{p^{n}-1}{t}$, then

$$
F^{-1}\{\beta\}=\left\{\alpha \gamma^{i}: 1 \leq i \leq t\right\},
$$

for some $\gamma \in \mathbb{F}_{p^{n}}^{*}$ of order $t$.
The following lemma was independently proved in general for an odd prime $p$ [13] and for the binary case [29].

Lemma 1 [13, [29] Let $n>1$ be an integer and $p$ be a prime number. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ (hence $k \geq 1)$. For $n \equiv 2(\bmod 4)$, the greatest common divisor of $n$ and $k+1$ is equal to two. Otherwise, it equals one. Moreover,

$$
\operatorname{gcd}\left(p^{k+1}+1, p^{n}-1\right)= \begin{cases}1, & p=2, n \not \equiv 0(\bmod 4) \\ 2, & p \neq 2, n \not \equiv 0(\bmod 4) \\ p+1, & n \equiv 0(\bmod 4)\end{cases}
$$

In order to compute the differential uniformity of the monomials $F(x)$ in question, we must take a look at the behaviour of derivatives for different values of $n$ and $p$, which is essentially the main content of the following lemma.

Lemma 2 Let $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. For $\alpha \in \mathbb{F}_{p^{n}}^{*}$, consider the affine polynomial $G_{\alpha}(x)=\alpha x^{p^{k+1}}+\alpha^{p^{k+1}} x+\alpha^{p^{k+1}+1}$ over $\mathbb{F}_{p^{n}}$, and set $G(x)=G_{1}(x)$. The set $G_{\alpha}^{-1}\{\beta\}=\left\{x \in \mathbb{F}_{p^{n}}: G_{\alpha}(x)=\beta\right\}$ for $\beta \in \mathbb{F}_{p^{n}}$ satisfies the following,

$$
\left|G_{\alpha}^{-1}\{\beta\}\right|= \begin{cases}0 \text { or } p, & \text { if } p=2 \text { and } n \not \equiv 2(\bmod 4) \text { or } p>2 \text { and } n \equiv 0(\bmod 4) \\ 0 \text { or } 4, & \text { if } p=2 \text { and } n \equiv 2(\bmod 4) ; \\ 1, & \text { if } p \neq 2 \text { and } n \not \equiv 0(\bmod 4) .\end{cases}
$$

Proof. It is enough to prove the statement for the function $G(x)=x^{p^{k+1}}+x+1$ since $\left|G_{\alpha}^{-1}\{\beta\}\right|=\left|G^{-1}\left\{\alpha^{-1} \beta-\alpha^{p^{k+1}}\right\}\right|$ (via the bijection $y \mapsto \alpha^{-1} y$ ). Moreover, it suffices to prove that
$\operatorname{dim}_{\mathbb{F}_{p}}(\operatorname{ker}(G-1))= \begin{cases}1, & \text { if } p=2 \text { and } n \not \equiv 2(\bmod 4) \text { or } p>2 \text { and } n \equiv 0(\bmod 4) ; \\ 2, & \text { if } p=2 \text { and } n \equiv 2(\bmod 4) ; \\ 0, & \text { if } p \neq 2 \text { and } n \not \equiv 0(\bmod 4) .\end{cases}$
Let $\omega$ be a generator of $\mathbb{F}_{p^{n}}^{*}$. Assume that $p=2$. A non-zero element $\omega^{i}$ belongs to $\operatorname{ker}(G-1)$ if and only if $\omega^{i\left(2^{k+1}-1\right)}=1$. This is equivalent to finding all solutions modulo $2^{n}-1$ of $i\left(2^{k+1}-1\right)=2^{n}-1$. Since this is a linear system of congruences, there must be $\operatorname{gcd}\left(2^{k+1}-1,2^{n}-1\right)$ solutions. It can be seen that $\operatorname{gcd}\left(2^{k+1}-1,2^{n}-1\right)$ equals $2^{\operatorname{gcd}(k+1, n)}-1$, which is either $2^{2}-1=3$ or $2-1=1$ otherwise (by Lemma 1). Adding the solution $x=0$, we get the result for the case $p=2$.

Assume now that $p>2$. A non-zero element $\omega^{i}$ belongs to $\operatorname{ker}(G-1)$ if and only if $\omega^{i\left(p^{k+1}-1\right)}=-1$. This is equivalent to finding all solutions (if any) modulo $p^{n}-1$ of

$$
\begin{equation*}
i\left(p^{k+1}-1\right)=\frac{p^{n}-1}{2} \tag{7}
\end{equation*}
$$

In this case, there are no solution or exactly $\operatorname{gcd}\left(p^{k+1}-1, p^{n}-1\right)=p^{\operatorname{gcd}(k+1, n)}-1$ according to whether $p^{\operatorname{gcd}(k+1, n)}-1$ divides $\frac{p^{n}-1}{2}$ or not. There are no integer solutions for Equation (7) if and only if $\frac{n}{\operatorname{gcd}(k+1, n)}$ is odd [13]. By Lemma 1. this holds if and only if $n \not \equiv 0(\bmod 4)$, so that zero is the only solution of $G(x)-1$ in this case. Moreover, when $n \equiv 0(\bmod 4), \operatorname{gcd}(k+1, n)=1$ and thus there are $p-1$ non-zero solutions. This establishes the result.

The uniformity of binary power functions has been widely studied before for the so-called Gold functions [8]. For the case of fields with odd characteristics, the planar case has been addressed before (see, for instance, [12, 15]).

Theorem 2 Let $n>1$ be an integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. The monomial $F(x)=x^{p^{k+1}+1}$ over $\mathbb{F}_{p^{n}}$ satisfies the following:

1. If $n \equiv 0(\bmod 4)$, then $F(x)$ is a $(p+1)$-to-one function. Moreover, $F(x)$ is p-uniform.
2. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $F(x)$ is one-to-one. Moreover, $F(x)$ is $A P N$ when $n$ is odd, otherwise $F(x)$ is 4-uniform.
3. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2$, then $F(x)$ is two-to-one. Moreover, $F(x)$ is planar.

Proof. From Lemma 1, we can see that $F(x)$ is $t$-to-one for $t=1,2$ or $p+1$, when $n$ satisfies $n \not \equiv 0(\bmod 4)$ and $p=2 ; n \not \equiv 0(\bmod 4)$ and $p \neq 2 ;$ or, $n \equiv 0(\bmod 4)$, respectively. The conclusion about uniformity can be obtained by Lemma 2 since the derivatives of $F(x)$ are of the form $D_{\alpha} F(x)=\alpha x^{p^{k+1}}+\alpha^{p^{k+1}} x+\alpha^{p^{k+1}+1}$. $\diamond$

By Theorem 1, studying the Walsh transform of the functions $\operatorname{Tr}_{1}^{n}(a F(x))$ evaluated at zero is the first step towards computing the weights of the code $C_{\mathrm{im}\left(x^{p^{k+1}+1}\right)}$.

Lemma 3 [11, 12, 288, 29] Let $p$ be a prime number and $n>1$ be an arbitrary integer. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $\omega \in \mathbb{F}_{p^{n}}^{*}$ be a primitive element. Let $a=\omega^{j} \in \mathbb{F}_{p^{n}}^{*}$ for some $1 \leqslant j \leqslant p^{n}-1$. The function $f(x)=\operatorname{Tr}_{1}^{n}(a F(x))=\operatorname{Tr}_{1}^{n}\left(a x^{p^{k+1}+1}\right)$ satisfies the following:

1. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $f(x)$ is balanced.
2. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2$, then

$$
W_{f}(0)= \begin{cases}\eta(a)(-1)^{n-1} p^{\frac{n}{2}}, & \text { if } p \equiv 1(\bmod 4) \\ \eta(a)(-1)^{n-1} \dot{\mathfrak{i}}^{n} p^{\frac{n}{2}}, & \text { if } p \equiv 3(\bmod 4) .\end{cases}
$$

3. If $n \equiv 0(\bmod 4)$, then

$$
W_{f}(0)= \begin{cases}-p^{\frac{n+2}{2}}, & \text { if }(p+1) \mid j \\ p^{n / 2}, & \text { otherwise }\end{cases}
$$

The Walsh spectra of the binary monomials $x^{2^{\alpha}+1}$ is known and it has been widely studied as particular cases of plateaued functions or quadratic forms (see [8, 29] and the references thereafter). To obtain the full Walsh spectrum of the considered function $F(x)=x^{p^{\alpha}+1}$, in general, we will study the behaviour of its components through the following lemmas.

Lemma 4 [12] Let $p$ be an odd prime, $n>1, \alpha \in \mathbb{N}$ and $d=\operatorname{gcd}(\alpha, n)$. The kernel of the $\mathbb{F}_{p^{\prime}}$-linearized function $F^{*}(x)=a^{p^{\alpha}} x^{p^{2 \alpha}}+$ ax for $a \in \mathbb{F}_{p^{n}}^{*}$ satisfies

$$
\operatorname{dim}\left(\operatorname{ker}\left(F^{*}\right)\right)= \begin{cases}2 d & \text { if } \frac{n}{d} \text { is even, } n=2 k, \text { and } a^{\frac{p^{n}-1}{p^{d}+1}}=(-1)^{\frac{k}{d}} \\ 0 & \text { otherwise } .\end{cases}
$$

Lemma 5 [12, 29] Let $p$ be a prime and $n>1$. Let $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ be $F(x)=x^{p^{\alpha}+1}$ and $f(x)=\operatorname{Tr}_{1}^{n}(a F(x))$ for $a \in \mathbb{F}_{p^{n}}^{*}$. Let $F^{*}(x)=a^{p^{\alpha}} x^{p^{2 \alpha}}+$ ax. Suppose that $W_{-f}(0) \neq 0$. Then, for $b \in \mathbb{F}_{p^{n}}$,

$$
W_{f}(b)= \begin{cases}\overline{\xi_{p}^{f\left(x_{0}\right)} W_{-f}(0)}, & \text { if } F^{*}\left(x_{0}\right)=b^{p^{\alpha}} \\ 0, & \text { otherwise }\end{cases}
$$

where the symbol $\bar{c}$ means the complex conjugate of $c \in \mathbb{C}$.
The following result exhibits the general description of the components of the quadratic monomial $x^{p^{k+1}+1}$. Note that Corollary 1 has been proved separately elsewhere, however, to the best of our knowledge, this is the first time that a complete unified treatment is given.

Corollary 1 [12, 29] Let $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $\omega$ be a primitive element in $\mathbb{F}_{p^{n}}$. The (quadratic) monomial $F(x)=x^{p^{k+1}+1}$ over $\mathbb{F}_{p^{n}}$ satisfies the following:

1. If $n \equiv 0(\bmod 4)$, then $\operatorname{Tr}_{1}^{n}(a F(x))$ for $a=\omega^{j}$ is bent when $p+1 \not \backslash j$ and it is 2-plateaued when $p+1 \mid j$.
2. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then, for odd $n$, $F$ is a plateaued function with $W_{F}(b) \in\left\{0, \pm 2^{\frac{n+1}{2}}\right\}$ for all $b \in \mathbb{F}_{2^{n}}(A B$ permutation) and, for even $n$, $W_{F}(b) \in\left\{0, \pm 2^{\frac{n+2}{2}}\right\}$ for all $b \in \mathbb{F}_{2^{n}}$.
3. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2, F$ is planar, thus $W_{F}(b) \in\left\{\iota p^{n / 2}\right\}$ for every $b \in \mathbb{F}_{p^{n}}$, where $\iota \in \mathbb{C}$ and $|\iota|=1$.

Proof. For $p=2$, quadratic functions are plateaued, so when $n$ is odd, the fact that $F$ is APN implies that it is AB. The case when $n$ is even and $F$ is APN follows by [26], when $F$ is 4 -uniform by [37]. For $p>2$ and $n$ not divisible by $4, F$ is planar thus its components are bent. We then just need to prove 1) for $p>2$. Let $n$ be such that $n \equiv 0(\bmod 4)$ and $p>2$. Consider the function $F^{*}(x)=\operatorname{Tr}_{1}^{n}\left(a^{p^{k+1}} x^{p^{2(k+1)}}+a x\right)$. Since $d=\operatorname{gcd}(n, k+1)=1$ and $n / d=n$ is even, the function $F^{*}(x)$ is either $p^{2}$-to-one or one-to-one by Lemma 4. Moreover, the former happens exactly when $a^{\frac{p}{}^{p^{n}-1}}=1$, or, equivalently, writing $a=\omega^{j}$, when $p+1$ divides $j$. This yields $p+1$ dividing $\frac{p^{n}-1}{2}+j($ recall that $n \equiv 0(\bmod 4))$ so that, in this case, $W_{-f}(0)=-p^{\frac{n+2}{2}}$. Hence $W_{f}(b)$ is zero or $-\overline{\xi_{p}^{f\left(x_{0}\right)}} p^{\frac{n+2}{2}}$ for some $x_{0}$ with $F^{*}\left(x_{0}\right)=b^{p^{k+1}}$ by Lemma 5 . Another use of Lemma 4 shows that, when $p+1$ does not divides $j, F^{*}$ is one-to-one. By Lemma 5. $W_{f}(b)=\xi_{p}^{f\left(x_{0}\right)} p^{\frac{n}{2}}$ for the unique $x_{0}$ with $F^{*}\left(x_{0}\right)=b^{p^{k+1}}$.

From a different perspective, the values of the Weil sums related to the Walsh transform of a quadratic form, evaluated at zero, can be computed by knowing the rank of the given quadratic form, as expressed in the following lemma.

Lemma 6 [33, 34] Let $p$ be an odd prime and $n>1$. Let $f: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p}$ be a quadratic form of rank $r$ over $\mathbb{F}_{p}$. Then,

$$
W_{f}(0)= \begin{cases} \pm p^{n-\frac{r}{2}}, & \text { if } p \equiv 1(\bmod 4) \\ \pm \dot{\mathrm{r}}^{r} p^{n-\frac{r}{2}}, & \text { if } p \equiv 3(\bmod 4) .\end{cases}
$$

Combining Lemma 3 with Lemma 6 yields the following.
Corollary 2 For odd $p$ and $a \in \mathbb{F}_{p^{n}}^{*}$, the rank of the quadratic form $f(x)=$ $\operatorname{Tr}_{1}^{n}(a F(x))=\operatorname{Tr}_{1}^{n}\left(a x^{p^{k+1}+1}\right)$ is either $n$ or $n-2$.

Using Lemma 6 and the fact that $\lambda f(x)$ is a quadratic form for a given quadratic form $f(x)$ and $\lambda \in \mathbb{F}_{p}^{*}$, one can prove the following result.

Lemma 7 [22] Let $n>1$ and let $f$ be a quadratic form of rank $r$ over $\mathbb{F}_{p}$ and determinant $\Delta$. If $r$ is even, then

$$
\sum_{\lambda \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{\lambda f(x)}=\eta(\Delta)(p-1) p^{n-\frac{r}{2}} .
$$

If $r$ is odd, then

$$
\sum_{\lambda \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{\lambda f(x)}=0
$$

Now we are ready to provide a class of one-weight and two-weight codes using $\operatorname{im}(F)^{*}$ for $F(x)=x^{p^{k+1}+1}$. Note that this is a (complete) corrected version of Theorem 3 in [17] (see Remark 1 below).

Theorem 3 Let $n>1$ be an integer, $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $p$ be a prime number. The following holds for the code $C_{\operatorname{im}(F)^{*}}$ defined in (5), where $F(x)=x^{p^{k+1}+1}$.

- If $n \equiv 0(\bmod 4)$, then $C_{\operatorname{im}(F)^{*}}$ is a two-weight code with parameters

$$
\left[\frac{p^{n}-1}{p+1}, n, \frac{(p-1)\left(p^{n-1}-p^{\frac{n}{2}-1}\right)}{(p+1)}\right]
$$

and weight enumerator $1+\frac{p\left(p^{n}-1\right)}{p+1} z^{\frac{(p-1)\left(p^{n-1}-p^{\frac{n}{2}-1}\right)}{(p+1)}}+\frac{\left(p^{n}-1\right)}{p+1} z^{\frac{(p-1)\left(p^{n-1}+p^{\frac{n}{2}}\right)}{(p+1)}}$.

- If $n \equiv 2(\bmod 4)$ and $p \neq 2$, then $C_{\operatorname{im}(F)^{*}}$ is a two-weight code with parameters

$$
\left[\frac{p^{n}-1}{2}, n, \frac{(p-1)}{2}\left(p^{n-1}-p^{\frac{n}{2}-1}\right)\right]
$$

and

$$
1+\frac{p^{n}-1}{2} z^{\frac{(p-1)}{2}\left(p^{n-1}-p^{\frac{n}{2}-1}\right)}+\frac{p^{n}-1}{2} z^{\frac{(p-1)}{2}\left(p^{n-1}+p^{\frac{n}{2}-1}\right)} .
$$

- If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $C_{\operatorname{im}(F)^{*}}$ is a one-weight code with parameters $\left[2^{n}-1, n, 2^{n-1}\right]$, i.e., the simplex code.
- If $n$ odd and $p \neq 2$, then $C_{\operatorname{im}(F)^{*}}$ is a one-weight code with parameters

$$
\left[\frac{p^{n}-1}{2}, n, \frac{(p-1)}{2} p^{n-1}\right] .
$$

Proof. The monomial $F(x)$ is $t$-to-one, where $t=\operatorname{gcd}\left(p^{k+1}+1, p^{n}-1\right)$. By Lemma 1, we get that $t=1 ; t=2$; or $p+1$, when $n \not \equiv 0(\bmod 4)$ and $p=2 ; n \not \equiv 0(\bmod 4)$ and $p>2$; or $n \equiv 0(\bmod 4)$, respectively. Therefore, $C_{\mathrm{im}(F)^{*}}$ is a $\left[\frac{p^{n}-1}{t}, n\right]$ - code, where $t \in\{1,2, p+1\}$. First, let us analize the case $n \not \equiv 0(\bmod 4)$. By Lemma 3 , Lemma 7 and Theorem 1, we get that the weight of a codeword $\mathbf{c}_{a}$ satisfies

$$
w t\left(\mathbf{c}_{a}\right)= \begin{cases}2^{n-1} & \text { if } n \not \equiv 0(\bmod 4) \text { and } p=2 \\ \frac{(p-1)}{2} p^{n-1} & \text { if } n \text { odd and } p>2 \\ \frac{(p-1)}{2}\left(p^{n-1} \pm p^{\frac{n}{2}-1}\right) & \text { if } n \equiv 2(\bmod 4) \text { and } p>2\end{cases}
$$

The weight distribution of the code for $n \equiv 2(\bmod 4)$ and $p>2$ now follows from the first two Pless power moments, which give the frequency $\frac{p^{n}-1}{2}$ for both weights. Assume that $n \equiv 0(\bmod 4)$. In this case $t=p+1$. According to Lemmas 3 and 7 , for $a \in \mathbb{F}_{p^{n}}^{*}$, the function $f_{a}(x)=\operatorname{Tr}_{1}^{n}(a F(x))$ satisfies

$$
\sum_{\lambda \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{\lambda f_{a}(x)}=-(p-1) p^{\frac{n+2}{2}}
$$

or

$$
\sum_{\lambda \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{\lambda f_{a}(x)}=(p-1) p^{\frac{n}{2}}
$$

depending on wether $p+1$ divides $j$ or not. Therefore,

$$
w t\left(\mathbf{c}_{a}\right)= \begin{cases}\frac{(p-1)\left(p^{n-1}-p^{\frac{n}{2}-1}\right)}{(p+1)}, & \text { if }(p+1) \mid j ; \\ \frac{(p-1)\left(p^{n-1}+p^{\frac{n+2}{2}-1}\right)}{(p+1)} & \text { otherwise }\end{cases}
$$

Finally, the first two Pless power moments give the frequencies $\frac{p\left(p^{n}-1\right)}{p+1}$ and $\frac{p^{n}-1}{p+1}$, respectively.

Remark 1 As shown in Corollary 2, the rank of the quadratic form aF $(x)=$ ax $x^{p^{k+1}+1}$ could be $n$ or $n-2$ depending on $a \in \mathbb{F}_{p^{n}}^{*}$ when $n \equiv 0(\bmod 4)$. This yields the corresponding weight distribution given in Theorem [3, which is not symmetric unlike the other cases, i.e., $n \not \equiv 0(\bmod 4)$. The authors of [17] were the first to obtain the linear code $C_{\operatorname{im}(F)^{*}}$ when considering quadratic monomials (see Theorem 3 and Example 1 in [17]), however, their result is inaccurate since $F(x)$ satisfies the assumptions of Theorem 3 in (17] but the conclusion is not correctly derived for the even case. The flaw in their proof lies in the mistaken assumption that aF(x) has the same rank for every $a \in \mathbb{F}_{p^{n}}^{*}$. A similar observation is true for the complete weight enumerator derived in Theorem 4.2 (rank even) in [31].

### 3.3 Main properties of $C_{\operatorname{im}\left(x^{k+1}+1\right)^{*}}$

In this section, we derive some properties of the codes $C_{\operatorname{im}\left(x^{p}{ }^{k+1}+1\right)^{*}}$. Note that none of these properties were considered in [17]. In Table 6, we provide a computational verification of these properties for small values of $p$ and $n$.

The well-known Griesmer bound [27] states that for a $p$-ary code $C$ with parameters $[n, k, d]$, where $k \geq 1$, it holds that $\sum_{i=0}^{k-1}\left\lceil\frac{d}{p^{i}}\right\rceil \leq n$. Some of the codes stemming from $x^{p^{k+1}+1}$ are in fact optimal, as shown by the following proposition.

Proposition 1 Let $p$ be a prime number, $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. Let $C_{\mathrm{im}(F)^{*}}$ be the code from Theorem 3, where $F(x)=x^{p^{k+1}+1}$. Then, $C_{\mathrm{im}(F)^{*}}$ is optimal with respect to the Griesmer bound when $p=2$ and $n \not \equiv 0(\bmod 4)$ or $n=4,8$; $p=3, n=4$; or $p>2$ and $n$ odd.

Proof. Suppose that $p>2$ and $n$ be odd. A $p$-ary code $C$ with dimension $n$ and minimum distance $d:=\frac{(p-1) p^{n-1}}{2}+1$ has length $N$ at least

$$
\sum_{i=0}^{n-1}\left\lceil\frac{d}{p^{i}}\right\rceil=\sum_{i=0}^{n-1}\left\lceil\frac{(p-1) p^{n-1-i}}{2}+\frac{1}{p^{i}}\right\rceil=\frac{(p-1)}{2}\left(\frac{p^{n}-1}{p-1}\right)+n=\frac{p^{n}-1}{2}+n
$$

by the Griesmer bound. Therefore, the code $C_{\operatorname{im}(F)^{*}}$ is optimal since its length equals $\frac{p^{n}-1}{2}$. For $n \not \equiv 0(\bmod 4)$ and $p=2, C_{\mathrm{im}(F)^{*}}$ is the simplex code, hence optimal. Finally, using tables for the best known linear codes, one can verify that the codes are optimal for $p=2, n=8$ (parameters [85,8,40]); $p=2, n=4$ (parameters $[5,4,2]$ ); $p=3, n=4$ (parameters $[20,4,12]$ ). Note also that for $p=5, n=4$, the code has parameters [104, 3, 80], whose distance differs in at most two from the best code's minimum distance, which is known to be either 81 or 82 .

Using the first three Pless moments together with the derived weight distributions of the codes $C_{\mathrm{im}(F)^{*}}$, we can obtain the values of the dual enumerators $A_{1}^{\perp}$ and $A_{2}^{\perp}$ for the weights 1 and 2 in the dual code $C_{\operatorname{im}(F)^{*}}^{\perp}$. This yields that the codes are projective only when $p=2$ or $n$ is odd. We state this observation as the following proposition while omitting the routinary computation.

Proposition 2 Let $p$ be a prime number, $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. Let $C_{\operatorname{im}(F)^{*}}$ be the code from Theorem 3, where $F(x)=x^{p^{k+1}+1}$. Then, $C_{\operatorname{im}(F)^{*}}$ is projective if and only if $p=2$ or $n$ is odd.

A code $C$ is called minimal if the supports of every two linearly independent codewords do not include each other. A simple sufficient condition was provided by

Ashikhmin and Barg [1] and it states that a $p$-ary code $C$ is minimal if $\frac{w_{\min }}{w_{\max }}>\frac{p-1}{p}$, where $w_{\min }$ and $w_{\max }$ are the minimum and the maximum weight of $C$, respectively. Using this condition, we can prove that our codes are almost always minimal.

Proposition 3 Let $p$ be a prime number, $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. Let $C_{\mathrm{im}(F)^{*}}$ be the code from Theorem 3 , where $F(x)=x^{p^{k+1}+1}$. Then, $C_{\mathrm{im}(F)^{*}}$ is minimal except for $n=4$ or $p>2, n=2$.

Proof. The only non-trivial cases are when $n \equiv 0(\bmod 4)$ or when $p>2$, $n \equiv 2(\bmod 4)$. Suppose that $n \equiv 0(\bmod 4)$. The minimum weight $w_{\min }$ is $\frac{(p-1)\left(p^{n-1}-p^{n / 2-1}\right)}{p+1}$ and the maximum weight $w_{\max }$ equals $\frac{(p-1)\left(p^{n-1}+p^{n / 2}\right)}{p+1}$. The inequality $\frac{w_{\min }}{w_{\max }}>\frac{p-1}{p}$ holds if and only if $p^{n}-p^{n / 2}>p^{n}+p^{n / 2+1}-p^{n-1}-p^{n / 2}$. This happens if and only if $p^{n / 2-2}>1$, which is true if and only if $n>4$. Suppose now that $p>2$ and $n \equiv 2(\bmod 4)$. In this case, the minimum weight $w_{\min }$ is $\frac{(p-1)\left(p^{n-1}-p^{n / 2-1}\right)}{2}$, whereas the maximum weights $w_{\max }$ is equal to $\frac{(p-1)\left(p^{n-1}+p^{n / 2-1}\right)}{2}$. We have $\frac{w_{\min }}{w_{\text {max }}}>\frac{p-1}{p}$ if and only if $p^{n}-p^{n / 2}>p^{n}+p^{n / 2}-p^{n-1}-p^{n / 2-1}$. This happens if and only if $p^{n / 2}>2 p-1$, which is true if and only if $n>2$.

### 3.4 Self-orthogonality of $C_{\mathrm{im}(F)^{*}}$

It turns out that the codes $C_{\operatorname{im}(F)^{*}}$ associated with the monomial $F(x)=x^{p^{k+1}+1}$ are (almost always) self-orthogonal. To prove this, we will need some results regarding quadratic residues and exponential sums.

For a prime number $p>2$, define the sets $Q R_{p}$ and $Q N R_{p}$ to be the set of quadratic residues $\bmod p$ and the set of quadratic non-residues $\bmod p$. Let $\nu \in \mathbb{C}$ be defined as

$$
\nu=\left\{\begin{array}{lll}
1, & p \equiv 1 & (\bmod 4)  \tag{8}\\
\dot{\mathrm{i}}, & p \equiv 3 & (\bmod 4)
\end{array}\right.
$$

Lemma 8 Let $Q R_{p}, Q N R_{p}$ and $\nu$ as above. The following hold:

1) $\sum_{i=1}^{p-1} \xi_{p}^{i}=-1$;
2) $\sum_{i \in Q R_{p}^{*}}^{p-1} \xi_{p}^{i}=\frac{-1+\nu \sqrt{p}}{2}$;
3) $\sum_{i \in Q N R_{p}}^{p-1} \xi_{p}^{i}=\frac{-1-\nu \sqrt{p}}{2}$;

Proof. Item 1) follows from the fact that $1+x+x^{2}+\cdots+x^{p-1}$ is the minimal polynomial of $\xi_{p}$ over $\mathbb{Q}$. For 2) and 3), combine 1) with the well-known result that $\sum_{i \in Q R_{p}^{*}} \xi_{p}^{i}-\sum_{i \in Q N R_{p}} \xi_{p}^{i}=\nu \sqrt{p}$ (see, for instance [33]).

Lemma 9 Let $S Q$ denote the set of squares in $\mathbb{F}_{p^{n}}$ and $N S Q$ be the set of nonsquares. Let $\nu$ be defined as above. The following hold:

1) $\sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}+\sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=-1$;
2) $\sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}-\sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=(-1)^{n-1} \nu^{n} p^{n / 2}$.

Moreover, the values of the individual sums are determined as $2 \sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=$ $-1+(-1)^{n-1} \nu^{n} p^{n / 2}$ and $2 \sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=-1-(-1)^{n-1} \nu^{n} p^{n / 2}$.

Proof. Since $S Q$ and $N S Q$ form a partition of $\mathbb{F}_{p^{n}}$, the sum of characters

$$
\sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=\sum_{x \in S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}+\sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=1+\sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}+\sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}
$$

must be 0 . For 2), note that the sum in the statement equals the Gaussian sum $\sum_{x \in \mathbb{F}_{p^{n}}^{*}} \eta(x) \chi_{1}(x)$, hence it is equal to $(-1)^{n-1} \nu^{n} p^{n / 2}$. The rest of the theorem is now established by combining 1) and 2).

For a prime number $p>2$, define the sets $\Gamma_{i}, \widetilde{\Gamma}_{i}$, for $i \in Q R_{p}$ as

$$
\Gamma_{i}=\left\{x \in S Q^{*}: \operatorname{Tr}_{1}^{n}(x)=i\right\}, \widetilde{\Gamma}_{i}=\left\{x \in N S Q: \operatorname{Tr}_{1}^{n}(x)=i\right\},
$$

and, for $i \in Q N R_{p}$, define the sets $\Delta_{i}, \widetilde{\Delta}_{i}$ as

$$
\Delta_{i}=\left\{x \in S Q: \operatorname{Tr}_{1}^{n}(x)=i\right\}, \widetilde{\Delta}_{i}=\left\{x \in N S Q: \operatorname{Tr}_{1}^{n}(x)=i\right\} .
$$

Let $\kappa_{i}=\left|\Gamma_{i}\right|, \widetilde{\kappa}_{i}=\left|\widetilde{\Gamma}_{i}\right|, \mu_{i}=\left|\Delta_{i}\right|$ and $\widetilde{\mu}_{i}=\left|\widetilde{\Delta}_{i}\right|$. It is easy to see that $\kappa_{i}+\widetilde{\kappa}_{i}=$ $\mu_{i}+\widetilde{\mu}_{i}=p^{n-1}$ for each $i \neq 0 ; \kappa_{0}+\widetilde{\kappa}_{0}=p^{n-1}-1$ and $\kappa_{i}, \widetilde{\kappa}_{i}, \mu_{i}, \widetilde{\mu}_{i}$ are all non-zero. Moreover,

$$
\kappa_{0}+\sum_{i \in Q R_{p}} \kappa_{i}+\sum_{i \in Q N R_{p}} \mu_{i}=\widetilde{\kappa}_{0}+\sum_{i \in Q R_{p}} \widetilde{\kappa}_{i}+\sum_{i \in Q N R_{p}} \widetilde{\mu}_{i}=\frac{p^{n}-1}{2}
$$

since $\Gamma_{i}, \Delta_{i}\left(\right.$ resp. $\left.\widetilde{\Gamma}_{i}, \widetilde{\Delta}_{i}\right)$ form a partition of $S Q^{*}($ resp. $N S Q)$.
Lemma 10 Let $p>2$ be any prime number and $n>1$ be an arbitrary integer.

1. If $n$ is odd, then $\kappa_{i}=\frac{\nu^{n-1} p^{\frac{n-1}{2}}+1}{2}+\kappa_{0}$ and $\widetilde{\kappa}_{i}=\frac{1-\nu^{n-1} p^{\frac{n-1}{2}}}{2}+\widetilde{\kappa}_{0}$ for $i \in Q R_{p}^{*}$ and $\mu_{i}=\frac{1-\nu^{n-1} p^{\frac{n-1}{2}}}{2}+\kappa_{0}$ and $\widetilde{\mu}_{i}=\frac{\nu^{n-1} p^{\frac{n-1}{2}}+1}{2}+\widetilde{\kappa}_{0}$ for $i \in Q N R_{p}$.
2. If $n$ is even, then $\kappa_{i}=\mu_{i}=\frac{\nu^{n} p^{\frac{n}{2}}+1}{2}+\kappa_{0}$ and $\widetilde{\kappa}_{i}=\widetilde{\mu}_{i}=\frac{1-\nu^{n} p^{\frac{n}{2}}}{2}+\widetilde{\kappa}_{0}$ for every $1 \leq i \leq p-1$.

Proof. Consider the sums $2 \sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}$ and $2 \sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}$, which equal $-1+(-1)^{n-1} \nu^{n} p^{n / 2}$ and $-1-(-1)^{n-1} \nu^{n} p^{n / 2}$, respectively, by Lemma 9. These sums can be rewritten as
$2 \sum_{x \in S Q^{*}} \xi_{p}^{\operatorname{Tr}_{1}^{n}(x)}=\sum_{i \in Q R_{p}} 2 \kappa_{i} \xi_{p}^{i}+\sum_{i \in Q N R_{p}} 2 \mu_{i} \xi_{p}^{i}=\sum_{i \in Q R_{p}^{*}} 2\left(\kappa_{i}-\kappa_{0}\right) \xi_{p}^{i}+\sum_{i \in Q N R_{p}} 2\left(\mu_{i}-\kappa_{0}\right) \xi_{p}^{i}$
and
$2 \sum_{x \in N S Q} \xi_{p}^{\operatorname{Tr}_{1}^{r}(x)}=\sum_{i \in Q R_{p}} 2 \widetilde{\kappa}_{i} \xi_{p}^{i}+\sum_{i \in Q N R_{p}} 2 \widetilde{\mu}_{i} \xi_{p}^{i}=\sum_{i \in Q R_{p}^{*}} 2\left(\widetilde{\kappa}_{i}-\widetilde{\kappa}_{0}\right) \xi_{p}^{i}+\sum_{i \in Q N R_{p}} 2\left(\widetilde{\mu}_{i}-\widetilde{\kappa}_{0}\right) \xi_{p}^{i}$.
Since the elements $\xi_{p}, \xi_{p}^{2}, \ldots, \xi_{p}^{p-1}$ form an integral basis for the cyclotomic field $\mathbb{Q}\left(\xi_{p}\right)$ (extension of the field $\mathbb{Q}$ by adjoining the root $\left.\xi_{p}\right)$, the coefficients $\mu_{i}, \widetilde{\mu}_{i}, \kappa_{i}, \widetilde{\kappa}_{i}$ are uniquely determined by $\kappa_{0}, \widetilde{\kappa}_{0}$. One can then easily verify that the values given in the statement indeed form a solution for these equations.

Proposition 4 Let $p$ be a prime number, $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. Let $C_{\mathrm{im}(F)^{*}}$ be the code from Theorem 3, where $F(x)=x^{p^{k+1}+1}$. Then, $C_{\mathrm{im}(F)^{*}}$ is selforthogonal except for $p=2, n=2$ or $p=3, n=2$.

Proof. It can be proved that a sufficient condition for a binary code to be selforthogonal is that its weights are divisible by 4 (see, for instance, [30]). Hence, the binary case follows from the weight distributions obtained in Theorem 3. Suppose that $p>2$ and set $D=\operatorname{im}(F)^{*}$. To prove that the code is self-orthogonal, we must show that for any $x \in \mathbb{F}_{p^{n}}^{*}$, the sum $\sum_{y \in D} \operatorname{Tr}_{1}^{n}(x y)^{2}$ (over the integers) is divisible by $p$. We split the proof into two cases according to the values of $n$.
Case $n \not \equiv 0(\bmod 4):$ First note that, in this case, the set $D$ is exactly the set $S Q^{*}$ of squares in $\mathbb{F}_{p^{n}}^{*}{ }^{1}$, indeed, if $\beta \in D$, then $\beta=\alpha^{p^{k+1}+1}=\left(\alpha^{p^{k+1}-1}\right)^{2}$ for some $\alpha \in \mathbb{F}_{p^{n}}^{*}$, hence $\beta \in S Q^{*}$. Since $|D|=\frac{p^{n}-1}{2}$, it must be $D=S Q^{*}$. Since $x S Q^{*}=S Q^{*}$ or $x S Q^{*}=N S Q$ (depending on whether $x \in S Q^{*}$ or not), it suffices to prove that $p \mid \sum_{y \in S Q^{*}} \operatorname{Tr}_{1}^{n}(y)^{2}$ and $p \mid \sum_{y \in N S Q} \operatorname{Tr}_{1}^{n}(y)^{2}$. Using the definitions of $\kappa_{i}, \mu_{i}$, we can write

$$
\sum_{y \in S Q^{*}} \operatorname{Tr}_{1}^{n}(y)^{2}=\sum_{i \in Q N R_{p}}\left(\kappa_{i^{2}}+\mu_{i}\right) i^{2}
$$

[^1]Similarly, $\sum_{y \in N S Q} \operatorname{Tr}_{1}^{n}(y)^{2}=\sum_{i \in Q N R_{p}}\left(\widetilde{\kappa}_{i^{2}}+\widetilde{\mu}_{i}\right) i^{2}$. By the weight distribution of $C_{D}$ derived in Theorem 3, we can infer that $2 \kappa_{0}=p^{n-1}-1$ (thus $\widetilde{\kappa}_{0}=\kappa_{0}$ ) for odd $n$ whereas, for $n \equiv 2(\bmod 4), 2 \kappa_{0}$ is equal to either $p^{n-1}+p^{n / 2}-p^{n / 2-1}-1$ or $p^{n-1}-p^{n / 2}+p^{n / 2-1}-1$ and $\widetilde{\kappa}_{0}=p^{n-1}-1-\kappa_{0}$. Combining these values with Lemma 10 yields that $p \mid\left(\kappa_{i^{2}}+\mu_{i}\right)$ and $p \mid\left(\widetilde{\kappa}_{i^{2}}+\widetilde{\mu}_{i}\right)$ for each $i \in Q N R_{p}$ (except when $p=3$, $n=2$ ). This establishes the result in this case.
Case $n \equiv 0(\bmod 4)$ : Define $\kappa_{i}^{D}=\left|\left\{y \in D: \operatorname{Tr}_{1}^{n}(y)=i\right\}\right|$. The sum $(p+$ 1) $\sum_{i=0}^{p-1} \kappa_{i}^{D} \xi_{p}^{i}=(p+1) \sum_{y \in D} \xi_{p}^{\operatorname{Tr}_{1}^{n}(y)}$ equals $W_{f}(0)-1$, where $f(x)=\operatorname{Tr}_{1}^{n}\left(x^{p^{k+1}+1}\right)$. Hence,

$$
\begin{equation*}
\sum_{i=0}^{p-1} \kappa_{i}^{D} \xi_{p}^{i}=\sum_{i=1}^{p-1}\left(\kappa_{i}^{D}-\kappa_{0}^{D}\right) \xi_{p}^{i}=\frac{-p^{n / 2+1}-1}{p+1} \tag{9}
\end{equation*}
$$

by Lemma 3. Since $\xi_{p}, \ldots, \xi_{p}^{p-1}$ form an integral basis of $\mathbb{Q}\left(\xi_{p}\right)$, the coefficients in (9) are unique. The value of $\kappa_{0}^{D}$ is known by the weight distribution given in Theorem 3, namely, $\kappa_{0}^{D}=\frac{p^{n-1}-p^{n / 2+1}+p^{n / 2}-1}{p+1}$. The solution of (9) is then given by $\kappa_{i}^{D}=\frac{p^{n / 2+1}+1}{p+1}+\kappa_{0}^{D}=\frac{p^{n-1}+p^{n / 2}}{p+1}$ for each $1 \leq i \leq p-1$. From here, we conclude that $\sum_{y \in D} \operatorname{Tr}_{1}^{n}(y)=\sum_{i=1}^{p-1} \kappa_{i}^{D} i$ is divisible by $p$ since $p \mid \kappa_{i}^{D}$ for $1 \leq i \leq p-1$. This also implies that $\sum_{y \in D} \operatorname{Tr}_{1}^{n}(y)^{2}$ equals 0 modulo $p$. A similar argument yields the result for $\sum_{y \in D} \operatorname{Tr}_{1}^{n}(x y)^{2}$ for any $x \notin D$.

Open Problem 1. For $n \not \equiv 0(\bmod 4)$ and $p>2$, the proof of Proposition 4 relies heavily on the fact that the image of the planar function $x^{p^{k+1}+1}$ is the full set of squares. Can we get similar results for arbitrary planar functions? Namely, what are the properties of $C_{\mathrm{im}(F)^{*}}$ when $F$ is planar?

## 4 A family of codes from $t$-to-one trinomials

In this section, 3 -weight and 4 -weight linear codes from a special class of trinomials will be presented. These constructions are brought about by a simple (affine) modification to the monomials studied in the previous section.

Adding a linearized polynomial to a polynomial gives affine equivalent functions. Thus the following two results are mostly established by using Theorem 2, Corollary 1 and the fact that $\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$ is a linearized polynomial for each $\lambda \in \mathbb{F}_{p^{n}}$.

Proposition 5 Let $p$ be a prime number, $n>1$ be an integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. The polynomial $F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$ over $\mathbb{F}_{p^{n}}$, where $\lambda \in \mathbb{F}_{p^{n}}^{*}$, satisfies the following:

1. If $n \equiv 0(\bmod 4)$, then $F(x)$ is a $(p+1)$-to-one $p$-uniform function.
2. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $F(x)$ is one-to-one. Moreover, $F(x)$ is $A B$ when $n$ is odd, otherwise $F(x)$ is 4-uniform.
3. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2$, then $F(x)$ is two-to-one. Moreover, $F(x)$ is planar.

Proof. The element $\alpha \in \mathbb{F}_{p^{n}}$ is a solution of $x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x=\beta$ if and only $\alpha+\lambda$ is a solution of $x^{p^{k+1}+1}=\beta+\lambda^{p^{k+1}+1}$. The rest follows at once from Theorem 2.

Proposition 6 Let $p$ be a prime number, $n>1$ be any integer and $k=\left\lfloor\frac{n}{2}\right\rfloor$. Let $\omega$ be a primitive element in $\mathbb{F}_{p^{n}}$. The polynomial $F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$ over $\mathbb{F}_{p^{n}}$, where $\lambda \in \mathbb{F}_{p^{n}}$, satisfies the following:

1. If $n \equiv 0(\bmod 4)$, then $\operatorname{Tr}_{1}^{n}(a F(x))$ for $a=\omega^{j} \in \mathbb{F}_{p^{n}}^{*}$ is bent when $p+1 \nless j$, and it is 2-plateaued when $p+1 \mid j$.
2. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $F$ is a plateaued function such that, for each $b \in \mathbb{F}_{p^{n}}^{*}, W_{F}(b) \in\left\{0, \pm 2^{\frac{n+1}{2}}\right\}$ for odd $n$ and $W_{F}(b) \in\left\{0, \pm 2^{\frac{n+2}{2}}\right\}$ for even $n$.
3. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2, W_{F}(b) \in\left\{\iota p^{n / 2}\right\}$ for each $b \in \mathbb{F}_{p^{n}}$, where $\iota \in \mathbb{C}$ and $|\iota|=1$.

Proof. It is an immediate consequence of Corollary 1.
Lemma 11 Let $p$ be prime and $n>1$ be an integer. Let $\omega$ be a primitive element in $\mathbb{F}_{p^{n}}$. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $a=\omega^{j} \in \mathbb{F}_{p^{n}}^{*}$. Define $b_{a} \in \mathbb{F}_{p^{n}}$ to be such that $\operatorname{Tr}_{1}^{n}\left(b_{a} x\right)=$ $\operatorname{Tr}_{1}^{n}\left(a\left(\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x\right)\right)$, where $\lambda \in \mathbb{F}_{p^{n}}^{*}$. Consider the function

$$
f(x)=\operatorname{Tr}_{1}^{n}(a F(x))=\operatorname{Tr}_{1}^{n}\left(a\left(x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x\right)\right)=g(x)+\operatorname{Tr}_{1}^{n}\left(b_{a} x\right)
$$

Define $F^{*}(x)=a^{p^{k+1}} x^{p^{2(k+1)}}+a x$. Then,

1. If $n \equiv 0(\bmod 4)$, then

$$
W_{f}(0)= \begin{cases}\overline{-\overline{\xi_{p}^{g\left(x_{a}\right)}} p^{\frac{n+2}{2}},}, & \text { if }(p+1) \mid j \\ \overline{\xi_{p}^{g\left(x_{a}\right)}} p^{n / 2}, & \text { otherwise },\end{cases}
$$

where $x_{a}$ is such that $F^{*}\left(x_{a}\right)=b_{a}^{p^{k+1}}$.
2. If $n \not \equiv 0(\bmod 4)$ and $p=2$, then $f(x)$ is balanced.
3. If $n \not \equiv 0(\bmod 4)$ and $p \neq 2$, then

$$
W_{f}(0)= \begin{cases}\overline{\xi_{p}^{g\left(x_{a}\right)}} \eta(-a)(-1)^{n-1} p^{\frac{n}{2}}, & \text { if } p \equiv 1(\bmod 4) ; \\ \overline{\xi_{p}^{g\left(x_{a}\right)}} \eta(-a)(-1)^{n-1} \mathrm{i}^{3 n} p^{\frac{n}{2}} ; & \text { if } p \equiv 3(\bmod 4),\end{cases}
$$

where $x_{a}$ is unique such that $F^{*}\left(x_{a}\right)=b_{a}^{p^{k+1}}$.
Proof. Since $F(x)$ is a permutation for $p=2$ and $n \not \equiv 0(\bmod 4)$, all its components are balanced. For $n \not \equiv 0(\bmod 4)$ and $p>2$, by Lemma $4, F^{*}(x)=0$ has exactly one solution since $\frac{n}{\operatorname{gcd}(k+1, n)}$ is odd. From Lemma 3 and Lemma 5 applied to $g(x)=$ $\operatorname{Tr}_{1}^{n}\left(a x^{p^{k+1}+1}\right)$, we get the Walsh value $W_{g}\left(b_{a}\right)=W_{f}(0)$. By adapting the results of [11], one can prove that, for $n \equiv 0(\bmod 4), F^{*}(x)=0$ has either $p^{2}$ or 1 solutions depending on whether $\omega^{j \frac{p^{n}-1}{p+1}}=1$ or not. This is equivalent to whether $p+1$ divides $j$ or not. Thus, again from Lemma 3 and Lemma 5, we get the result.

Remark 2 The first thing to beware when glancing at Lemma 11 must be showing that $g\left(x_{a}\right)$ does not depend on the choice of the solution $x_{a}$ (when there is more than one solution), i.e., $g\left(x_{a}\right)=g\left(x_{a}^{\prime}\right)$ for any two solutions $x_{a}, x_{a}^{\prime}$ of $F^{*}(x)=b_{a}^{p^{k+1}}$. To show this, first note that $x_{a}^{\prime}$ belongs to the coset $x_{a}+\operatorname{ker}\left(F^{*}\right)$. Let $x_{a}^{\prime}=x_{a}+\tilde{x}$ for some $\tilde{x} \in \operatorname{ker}\left(F^{*}\right)$ then $a^{p^{k+1}} \tilde{x}^{p^{(k+1)}}=-a \tilde{x}$. Suppose that $p>2$. Working out the definitions and using $\operatorname{Tr}_{1}^{n}(x)=\operatorname{Tr}_{1}^{n}\left(x^{p}\right)$ for each $x$, we get

$$
\operatorname{Tr}_{1}^{n}\left(a \tilde{x}^{p^{k+1}+1}\right)=\operatorname{Tr}_{1}^{n}\left(a^{p^{k+1}} \tilde{x}^{p^{(k+1)}} \tilde{x}^{p^{k+1}}\right)=-\operatorname{Tr}_{1}^{n}\left(a \tilde{x}^{p^{k+1}+1}\right) .
$$

This yields $\operatorname{Tr}_{1}^{n}\left(a \tilde{x}^{p^{k+1}+1}\right)=0$, so that $g\left(x_{a}\right)=g\left(x_{a}^{\prime}\right)$ when $p>2$. Now, suppose that $p=2$. Let $\tilde{x}$ be a non-zero element in $\operatorname{ker}\left(F^{*}\right)$. The equation $a^{2^{k+1}} \tilde{x}^{2^{2(k+1)}}=a \tilde{x}$ implies that $\tilde{x}^{3}=a^{1-2^{k+1}}$. Raising both sides to the power of $2^{k+1}+1$, we get $\left(\tilde{x}^{2^{k+1}+1}\right)^{3}=a^{-2^{2 k+2}+1}=a^{-3}$. Hence, $\tilde{x}^{2^{k+1}+1}=a^{-1}$ and $\operatorname{Tr}_{1}^{n}\left(a \tilde{x}^{p^{k+1}+1}\right)=\operatorname{Tr}_{1}^{n}(1)=0$ We conclude that $g\left(x_{a}\right)=g\left(x_{a}^{\prime}\right)$.

The last (and crucial) step to obtain the weight distributions of the codes $C_{\mathrm{im}(F)^{*}}$ is to put everything together by interlacing the appropriate values of the component functions to compute the aimed sums in (6). This is the purpose of the following key lemma.

Lemma 12 (Interwoven Lemma) Let $p$ be a prime and $n>1$ be an integer. Let $k=\left\lfloor\frac{n}{2}\right\rfloor, \omega \in \mathbb{F}_{p^{n}}^{*}$ be a generator and $a=\omega^{j} \in \mathbb{F}_{p^{n}}^{*}$. The function

$$
f(x)=\operatorname{Tr}_{1}^{n}(a F(x))=\operatorname{Tr}_{1}^{n}\left(a\left(x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x\right)\right):=g(x)+\operatorname{Tr}_{1}^{n}\left(b_{a} x\right)
$$

where $\lambda \in \mathbb{F}_{p^{n}}^{*}$, has the following properties, for a solution $x_{a}$ of $a^{p^{k+1}} x^{p^{2(k+1)}}+a x=$ $b_{a}^{p^{k+1}}$ :

1. For $p>2$, $n$ odd,

$$
\sum_{y \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{y f(x)}= \begin{cases}0, & g\left(x_{a}\right)=0 \\ -\eta\left(g\left(x_{a}\right)\right) \eta(a) p^{\frac{n+1}{2}}, & g\left(x_{a}\right) \neq 0, p \equiv n \equiv 3 \quad(\bmod 4) ; \\ \eta\left(g\left(x_{a}\right)\right) \eta(a) p^{\frac{n+1}{2}}, & g\left(x_{a}\right) \neq 0, p \equiv 1 \text { or } n \equiv 1 \quad(\bmod 4)\end{cases}
$$

2. For $p>2, n \equiv 2(\bmod 4)$,

$$
\sum_{y \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{y f(x)}= \begin{cases}-\eta(-a) p^{\frac{n}{2}}, & g\left(x_{a}\right) \neq 0 \\ \eta(-a) p^{\frac{n}{2}}(p-1), & g\left(x_{a}\right)=0\end{cases}
$$

3. For $n \equiv 0(\bmod 4)$,

$$
\sum_{y \in \mathbb{F}_{p}^{*}} \sum_{x \in \mathbb{F}_{p^{n}}} \xi_{p}^{y f(x)}= \begin{cases}p^{\frac{n+2}{2}}, & g\left(x_{a}\right) \neq 0 \text { and } p+1 \mid j ; \\ -p^{\frac{n+2}{2}}(p-1), & g\left(x_{a}\right)=0 \text { and } p+1 \mid j ; \\ p^{\frac{n}{2}}(p-1), & g\left(x_{a}\right)=0 \text { and } p+1 \nless j \\ -p^{\frac{n}{2}}, & g\left(x_{a}\right) \neq 0 \text { and } p+1 \nless j\end{cases}
$$

Proof. Let $n \not \equiv 0(\bmod 4)$ and $p>2$. For this proof, denote by $\eta_{0}$ the Legendre symbol modulo $p$. We can write

$$
\begin{equation*}
\sum_{y \in \mathbb{F}_{p}^{*}} W_{y f}(0)=\sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{y a}\right)}} \eta(-y a)(-1)^{n-1} p^{\frac{n}{2}}{\sqrt{\eta_{0}(-1)^{3 n}}, ~, ~, ~}_{3 n} \tag{10}
\end{equation*}
$$

where we used Lemma 11 and set $x_{y a}$ to be the only solution to $(y a)^{p^{k+1}} x^{p^{2(k+1)}}+$ ( $y a) x=b_{y a}^{p^{k+1}}$. Note that, moreover, $b_{y a}^{p^{k+1}}=y b_{a}^{p^{k+1}}$ so that $x_{a}=x_{y a}$ by uniqueness. Then the right hand side of Equation 10 can be turned into

$$
\begin{equation*}
(-1)^{n-1} p^{\frac{n}{2}} \eta(-a) \sqrt{\eta_{0}(-1)}{ }^{3 n} \sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{a}\right)}} \eta(y) \tag{11}
\end{equation*}
$$

Suppose that $g\left(x_{a}\right) \neq 0$. The Gaussian sum $\sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{a}\right)}} \eta(y)$ is equal to -1 when $n$ is even and it is equal to $\eta\left(g\left(x_{a}\right)\right) \eta(-1) \sqrt{\eta_{0}(-1)} p^{1 / 2}$ when $n$ is odd, by the Davenport-Hassen Theorem[33]. Now suppose that $g\left(x_{a}\right)=0$. The Gaussian sum $\sum_{y \in \mathbb{F}_{p}^{*}} \eta(y)$ is equal to $p-1$ when $n$ is even and it is equal to 0 when $n$ is odd. Combining these observations with Equation 11, we get the result for $p>2$ and $n \not \equiv 0(\bmod 4)$. Assume that $n \equiv 0(\bmod 4)$. Let $F^{*}(x)=a^{p^{k+1}} x^{p^{2(k+1)}}+a x$ and $x_{y a}$ be a solution of $y F(x)=y b_{a}^{p^{k+1}}=b_{y a}^{p^{k+1}}$. Since $g\left(x_{a}\right)=g\left(x_{y a}\right)$ for each $y \in \mathbb{F}_{p}^{*}$, the sum $\sum_{y \in \mathbb{F}_{p}^{*}} W_{y f}(0)$ equals $-p^{\frac{n+2}{2}} \sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{a}\right)}}$, when $p+1 \mid j$ and $p^{\frac{n}{2}} \sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{a}\right)}}$ when $p+1 \not \backslash j$. The fact that $\sum_{y \in \mathbb{F}_{p}^{*}} \xi_{p}^{y g\left(x_{a}\right)}=-1$ when $g\left(x_{a}\right) \neq 0$, and, otherwise, $\sum_{y \in \mathbb{F}_{p}^{*}} \overline{\xi_{p}^{y g\left(x_{a}\right)}}=p-1$ yields the result.

The remaining case, $p=2, n \not \equiv 0(\bmod 4)$ is much simpler and can be handled similarly. It will however not be relevant for our purposes (since the obtained code is the simplex code). Thus we omit its proof.

As per Remark 2, notice that the value of $g\left(x_{a}\right)$ is independent of the choice of $x_{a}$. Moreover, it turns out that, for the chosen $F(x), g\left(x_{a}\right) \neq 0$ is equivalent to $\operatorname{Tr}_{1}^{n}\left(a \lambda^{p^{k+1}+1}\right) \neq 0$. Indeed, we can take $x_{a}=\lambda$ for the considered function. To prove this, recall that $x^{p^{k+1}}$ is a linearized permutation polynomial, so that every non-zero element $a$ is a $\left(p^{k+1}\right)$-power element, i.e., $a=\left(a^{\prime}\right)^{p^{k+1}}$ for some $a^{\prime} \in \mathbb{F}_{p^{*}}^{*}$. Thus we get

$$
\operatorname{Tr}_{1}^{n}\left(a \lambda x^{p^{k+1}}\right)=\operatorname{Tr}_{1}^{n}\left(\left(a^{\prime} \lambda^{\prime} x\right)^{p^{k+1}}\right)=\operatorname{Tr}_{1}^{n}\left(a^{\prime} \lambda^{\prime} x\right)
$$

This implies that $b_{a}=a^{\prime} \lambda^{\prime}+a \lambda^{p^{k+1}}$. From here, $b_{a}^{p^{k+1}}=\lambda^{p^{2(k+1)}} a^{p^{k+1}}+a \lambda$, whence $\lambda$ is a solution of $a^{p^{k+1}} x^{p^{2(k+1)}}+a x=b_{a}^{p^{k+1}}$. The reason why we presented Lemma 12 in such a generality is essentially to call upon a generalization of our results to the use of different functions which do not satisfy this condition.

Now we are in position to prove the main result of the paper.
Theorem 4 Let $p$ be a prime number and let $n>1$ be an integer such that $n \equiv$ $0(\bmod 4)$ or $p>2$, but $p^{n} \neq 16$. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $\lambda \in \mathbb{F}_{p^{n}}^{*}$. The following holds for the code $C_{\mathrm{im}(F)^{*}}$, where $F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}}$.

- If $n$ is odd and $p \neq 2$, then $C_{\operatorname{im}(F)^{*}}$ is a three-valued code with parameters

$$
\left[\frac{p^{n}-1}{2}, n, \frac{p^{n}-p^{n-1}-p^{\frac{n-1}{2}}+1}{2}\right]
$$

whose weight distribution is displayed in Table 1.

- If $n \equiv 2(\bmod 4), n \neq 2$, and $p \neq 2$, then $C_{\operatorname{im}(F)^{*}}$ is a four-valued code with parameters

$$
\left[\frac{p^{n}-1}{2}, n, \frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p^{\frac{n}{2}-1}}{2}\right],
$$

whose weight distribution is displayed in Table 2.

- If $n \equiv 0(\bmod 4)$ and $n \neq 4$, then $C_{\operatorname{im}(F)^{*}}$ is a four-valued code with parameters

$$
\left[\frac{p^{n}-1}{p+1}, n, \frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p}{p+1}\right],
$$

whose weight distribution displayed in Table 3 .

- If $n=4$ and $p>2$, then $C_{\operatorname{im}(F)^{*}}$ is a three-valued code with parameters

$$
\left[\frac{p^{n}-1}{p+1}, n, \frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p}{p+1}\right]
$$

whose weight distribution is displayed in Table 4.

- If $n=2$ and $p>2$, then $C_{\operatorname{im}(F)^{*}}$ is a three-valued code with parameters

$$
\left[\frac{p^{n}-1}{2}, n, \frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p^{\frac{n}{2}-1}}{2}\right],
$$

whose weight distribution is displayed in Table 5.
Proof. We will only provide all the details for the first three cases since the proofs for the other cases can be easily deduced from these.

Case $p>2$ and $n$ odd. By Theorem 1, Theorem 5, Lemma 7 and Lemma 11, we get that the weight of a codeword $\mathbf{c}$ is equal to

$$
w t(\mathbf{c})=\frac{p^{n}-p^{n-1} \pm p^{\frac{n-1}{2}}+1}{2}
$$

or

$$
w t(\mathbf{c})=\frac{p^{n}-p^{n-1}}{2}
$$

The minimum distance follows at once from these equations. Denoting by $w_{1}=$ $\frac{p^{n}-p^{n-1}-p^{\frac{n-1}{2}}+1}{2}, w_{2}=\frac{p^{n}-p^{n-1}}{2}$ and $w_{3}=\frac{p^{n}-p^{n-1}+p^{\frac{n-1}{2}}+1}{2}$. Since $A_{w_{2}}=p^{n-1}-1$ and $d^{\perp} \geq 2$, the first two Pless power moments become:

$$
\begin{align*}
A_{w_{1}}+A_{w_{3}} & =p^{n}-p^{n-1} ; \\
w_{1} A_{w_{1}}+w_{3} A_{w_{3}} & =\frac{\left(p^{n}-p^{n-1}\right)^{2}}{2} \tag{12}
\end{align*}
$$

Solving this system of equations gives,

$$
A_{w_{1}}=\frac{p^{\frac{n-1}{2}}+p^{\frac{n+1}{2}}+p^{n-1}+p^{n}}{4}
$$

and

$$
A_{w_{3}}=\frac{-p^{\frac{n-1}{2}}-p^{\frac{n+1}{2}}+p^{n-1}+p^{n}}{4}
$$

Case $n \equiv 2(\bmod 4)$ and $p>2$. By Theorem 1, Theorem 5, Lemma 7 and Lemma 11. we get that the weight of codewords is equal to $w_{1}=\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}-1}(p-1)}{2}$, $w_{2}=\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}-1}+1}{2}, w_{3}=\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}+1}{2}$, and $w_{4}=\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}(p-1)}{2}$. The minimum weight follows from these. Now, it is easy to see that $A_{w_{1}}+A_{w_{3}}=A_{w_{2}}+A_{w_{4}}$ and $A_{w_{1}}+A_{w_{4}}=p^{n-1}-1$. Together with the first two Pless power moments, we get the system:

$$
\begin{align*}
A_{w_{1}}+A_{w_{3}} & =A_{w_{2}}+A_{w_{4}} ; \\
A_{w_{1}}+A_{w_{4}} & =p^{n-1}-1 ; \\
A_{w_{1}}+A_{w_{2}}+A_{w_{3}}+A_{w_{3}} & =p^{n}-1 ;  \tag{13}\\
w_{1} A_{w_{1}}+w_{2} A_{w_{2}}+w_{3} A_{w_{4}}+w_{4} A_{w_{4}} & =\frac{\left(p^{n}-p^{n-1}\right)\left(p^{n}-1\right)}{2}
\end{align*}
$$

whose solution is $A_{w_{1}}=\frac{\left(p^{n / 2}-1\right)\left(p+p^{n / 2}\right)}{2 p}, A_{w_{2}}=\frac{(p-1) p^{n / 2-1}\left(p^{n / 2}+1\right)}{2}, A_{w_{3}}=\frac{(p-1) p^{n / 2-1}\left(p^{n / 2}-1\right)}{2}$ and $A_{w_{4}}=\frac{\left(p^{n / 2}-p\right)\left(p^{n / 2}+1\right)}{2 p}$.

Case $n \equiv 0(\bmod 4)$. By Theorem 1, Theorem 5, Lemma 7 and Lemma 11. we get that the weight of codewords is equal to $w_{1}=\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p}{p+1}, w_{2}=$ $\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p^{\frac{n}{2}-1}}{p+1}, w_{3}=\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}+p}{p+1}$, and $w_{4}=\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}+1}-p^{\frac{n}{2}}}{p+1}$. The minimum distance follows at once from these equations. For each $a \in \mathbb{F}_{p^{n}}^{*}$, choose one $x_{a}$ such that it is a solution of $a^{p^{k+1}} x^{p^{2(k+1)}}+a x$. Note that $x_{a}=1$ is always a solution for $a^{p^{k+1}} x^{p^{2(k+1)}}+a x=b_{a}^{p^{k+1}}$. Hence $g\left(x_{a}\right)=\operatorname{Tr}_{1}^{n}(a)$. Since the trace is a linear function, we have $A_{w_{1}}+A_{w_{3}}=p^{n}-p^{n-1}$ (and $A_{w_{2}}+A_{w_{4}}=p^{n-1}-1$ ). Moreover, as the number of elements $a$ such that $p+1 \mid j$ is $\frac{p^{n}-1}{p+1}$, then $A_{w_{1}}+A_{w_{4}}=\frac{p^{n}-1}{p+1}$. Combining these with the first two Pless power moments, we get the system:

$$
\begin{align*}
A_{w_{1}}+A_{w_{3}} & =p^{n}-p^{n-1} ; \\
A_{w_{1}}+A_{w_{4}} & =\frac{p^{n}-1}{p+1} ;  \tag{14}\\
A_{w_{1}}+A_{w_{2}}+A_{w_{3}}+A_{w_{3}} & =p^{n}-1 ; \\
w_{1} A_{w_{1}}+w_{2} A_{w_{2}}+w_{3} A_{w_{4}}+w_{4} A_{w_{4}} & =\frac{\left(p^{n}-p^{n-1}\right)\left(p^{n}-1\right)}{p+1}
\end{align*}
$$

The solution of this system is $A_{w_{1}}=\frac{(p-1) p^{n / 2-1}\left(p+p^{n / 2}\right)}{p+1}, A_{w_{2}}=\frac{\left(p^{n / 2}-1\right)\left(p+p^{n / 2}\right)}{p+1}$, $A_{w_{3}}=\frac{(p-1) p^{n / 2}\left(p^{n / 2}-1\right)}{p+1}$ and $A_{w_{4}}=\frac{p^{n-1}-p^{n / 2+1}+p^{n / 2}-1}{p+1}$. This establishes the weight distributions of the code $C_{\mathrm{im}(F)^{*}}$.

The weight distribution of the code $C_{\mathrm{im}(F)^{*}}$ in Theorem 4, where $F(x)=x^{p^{k+1}+1}+$ $\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x, \lambda \in \mathbb{F}_{p^{n}}^{*}$, are displayed in Tables 1.5 for different values of $p$ and $n$.

Table 1: Weight distribution of $C_{\operatorname{im}(F)^{*}}, F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$, for $p>2$, $n$ odd and $\lambda \in \mathbb{F}_{p^{n}}^{*}$.

| Weight $w$ | Number of codewords |
| :---: | :---: |
| $\frac{p^{n}-p^{n-1}-p^{\frac{n-1}{2}}+1}{2}$ | $\frac{p^{\frac{n-1}{2}}+p^{\frac{n+1}{2}}+p^{n-1}+p^{n}}{4}$ |
| $\frac{p^{n}-p^{n-1}}{2}$ | $p^{n-1}-1$ |
| $\frac{p^{n}-p^{n-1}+p^{\frac{n-1}{2}}+1}{2}$ | $\frac{p^{n}+p^{n-1}-p^{\frac{n-1}{2}}-p^{\frac{n+1}{2}}}{4}$. |

Table 2: Weight distribution of $C_{\operatorname{im}(F)^{*}}, F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$, for $p>2$, $n \equiv 2(\bmod 4)$ and $\lambda \in \mathbb{F}_{p^{n}}^{*}$.

| Weight $w$ | Number of codewords |
| :---: | :---: |
| $\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}-1}(p-1)}{2}$ | $\frac{\left(p^{n / 2}-1\right)\left(p+p^{n / 2}\right)}{2 p}$ |
| $\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}-1}+1}{2}$ | $\frac{(p-1) p^{n / 2-1}\left(p^{n / 2}+1\right)}{2}$ |
| $\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}+1}{2}$ | $\frac{(p-1) p^{n / 2}\left(p^{n / 2}-1\right)}{2}$ |
| $\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}(p-1)}{2}$ | $\frac{\left(p^{n / 2}-p\right)\left(p^{n / 2}+1\right)}{2 p}$ |

Table 3: Weight distribution of $C_{\operatorname{im}(F)^{*}}, F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$, for $n \equiv 0$ $(\bmod 4), n \neq 4$.

| Weight $w$ | Number of codewords |
| :---: | :---: |
| $\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p}{p+p^{n}}$ | $\frac{(p-1) p^{n / 2-1}\left(p+p^{n / 2}\right)}{p+1}$ |
| $\frac{p^{n}-p^{n-1}-p^{\frac{n}{2}}+p^{\frac{n}{2}-1}}{p+1}$ | $\frac{\left(p^{n / 2}-1\right)\left(p+p^{n / 2}\right)}{p+1}$ |
| $\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}-1}+p}{p+1}$ | $\frac{(p-1) p^{n / 2}\left(p^{n / 2}-1\right)}{p+1}$ |
| $\frac{p^{n}-p^{n-1}+p^{\frac{n}{2}+1}-p^{\frac{n}{2}}}{p+1}$ | $\frac{p^{n-1}-p^{n / 2+1}+p^{n / 2}-1}{p+1}$ |

Table 4: Weight distribution of $C_{\operatorname{im}(F)^{*}}, F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$, for $n=4$, $p>2$ and $\lambda \in \mathbb{F}_{p^{n}}^{*}$.

| Weight $w$ | Number of codewords |
| :---: | :---: |
| $\frac{p^{4}-p^{3}-p^{2}+p}{p+1}$ | $2 p^{3}-p^{2}-p$ |
| $\frac{p^{4}-p^{3}+2 p}{p+1}$ | $(p-1)^{2} p^{2}$ |
| $\frac{p^{4}-p^{2}}{p+1}$ | $p-1$ |

Table 5: Weight distribution of $C_{\operatorname{im}(F)^{*}}, F(x)=x^{p^{k+1}+1}+\lambda x^{p^{k+1}}+\lambda^{p^{k+1}} x$, for $p>2$, $n=2$ and $\lambda \in \mathbb{F}_{p^{n}}^{*}$.

| Weight $w$ | Number of codewords |
| :---: | :---: |
| $\frac{p^{2}-2 p+1}{2}$ | $p-1$ |
| $\frac{p^{2}-p}{2}$ | $\frac{p^{2}-1}{2}$ |
| $\frac{p^{2}-p+2}{2}$ | $\frac{(p-1)^{2}}{2}$ |

### 4.1 Main properties of codes stemming from trinomials

Some properties of the codes $C_{\mathrm{im}(F)^{*}}$, where $F(x)=x^{p^{k+1}+1}+\lambda^{p^{k+1}+1} x+\lambda$ for $\lambda \in \mathbb{F}_{p^{n}}^{*}$, can be derived using similar arguments as in Section 3.3. In this case, except when $n=4$ and $p=3$, the codes are not optimal with respect to the Griesmer bound, we observed however that the minimum distance of our codes is in general large (see Table 7 ).

Proposition 7 Let $p$ be a prime number, $n>1$ be any integer such that $n \equiv 0$ $(\bmod 4)$ or $p>2$, but $p^{n} \neq 16$. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ and $C_{\operatorname{im}(F)^{*}}$ be the code from Theorem 3. where $F(x)=x^{p^{k+1}+1}+\lambda^{p^{k+1}+1} x+\lambda, \lambda \in \mathbb{F}_{p^{n}}^{*}$. Then, $C_{\mathrm{im}(F)^{*}}$ is minimal except for $n=2,4$.

Proof. A similar argument as for Proposition 3 yields the result.
Again, using the first three Pless power moments and the weight distributions derived in Theorem 4, we can prove that the codes are projective in certain cases.

Proposition 8 Let $p$ be a prime number and let $n>1$ be any integer such that $n \equiv 0(\bmod 4)$ or $p>2$, but $p^{n} \neq 16$. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$ and let $C_{\mathrm{im}(F)^{*}}$ be the code from Theorem 4, where $F(x)=x^{p^{k+1}+1}+\lambda^{p^{k+1}+1} x+\lambda$. Then, $C_{\mathrm{im}(F)^{*}}$ is projective if and only if $p=2$ and $n \equiv 0(\bmod 4)$.

Now, we turn to prove one of the most remarkable properties of the family of codes $C_{\operatorname{im}(F)^{*}}$ associated with $t$-to-one trinomials. Namely, we will prove that it contains an infinite family of self-orthogonal codes.

Proposition 9 Let $p$ be a prime number and let $n>1$ be any integer such that $n \equiv 0(\bmod 4)$ or $p>2$, but $p^{n} \neq 16$. Let $k=\left\lfloor\frac{n}{2}\right\rfloor$. Consider the code $C_{\operatorname{im}(F)^{*}}$ from Theorem 4, where $F(x)=x^{p^{k+1}+1}+\lambda^{p^{k+1}+1} x+\lambda$. Then, $C_{\operatorname{im}(F)^{*}}$ is self-orthogonal when $n \equiv 0(\bmod 4)$.

Proof. Set $D=\operatorname{im}(F)^{*}, E=\operatorname{im}\left(x^{p^{k+1}+1}\right)$ and $c=\lambda^{p^{k+1}+1}$. It is not hard to see that $D=(E-c)^{*}$. For every $x, y \in \mathbb{F}_{p^{n}}^{*}$, the sum $\sum_{d \in D} \operatorname{Tr}_{1}^{n}(x d) \operatorname{Tr}_{1}^{n}(y d)$ (over the integers) equals

$$
\sum_{e \in E} \operatorname{Tr}_{1}^{n}(x e) \operatorname{Tr}_{1}^{n}(y e)-c\left(\sum_{e \in E} \operatorname{Tr}_{1}^{n}(x e)+\sum_{e \in E} \operatorname{Tr}_{1}^{n}(y e)\right)+\left(\operatorname{Tr}_{1}^{n}(x c) \operatorname{Tr}_{1}^{n}(y c)\right)(|E|+1) .
$$

Suppose that $n \equiv 0(\bmod 4)$. Since $C_{E^{*}}$ is self-orthogonal by Proposition 4, we get that $p \mid \sum_{e \in E} \operatorname{Tr}_{1}^{n}(x e) \operatorname{Tr}_{1}^{n}(y e)$. By the proof of Proposition 4, we can deduce that $\sum_{e \in E} \operatorname{Tr}_{1}^{n}(x e)$ and $\sum_{e \in E} \operatorname{Tr}_{1}^{n}(y e)$ are also divisible by $p$. Moreover, $|E|+1=$ $\frac{p^{n}-1}{p+1}+1=\frac{p\left(p^{n-1}+1\right)}{p+1}$, so that $p\left||E|+1\right.$ since $\frac{\left(p^{n-1}+1\right)}{p+1}$ is an integer ( $n-1$ is odd). Therefore, $p$ divides $\sum_{d \in D} \operatorname{Tr}_{1}^{n}(x d) \operatorname{Tr}_{1}^{n}(y d)$, which gives the result.

Remark 3 Consider the classes of codes $\mathcal{C}=\left\{C_{\operatorname{im}\left(x^{p^{k+1}+1}\right)}: p\right.$ is prime, $\left.n>1\right\}$, where $k=\left\lfloor\frac{n}{2}\right\rfloor$, and

$$
\mathcal{C}^{\prime}=\left\{C_{\operatorname{im}(F)}: p \text { is prime, } n \equiv 0 \quad(\bmod 4) \text { or } p>2, p^{n} \neq 16\right\}
$$

where $F(x)=x^{p^{k+1}+1}+\lambda^{p^{k+1}+1} x+\lambda, \lambda \in \mathbb{F}_{p^{n}}^{*}$, and $k=\left\lfloor\frac{n}{2}\right\rfloor$. While $\mathcal{C}$ and $\mathcal{C}^{\prime}$ share a number of properties, they are however structurally different as shown by their weight distributions (cf. Theorem 3 and Theorem 4), and, for instance, the fact that almost all elements in $\mathcal{C}$ are self-orthogonal (except for $p^{n}=4,9$ ), whereas, for $\mathcal{C}^{\prime}$, they are self-orthogonal only when $n \equiv 0(\bmod 4)$.

We finish this section by posing a natural question that arises from this work.

Open Problem 2. Given a $t$-to-one polynomial $F(x)$ over $\mathbb{F}_{p^{n}}$, which affine functions $L$ over $\mathbb{F}_{p^{n}}$ yield that $F+L$ is a $t^{\prime}$-to-one function for some $t^{\prime} \in \mathbb{N}$ ? In this case, which properties of $C_{\mathrm{im}(F)^{*}}$ are preserved? What are the best choices for $L$ in terms of parameters and properties of the obtained codes?

## 5 Numerical results

For small values of $p$ and $n$, one can provide some computational verification and examples of the codes obtained in this work. A Magma [3] script was used to derive these examples.

Table 6: Computational results for the family of codes in Theorem 3, where P, M, O and S stand for projective, minimal, optimal and self-orthogonal.

| $(p, n)$ | \# Weights | P | M | O | S | Enumerator poly. $\sum A_{w} z^{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(2,4)$ | 2 | Yes | No | Yes | No | $1+10 z^{2}+5 z^{4}$ |
| $(2,8)$ | 2 | Yes | Yes | Yes | Yes | $1+170 z^{40}+85 z^{48}$ |
| $(3,2)$ | 2 | No | No | No | No | $1+4 z^{2}+4 z^{4}$ |
| $(3,3)$ | 1 | Yes | Yes | Yes | Yes | $1+26 z^{9}$ |
| $(3,4)$ | 2 | No | No | Yes | Yes | $1+60 z^{12}+20 z^{18}$ |
| $(3,5)$ | 1 | Yes | Yes | Yes | Yes | $1+242 z^{81}$ |
| $(3,6)$ | 2 | No | Yes | No | Yes | $1+364 z^{234}+364 z^{252}$ |
| $(5,2)$ | 2 | No | No | No | Yes | $1+12 z^{8}+12 z^{12}$ |
| $(5,3)$ | 1 | No | Yes | Yes | Yes | $1+124 z^{60}$ |
| $(5,4)$ | 2 | No | No | No | Yes | $1+520 z^{80}+104 z^{100}$ |

Table 7: Computational results for the family of codes in Theorem4, where $W, P$, $M, O$ and $S$ stand for weights, projective, minimal, optimal and self-orthogonal.

| $(p, n)$ | $\# W$ | $P$ | $M$ | $O$ | $S$ | Enumerator poly. $\sum A_{w} z^{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(2,8)$ | 4 | Yes | Yes | No | Yes | $1+48 z^{38}+90 z^{40}+80 z^{46}+37 z^{48}$ |
| $(3,2)$ | 2 | No | No | No | No | $1+2 z^{2}+4 z^{3}+2 z^{4}$ |
| $(3,3)$ | 3 | No | Yes | No | No | $1+12 z^{8}+8 z^{9}+6 z^{11}$ |
| $(3,4)$ | 3 | No | No | Yes | Yes | $1+42 z^{12}+36 z^{15}+2 z^{18}$ |
| $(3,5)$ | 3 | No | Yes | No | No | $1+90 z^{77}+80 z^{81}+72 z^{86}$ |
| $(3,6)$ | 4 | No | Yes | No | No | $1+130 z^{240}+252 z^{239}+234 z^{248}+112 z^{252}$ |
| $(5,2)$ | 3 | No | No | No | No | $1+4 z^{8}+12 z^{10}+8 z^{11}$ |
| $(5,3)$ | 3 | No | Yes | No | No | $1+60 z^{48}+24 z^{50}+40 z^{53}$ |
| $(5,4)$ | 3 | No | No | No | Yes | $1+220 z^{80}+400 z^{85}+4 z^{100}$ |

## 6 Conclusion

In this article, we have provided two families of $p$-ary linear codes with few weights employing quadratic polynomials over $\mathbb{F}_{p^{n}}$ that are also $t$-to-one mappings. Using
the image set of a Dembowski-Ostrom monomial $x^{p^{k+1}+1}$ as a defining-set, we built an infinite family of linear codes for which we have provided its exact weight distribution and important properties. Notably, this family contains optimal, minimal, projective and self-orthogonal codes. The first attempt to obtain the weight distributions of codes using these monomials was given in [17], however, the authors made an erroneous assumption on the rank of the component functions, which led to an incomplete conclusion. Hence, we have presented a complete correct version of such results. Then, using the image set of an affine equivalent (to $x^{p^{k+1}+1}$ ) trinomial, we have introduced and specified the weight distributions of the second family of linear codes with 2,3 or 4 weights. While this family preserves some properties exhibited by the monomial construction, they are structurally different (see Remark 3). Remarkably, it also contains infinite subclasses of self-orthogonal and minimal codes for each prime number $p$. The crucial point to derive the distributions for the second family is to properly analyze the interlacing of component functions of $x^{p^{k+1}+1}$. This was achieved by using the Interwoven Lemma (Lemma 12), which might be seen as a somewhat general tool based on Gaussian sums. Since most cryptographic properties are preserved under affine equivalence, one usually ignores affine equivalent functions. The results in this work emphasize the value of considering affine equivalent functions in the coding-theoretical context since similar (but not equivalent) objects with interesting properties can be obtained.
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